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Abstract

Classification of imbalanced datasets has attracted substantial research interest over

the past years. This is because imbalanced datasets are common in several domains

such as health, finance and security, but learning algorithms are generally not designed

to handle them. Many existing solutions focus mainly on the class distribution problem.

However, a number of reports showed that class overlap had a higher negative impact

on the learning process than class imbalance.

This thesis thoroughly explores the impact of class overlap on the learning algorithm and

demonstrates how elimination of class overlap can effectively improve the classification

of imbalanced datasets. Novel undersampling approaches were developed with the main

objective of enhancing the presence of minority class instances in the overlapping region.

This is achieved by identifying and removing majority class instances potentially residing

in such a region. Seven methods under the two different approaches were designed for

the task. Extensive experiments were carried out to evaluate the methods on simulated

and well-known real-world datasets. Results showed that substantial improvement in

the classification accuracy of the minority class was obtained with favourable trade-offs

with the majority class accuracy. Moreover, successful application of the methods in

predictive diagnostics of diseases with imbalanced records is presented.

These novel overlap-based approaches have several advantages over other common

resampling methods. First, the undersampling amount is independent of class imbalance

and proportional to the degree of overlap. This could effectively address the problem of

class overlap while reducing the effect of class imbalance. Second, information loss is

minimised as instance elimination is contained within the problematic region. Third,

adaptive parameters enable the methods to be generalised across different problems. It

is also worth pointing out that these methods provide different trade-offs, which offer

more alternatives to real-world users in selecting the best fit solution to the problem.

Keywords: class imbalance, class overlap, undersampling, classification, machine

learning, medical application
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Chapter 1

Introduction

Supervised machine learning is employed for classification tasks across a wide range

of real-world problems. These include anomaly detection [2], medical diagnosis [3],

object recognition [4] and business analysis [5]. In these domains, it is common that

the class of interest is under-represented, and misclassifying an instance of such a

class often comes at a high cost. Thus, in this work, where binary-class problems

are considered, we refer to the minority class and the majority class as the positive

class and the negative class, respectively, unless otherwise stated. Standard learning

algorithms are not generally designed to handle datasets with skewed class distributions

[6]. They build classification models based upon maximising the overall accuracy. Thus,

without appropriate adjustments, the minority class tends to be overlooked, and hence

misclassified. This is the well-known class imbalance problem.

In addition to class imbalance, real-world datasets also often suffer from class overlap.

The problem of class overlap occurs when examples from different classes share similar

characteristics. This exists near the class borderlines, which makes it difficult for the

learning algorithm to define a clear decision boundary. In this research, we aim to

address the problem of class overlap in classification of imbalanced datasets, evaluate its

level of impact against that of class imbalance on learning algorithms’ performance, and

finally examine whether elimination of class overlap can be established as a potential

approach for improving imbalanced learning.

1.1 Class Imbalance and Class Overlap

An imbalanced dataset is a dataset with an unequal distribution of classes. This is

depicted in Figure 1.1, where majority and minority class instances are represented by

1



circles and triangles, respectively.

Figure 1.1: An illustration of an imbalanced and overlapped dataset [1]

There are many indicators of the degree of class imbalance. A common scale is the

imbalance ratio (imb) shown in Eq. 1.1, where n and p are the numbers of majority

and minority class instances, respectively. Class imbalance can also be measured as

the percentage of the minority class with respect to the majority class (%minority) as

expressed in Eq. 1.2. The percentage of the majority class with respect to the total

number of instances (%majority) (Eq. 1.3) can provide an idea of how much the dataset

is occupied with majority class instances.

imb =
n

p
, (1.1)

%minority =
p

n
∗ 100. (1.2)

%majority =
n

n+ p
∗ 100. (1.3)

Class overlap occurs when instances of more than one class share a common region of

the data space. These instances have similarities in feature values although they belong

to different classes, and such a complication is a substantial obstacle in classification

tasks. The class overlap problem becomes more serious when class imbalance is also

present in the data, and vice versa [7]. In an imbalanced and overlapped dataset, the

negative class is normally dominant in the overlapping region. As a result, negative

instances are more frequently and clearly visible to the learner than positive instances

in such a region. This means that the decision boundary tends to shift towards the
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negative class leading to misclassification of positive instances near the class boundary,

which is undesired in real-world problems.

Since class overlap has not been mathematically well characterised, a standard mea-

surement of the overlap degree is not yet defined [8]. Several approaches have been

formulated to estimate the overlap degree, however with some constraints [7–10]. For

experimental purposes, this research uses the measure of class overlap as expressed in

Eq. 1.4, where the area approximations are illustrated in Figure 1.1. This is adopted

from the measure proposed by Garcia et al. [7] with some adjustment. The modification

is made such that the overlap degree is calculated with respect to the minority class

area instead of the total data space. This is to also realise a possible bias in the measure

of class overlap caused by the effect of class imbalance.

overlap(%) =
overlapping area

minority class area
∗ 100 (1.4)

1.2 Motivation

The problem of imbalanced datasets is common in real-world scenarios. For example,

in detecting fraudulent transactions, there are considerably more records of legitimate

transactions. Similarly, in medical diagnoses, it is not easy to find a large number

of patients with a targeted life-threatening disease, e.g. cancer, heart disease. Also,

complete information needed to collect from the patients is not always available. As a

result, cases with the illness are under-represented in the dataset. When employing a

typical learning algorithm to do such tasks, misclassification of minority class instances

is easily neglected. This is because the algorithm aims to maximise the overall accuracy

and only a small percentage of the minority class accuracy contributes to that. In this

matter, high average accuracy does not guarantee that results are preferable. To develop

a better understanding of this bias, consider the following example. In diagnoses of

one hundred cases with tumors, where one of them is cancerous, the predictive model

suggests that all of the tumors are benign. This gives 99% accuracy. However, this

is misleading as the model has completely missed the most important case, which is

the cancerous tumor. Even though 100% of the benign tumors are correctly identified,

misclassification of the cancerous case results in 0% accuracy on the class of interest.

This considers a failure in the classification task.

A substantial number of algorithms have been proposed to improve the classification

of imbalanced datasets over the past decades [11]. Many of these mainly focused on

rebalancing class distribution by means of data resampling. This rebalancing approach
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proved to be effective [12–14]. However, consider Figure 1.2a, where the imbalanced

dataset has no overlapping region, the classification task will be simple. In fact, a

linearly separable dataset can be simply classified by a typical classification algorithm no

matter how skewed the class distribution is [15]. This implies that no data resampling is

needed and attempting to rebalance the class distribution may not be beneficial. On the

other hand, when both class imbalance and class overlap are present (Figure 1.2b), the

task becomes complicated. This suggests that the impact of class imbalance depends

on the presence of class overlap. Likewise, when class imbalance is higher, it is often

the case that the imbalance situation in the overlapping region is also higher. There is

expected to be fewer minority class instances in the overlapping region, which leads to

a higher bias in classification towards the majority class and higher classification errors

in the minority class. Thus, it can also be said that the impact of class overlap on the

learning algorithm depends on class imbalance to some extent.
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Figure 1.2: Two imbalanced datasets with the same class distributions (a) without class
overlap and (b) with class overlap [1]

Interestingly, several literatures reported that class overlap had a higher negative impact

on the performance of learning algorithms than class imbalance [7,13,16,17]. It was shown

that imbalanced datasets with no presence of class overlap could be perfectly classified

[16]. Moreover, when the class overlap degree was low, class imbalance had no significant

effects on the classification results [17]. However, their experimental results were based

on limited variations of class imbalance and class overlap degrees. Further investigation

needs to be carried out to reinforce this finding. If classification of imbalanced data is

less affected by a skewed class distribution than by the overlap problem, minimising

class overlap may be a more effective approach to improve classification than rebalancing

data.
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1.3 Research Objectives

The overall aim of this research is to create and evaluate methods that improve classifi-

cation of imbalanced datasets by addressing the class overlap problem. The detailed

objectives are as follows.

� To investigate and critically review literature on imbalanced dataset classification

and solutions.

� To assess and objectively evaluate the impact of class imbalance and class overlap

on a learning algorithm’s performance. An experimental framework to assess the

scale of impact will be created. This includes developing a method to measure the

degree of class overlap and designing an experiment to compare the two factors.

� To create novel methods to improve the classification of imbalanced datasets. The

methods will aim at minimising the presence of class overlap while at the same

time maximising the visibility of the minority class. To achieve this, techniques

to identify and remove majority class instances in the overlapping region will be

designed and developed.

� To evaluate the developed methods across extensive class imbalance and class

overlap degrees using a wide range of data including simulated, real-world and

large datasets. The evaluation will also be carried out against well-established

and state-of-the-art techniques.

1.4 Contributions

The main contributions of this thesis are outlined as follows.

� A critical discussion of literature including well-established and recent meth-

ods. Existing methods were reviewed in the perspective of class overlap-based

approaches, class distribution-based approaches and other recent emerging tech-

niques. An overview of commonly-used benchmarking methods in the literature is

also provided. Moreover, an extensive experiment illustrating the levels of impact

of class overlap and class imbalance was carried out at the full scale of class

overlap and an extreme range of class imbalance. Results showed clearly that the

performance of the learning algorithm deteriorated across varying degrees of class

overlap whereas class imbalance did not always have an effect. This emphasises the

need for further research towards handling class overlap in imbalanced datasets.
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� A novel overlap-based undersampling method to improve the visibility of minority

class instances was created. This involves designing a technique based on soft

clustering to identify majority class instances in the overlapping region. An

evaluation on public real-world datasets is provided, demonstrating significant

improvement in classification, especially on sensitivity, and better performance

over a state-of-the-art method. This work was presented at 19th International

Conference on Intelligent Data Engineering and Automated Learning (IDEAL) in

Madrid, Spain [18].

� A new adaptive hybrid method to address the class overlap problem in classification

of imbalanced datasets was developed. The method extended the above overlap-

based undersampling algorithm with a self-adjusting threshold and an integration

with an oversampling technique. The threshold was developed to be adaptive

to the degree of class overlap enabling generalisation of this new method across

different datasets in real life. An oversampling algorithm was incorporated in the

method to improve the detection of negative instances in the overlapping region. A

thorough evaluation of this new method using simulated datasets at the full scale of

class overlap and extreme degrees of class imbalance, real-world datasets, and large

datasets was carried out. Results showed statistically significant improvement over

the overlap-based undersampling method suggesting more accurate elimination

and less information loss. The method also showed competitive results with other

well-established and state-of-the-art methods. This work was invited to submit to

the International Journal of Neural Systems (under review).

� A new neighbourhood-based undersampling approach for handling imbalanced

and overlapped data was created. This contains four methods employing a

neighbourhood searching algorithm and different criteria to carefully identify

potential overlapped instances. An extensive experiments using simulated and

real-world datasets showed comparable performance with state-of-the-art methods

with exceptional and statistically significant improvement in sensitivity. This work

was published in the journal of Information Sciences [1].

� A successful application of the new methods in the medical domain, where iden-

tification of rare but significant events is often needed. Results showed high

sensitivity on predictive diagnostics of diseases with imbalanced records. Good

trade-offs between sensitivity and specificity were also achieved. The results were

submitted to 16th International Conference on Artificial Intelligence Applications

and Innovations (under review) and the International Journal of Neural Systems

(under review).
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The resulting papers and publications are listed in the preface section Publications.

1.5 Thesis Structure

The remainder of this thesis is organised as follows.

Chapter 2 provides an introduction to the problem in imbalanced dataset classification,

which includes the issues of class imbalance and class overlap. An overview of supervised

learning algorithms and a discussion on the use of evaluation metrics in imbalanced

learning are provided. Existing solutions are critically reviewed.

Chapter 3 introduces a novel overlap-based approach that employs a soft clustering

algorithm to identify potential overlapped majority class instances for elimination.

Chapter 4 presents two new undersampling methods that extend and improve the

performance of the overlap-based methods presented in Chapter 3. The extensions are

developed to improve the identification of potential overlapped instances and introduce

an adaptive parameter to enable generalisation of the method.

Chapter 5 details a new overlap-based approach employing a neighbourhood searching

algorithm to accurately remove overlapped majority class instances. Four variations

with different criteria to identify such instances are presented.

Chapter 6 shows successful application of the overlap-based methods in the medical

domain.

Chapter 7 concludes the thesis and discusses findings, summary, limitations and future

directions of this work.
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Chapter 2

Research Background

This chapter presents an introduction to the problem of imbalanced data classification,

which includes the issues of class imbalance and class overlap. Firstly, an overview

of learning algorithms is presented. This is followed by a discussion on the usage of

common evaluation metrics for imbalanced datasets. Finally, an in-depth review of

literature and existing solutions is provided.

2.1 Problem Statement

Classification is the process of classifying samples into the given set of categories based

on past observations. As depicted in Figure 2.1, a machine learning algorithm learns

from a set of labelled training samples to build a predictive model that maps input

variables to the output variable (class). The model is then used to predict the class of

new unlabelled instances.

Since traditional learning algorithms are designed to maximise the overall accuracy, the

Machine Learning
Algorithm Classification

Model

Predicted Class

New unlabelled
sample

Labelled samples

Figure 2.1: An overview of the classification procedure.
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classification decision will be biased towards the over-represented class. This could result

in high misclassification errors in the minority class, which is not desired in real-world

problems. Likewise, some evaluation measures are sensitive to skewed class distributions.

Standard metrics used for assessing a classification model are such as overall accuracy,

true positive rate (i.e. sensitivity, recall), true negative rate (i.e. specificity), precision,

F1-score, and G-mean. Metrics that consider the per-class accuracy or equally weight

both classes with respect to their size, e.g, sensitivity and G-mean, are not affected by

class distribution. On the other hand, metrics that disregard the difference in class

size can be misleading with biases towards the majority class. For example, on a

highly imbalanced dataset, the overall accuracy is primarily affected by the accuracy

on the majority class whereas a high classification error on the minority class may not

be reflected. This is because the result on the minority class makes an insignificant

contribution to the average accuracy in such a scenario. Thus, when dealing with

imbalanced datasets, evaluation metrics have to be carefully selected and discussed.

The learning task of imbalanced datasets becomes problematic when any two instances

of different classes have the same or similar characteristics. This is known as the problem

of class overlap, which obstructs the learning algorithm in defining the class boundary.

Even though there have been many proposed methods to estimate the degree of class

overlap, there are no clear agreements [8]. In [7], the overlap degree of a dataset was

determined from the overlapping area with respect to the total data space. However, in

an imbalanced dataset, the majority class is generally less overwhelmed by the class

overlap. By considering the total data space, which is mostly occupied by the majority

class, class overlap will be underestimated. The authors of [1] suggested that this issue

should be of concern, especially at a higher class imbalance degree. They followed the

class overlap approximation of [7] with some modification. The degree of class imbalance

was also taken into account to reduce a possible bias in the measurement. The overlap

degree was instead calculated as the overlapping area with respect to the total area of

the positive class. However, both approaches are only applicable to synthetic datasets.

Another common approach is using the classification error as the estimated overlap

degree, e.g., the percentage of instances misclassified by the k-nearest neighbour rule [19]

(kNN) with respect to the number of total instances [9,20]. However, in [8], the authors

showed that such an approach was inaccurate and instead introduced another technique.

They proposed a use of the ridge curves of the probabilistic density function to quantify

class overlap. The computation was based on the ratio of the saddle point and a smaller

peak of the ridge curves of the two classes. This method is one of a few existing methods

that measure overlap from the actual contour of data and can be extended to handle

multi-class datasets. The main drawback of this approach is that it is only applicable
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to datasets with normal distributions of both data and features, which is impracticable

to real-world datasets.

Prati et al. [21] defined the overlap degree as the distance between the class centroids.

Due to arbitrary shapes and non-uniformity of data in nature, this method is likely to

be inaccurate. Another method proposed in [10] was based on support vectors. They

used Support Vector Data Description (SVDD) [22] to locate approximated boundaries

of each class in a binary-class dataset. The overlapping region was then estimated

in reference to the amount of common instances found within both boundaries. This

method share a similar drawback to the approach of [21]. That is it tends to introduce

high errors in overlap approximations since SVDD only discovers a spherical shaped

boundary, which is not ideal for real-world datasets.

The following section provides an overview of standard learning algorithms focusing on

the key models used in this research. This is followed by a discussion on the usage of

common evaluation metrics in the imbalanced context. Misleading results and biases of

metrics will be pointed out. Then, a critical review of existing methods for handling

the bias in classification tasks of imbalanced datasets. To address the two key issues

in classification that are class imbalance and class overlap, we categorise the methods

into class distribution-based and class overlap-based solutions. The former group aims

at diminishing the problem of class imbalance while the latter mainly considers the

problem of class overlap. As discussed above that there is no clear definition of how

class overlap is measured, the main challenge of most class overlap-based solutions is

thus to identify overlapped or borderline instances. The review of methods will focus

more on data resampling to serve the objective of this research.

2.2 Classification Algorithms

A classification algorithm learns from the training data and produces a function that

maps new instances to specific classes. Standard classification algorithms are such as

decision tree (DT), random forest (RF), support vector machine (SVM), kNN, logistic

regression and neural network. These algorithms are generally designed to maximise the

overall classification accuracy; thus, their performance will be affected by imbalanced

class distributions. An overview of key learning algorithms used in the experiments of

this research namely DT, RF, SVM and kNN is provided below.

Decision tree creates a consequence of rules used to classify instances in the form of

a tree-like structure. It is composed of nodes, leaves and branches. At each node,

a condition for a specific feature to separate the classes is determined. A leaf or an
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end node shows the final outcome of a decision path. DT decides the best split at

a node based on a measure of impurity such as information gain (entropy) or Gini

index [23]. In the calculation of these measures, the distribution of classes is not taken

into account. This potentially makes the decision given by DT more biased towards

the majority class. A key disadvantage of DT is overfitting, which can be addressed

by proper tree pruning [24]. DT is one of frequently-used classification algorithms for

imbalanced datasets [11] as well as for any classification tasks due to its advantages over

other algorithms including the ability to handle missing values and both numerical and

categorical variables [24,25].

Random Forest [26] is an ensemble learning algorithm evolving from DT. It uses

Bagging [27] to train a number of DTs and provides the final classification results based

on majority voting. By doing so, diverse weak learners (trees) are created, which enables

RF to tackle the overfitting issue in DT and achieve better accuracy [28]. Similar to

DT, RF is sensitive to class imbalance. However, as the most powerful classification

algorithm among standard learning algorithms [29], RF is also widely-used as a base

classifier for imbalanced problems [11].

Support vector machine [30] is a binary-class classifier. It builds a separating hyperplane

that maximises the margin between the two classes. SVM has an advantage of having

many variations of kernel functions. Modeling any datasets is attainable when an

appropriate kernel is selected [2]. A kernel function maps non-linear data into higher

dimensional space in which they become separable. Among several kernel functions

available, radial basis function (RBF) is one of the most-used choices because it is

relatively easy to calibrate [31]. A main drawbacks of SVM is being computationally

expensive since its complexity grows quadratically with the size of samples [2]. This

makes SVM not suitable for large datasets. In the survey of Haixiang et al. [11], SVM

was shown as the top selection among the learning algorithms used in imbalanced data

classification.

Unlike other classification algorithms, the k-nearest neighbour rule [19] does not construct

an internal model. It determines the output class of the testing instance based on

its nearest training data points. The class belonging to the majority of the nearest

neighbours is the predicted class. A proximity measure is used to search for the k nearest

neighbours. The literature showed that different measures gave varied classification

results across different datasets [32]. Euclidean distance was proposed in the original

work of kNN [19] and is the most commonly-used measure [33]. Other variations e.g.,

Manhattan, Mahalanobis and Chi square are available. kNN is simple to implement;

however, its key disadvantage is a high computational cost for testing as the distances

to all instances needs to be computed [33]. This drawback of kNN may prevent its
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Table 2.1: Confusion matrix

Actual Class
Positive Negative

Predicted Class
Positive TP FP
Negative FN TN

application in time-sensitive problems where immediate prediction on testing cases are

needed. For imbalanced datasets, kNN was shown to be as frequently-used as RF [11].

2.3 Evaluation Metrics

Some evaluation metrics for classification are not affected by skewed class distributions

while others can be misleading with biases towards the majority class. Common metrics

for classification of imbalanced datasets such as sensitivity, specificity, balanced accuracy,

G-mean, AUC and F1-score will be discussed in detail. For other assessment measures,

the reader may refer to [34–37].

A confusion matrix contains the performance information of a classification model. It

provides the summary of the predicted results with respect to the actual classes as

shown in Table 2.1, where TP, FP, FN and TN denote true positive, false positive, false

negative and true negative, respectively. This information is needed in the calculation

of other standard evaluation metrics. In imbalanced datasets, accurately detecting

the minority class is crucial. This is usually measured in terms of sensitivity, which is

also known as recall or the true positive rate (TPR). The metric is formulated as in

Eq. 2.1. As sensitivity only reflects the performance over one class, it is often reported

in conjunction with another metric, such as specificity (i.e. true negative rate) as

expressed in Eq. 2.2, balanced accuracy (BA), G-mean and AUC, to also provide the

overall performance or the trade-off between the accuracy of the positive and negative

classes [18,38,39].

sensitivity =
TP

TP + FN
(2.1)

specificity =
TN

TN + FP
(2.2)

Balanced accuracy is the arithmetic mean of the accuracy over each class (Eq. 2.3) [40,41].

It is also referred to as balanced mean accuracy [42], average accuracy [14,43,44], macro-

accuracy [45], etc. The traditional accuracy (Eq. 2.4 or simply (TP + TN)/2) can be
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misleading when class imbalance is high. In such a case, TN can be highly dominant

and give a false idea of high total accuracy regardless of TP. For instance, a perfectly

classified negative class of 1000 instances with an entirely misclassified positive class of

10 instances results in over 99% accuracy. This near-perfect accuracy is achieved even

though all positive test cases have been completely missed. On the other hand, this

same case yields 50% BA, which better reflects the actual performance of the model.

Thus, BA often replaces the traditional accuracy, and it is among the most common

measures used for imbalanced problems [46].

balanced accuracy =
sensitivity + specificity

2
(2.3)

accuracy =
TP + TN

TP + FN + TN + FP
(2.4)

Another metric for evaluating the overall performance is G-mean [47]. It is the geometric

mean of sensitivity and specificity (Eq. 2.5). Since both G-mean and balanced accuracy

give the average values of sensitivity and specificity, they are often used interchangeably.

Based on the literature reviewed in this research, G-mean was more frequently used.

This could be attributed to the fact that G-mean is also a widely-known metric for

problems with non-skewed class distributions whereas balanced accuracy simply reduces

to the traditional overall accuracy in a balanced class scenario.

G-mean =
√
specificity ∗ sensitivity (2.5)

AM −G-mean inequality :
x+ y

2
≥ √xy (2.6)

balanced accuracy ≥ G-mean (2.7)

To gain a deeper understanding of the relationship between BA and G-mean and to

determine whether they can be used interchangeably in any scenario, we conduct a

further investigation. According to the Arithmetic Mean-Geometric Mean Inequality

theory (AM–G-mean inequality) (Eq. 2.6), it can then be said that balanced accuracy is

always greater than or equal to G-mean (Eq. 2.7). The equality holds when sensitivity

and specificity are equal. For further analysis, consider Figure 2.2, which presents values

of G-mean and BA across varying scenarios in terms of the difference between sensitivity

and specificity. At each x value, all possible combinations of sensitivity and specificity
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at a step of 10% are presented. For example, at x = 0, the possible combination of

(sensitivity,specificity) are (0,0), (10,10), ...., (100,100). It can be seen that the difference

between G-mean and BA becomes greater when the difference between sensitivity and

specificity increases. This is due to the fact that the geometric mean is more affected

by the lower value.

For instance, at specificity = 90% and sensitivity = 60%, G-mean is 73.48% and BA

is 75%. The difference between G-mean and BA is not significant. In an extreme case

where specificity = 100% and sensitivity = 10%, the resulting G-mean is 31.62% while

BA is 55%. It is clearly seen that G-mean is affected more by sensitivity. For another

extreme case when there is zero accuracy of any class, G-mean = 0. This suggests that

G-mean is able to reflect these unfavourable scenarios where balanced accuracy only

provides the average value. Thus, to determine a more suitable metric between G-mean

and BA, the user will need to carefully make a selection based on the application domain

and the main objective of the classification task.

Figure 2.2: The values of G-mean and BA in different scenarios

Another common evaluation metric is F1-score, which is the harmonic mean of sensitivity

and precision as expressed in Eq.2.8. It is also widely used for imbalanced problems

[9, 45,48]. However, unlike G-mean and balanced accuracy, F1-score takes into account

precision instead of specificity. As shown in Eq. 2.9, precision is calculated using FP

and TP. Since FP and TP are not normalised with respect to the class size, FP can

be excessively higher than TP in an extremely imbalanced case. This high FP can
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be deceptive when in fact the false positive rate (FPR) is insignificant. In such case,

precision is strongly influenced by FP and does not reflect the actual performance on

the positive class. As a consequence, F1-score will also be misleading.

F1-score =
2

1
sensitivity + 1

precision

, (2.8)

precision =
TP

TP + FP
(2.9)

To demonstrate such an issue, consider an example of a dataset with 10:1000 positive

to negative class instances and the classification result of TP = 10 and FP = 10. This

indicates 100% sensitivity and 1% FPR, which is generally highly desirable. Yet, the

precision turns out to be 50% leading to 67% F1-score, which very much underestimates

and deviates from the actual performance.

It is also worth pointing out that using F1-score alone may not be sufficient to compare

between models. In other words, any two models that yield similar FP, TP and

sensitivity, will have similar F1-score regardless of their difference in FPRs. Consider

an example of two models predicting on datasets with 10:100 and 10:10000 positive

to negative class instances. The models achieve 10% and 0.1% of FPR, respectively,

and thus both have FP = 10. Given the same sensitivity gained of 100%, the models

have same value of F1-score accordingly, which is 67%. In fact, the former case with

10% FPR is less favourable than the latter case with 0.1% FPR, but F1-score does not

convey that. This is evidence that the use of F1-score alone may not be sufficient to

indicate the quality of a classification model on imbalanced datasets. Nonetheless, it

can be meaningful when considered along with other measures.

Another commonly-used metric is the area under the receiver operating characteristic

curve (AUC). A receiver operating characteristic curve (ROC) visualises the values

of TPR against FPR at varying probability thresholds. AUC gives a summary of

the ROC curve as a single value. AUC is often used for comparing the performance

among classifiers; however, there have been some arguments raised against its usage [49].

Firstly, ROC curves are useful when misclassification costs and class distributions are

not specified [37]; so is AUC [50]. This suggests that ROC and AUC can be used

for inspecting and summarising the general performance of a classifier. However, in

real-life application, the error costs are known and a model can be fine-tuned for the

optimal results, which eventually falls onto a single point on the RUC curve. Thus,

a classifier with a higher AUC does not necessarily give a better result. This leads

to the second argument that visual inspection of ROC curves should be carried out
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instead of considering only AUC values [49]. However, often there is no clear winning

between the two ROC curves making it difficult to compare [50]. Last but foremost,

AUC weights the positive and negative class errors equally while in many application

domains, misclassification costs are unequal. In this case, summarising over all possible

threshold values is unconvincing [51].

In summary, it is recommended that for evaluation of imbalanced dataset classification,

individual class accuracy, especially sensitivity, is considered along with an overall

performance measure such as balanced accuracy or G-mean. F1-score and AUC can

also be assessed; however, they should be carefully discussed due to the constraints

discussed above.

2.4 Handling Imbalanced Dataset Classification

Existing literature often discussed solutions to classification of imbalanced datasets as

data-level and algorithm-level methods [52–54]. Oversampling and undersampling are

common data-level techniques. At the algorithm level, new learning algorithms and

modifications of standard learning algorithms are developed. Algorithm-level methods

have an advantage of incorporating user’s requirements into the model [55]. However,

as opposed to the resampling approach, they do not allow flexible choices of learning

algorithms. The combinations of data-level and algorithm-level methods, i.e., ensemble-

based methods, have also been used. Ensemble-based methods have advantages of

both data and algorithm levels, and are less likely to suffer from overfitting than data

resampling [56].

In this thesis, we broadly categorised methods into class distribution-based and class

overlap-based focuses. Class distribution-based solutions mainly aim at suppressing

the effect of imbalanced class distributions whereas class overlap-based methods deal

with instances in the overlapping region to ease the classification task. Additional

recent methods using emerging techniques are also discussed here. The overview of the

reviewed methods is provided in Table 2.2.

2.4.1 Class distribution-based methods

We categorised methods that were designed to reduce the bias in class distribution as

class distribution-based methods. Figure 2.3b and 2.3c illustrates examples of common

methods in this category that aim at rebalancing the data by means of oversampling

and undersampling, respectively.
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Figure 2.3: Class distribution-based resampling applied on (a) the original imbalanced
and overlapped dataset using (b) SMOTE and (c) k-means undersampling

Random resampling is the simplest and most common approach. It is the process of either

randomly eliminating majority class instances (undersampling) or duplicating minority

class instances (oversampling) to achieve the balanced class distribution. Despite its

advantage of being simple to implement, random undersampling can potentially lead

to important information loss whereas random oversampling is prone to overfitting [6].

Moreover, it was shown in [95] that rebalancing class distribution at random did not

guarantee better results.

One of the most well-established methods, Synthetic Minority Over-sampling Technique

(SMOTE), was designed to create new instances using linear interpolation between

minority class neighbouring points [12]. The authors suggested that the method could

expand the decision regions of the minority class and as a results caused less overfitting

than random oversampling. Due to its simplicity yet decent performance, SMOTE has

been widely applied to real-world problems [96–98]. However, its weaknesses has been

presented. In [88], it was shown that by applying SMOTE, the classification results

were not improved. This could have been because the method does not consider any

selection criteria for linear interpolation; as a result, synthesised instances may not be

useful unless they are created near the decision boundary. For more detailed discussion

on drawbacks of SMOTE, the reader is referred to [99]. Disadvantages of SMOTE

have led to many extensions. These include DBSMOTE [39], Borderline-SMOTE [59]

(BLSMOTE), Safe-Level-SMOTE [58] (SLSMOTE) and many others [57,68,70].

DBSMOTE [39] is an oversampling method employing DBSCAN [100], a clustering

algorithm that can discover arbitrary-shaped clusters, to locate instances in different

areas. Another oversampling method, SLSMOTE [58], is based on neighbourhood

searching. The common objective of both methods is to synthesise more minority class

instances in the non-overlapping region and minimise the synthesis in the overlapping

and borderline areas. Although both DBSMOTE and SLSMOTE often achieved
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improvement over SMOTE, other methods showed superior performance. DBMUTE [48]

and BLSMOTE [59], in particular, which also utilise DBSCAN and neighbourhood

searching, were shown to outperformed DBSMOTE and SLSMOTE, respectively. It is

worth pointing out that these methods take a different approach by emphasising the

existence of minority class instances near the borderline regions. Detailed discussion of

DBMUTE, BLSMOTE and other class overlap-based extensions of SMOTE is provided

in the following subsection.

In [57], the authors proposed a method to account for possible amplification of noise

created by SMOTE. They applied k-means clustering to discover clusters dominated

by the positive class. This was followed by oversampling in such clusters with the

oversampling amount inversely proportional to the number of positive instances. A

similar approach was presented in [61]. Both methods however led to significant decreases

in the positive class accuracy. This could have been caused by the exclusion of sparse

positive instances near the borderline as well as rare cases when performing oversampling.

Koziarski et al. [101] employed radial basis functions in identifying overlapping and

non-overlapping regions. This was to avoid synthesising new minority class instances

in the overlapping region and maximise the synthesis in the non-overlapping region.

However, by doing so, the density of the minority class instances in the overlapping

region became relatively sparser. As a consequence, they had a higher tendency to

appear as noise to the learning algorithm. Results showed that the method improved

specificity but led to lower sensitivity, which is undesired in imbalanced problems. This

was consistent with the results obtained using DBSMOTE [39] and SLSMOTE [58]

discussed above, and underlines the need of improving the visibility of the minority

class instances in the overlapping region.

To address possible information loss in undersampling, clustering is among the common

techniques employed during undersampling to ensure the diversity of the remaining

instances. In [53] and [14], the authors applied k-means clustering on the majority

class and selected representative instances from each cluster. This resulted in a reduced

training set with diversified samples. However, since the balanced class distribution

was aimed, when applying this method to a highly imbalanced dataset, it nonetheless

resulted a significant loss of information.

Several rebalancing solutions based on neural networks have been recently proposed

[62,63,65]. GRSOM, which employs self-organising map and growing ring technique in

resampling instances, was introduced in [62]. The deep learning techniques were use in

instance generation to preserve the topology of the original data. Unlike other typical

data generation methods, GRSOM involves synthesising instances of both majority and
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minority classes. When majority class undersampling is needed, new majority class

instances are created to entirely replace the original minority class instances. Many

variants of GRSOM were designed. These included GRSOMO, GRSOMU, which are

oversampling and undersampling algorithms, and CnGRSOMO and CnGRSOMU, which

are boostrap aggregating variants.

Raghuwanshi and Shukla have recently proposed many variants of methods based on

extreme learning machine (ELM) [63–65,102,103]. ELM is a single-layer feed-forward

neural network that uses a random approach to generate the hidden layer weights.

This enables its training speed to be faster than other gradient-based algorithms [64].

The authors exploited this benefit of ELM, and since the traditional ELM was not

designed for imbalanced data, they proposed to use many techniques to rebalance

the data such as class-specific regularization parameters computed based on the class

distribution [63,102], SMOTE [63] and UnderBagging [64,65].

Ensemble-based classifiers, which are known to often outperform single classifiers [11],

have been extensively adopted to handle imbalanced datasets. In [69], the authors

proposed an approach to preserve all available information in building an ensemble-

based classifier. This was achieved by subsetting the majority class and combining each

subset with the minority class instances to obtain several balanced subsets. Other than

preventing information loss, this method has an advantage of having every base classifier

trained with no bias in class distribution.

Several widely-known ensemble-based methods are the integrations of ensemble al-

gorithms, such as Bagging (i.e. Bootstrap aggregating) [27] or Boosting [104], and

common class distribution-based methods. These are, for example, the combinations

of random undersampling and Bagging [47,66], random undersampling and Boosting

(RUSBoost) [67], SMOTE and Boosting [70], and SMOTE and Bagging [68]. These

methods were shown to provide promising results. However, with high storage space

and computational time required, this type of methods may not be suitable for large

datasets.

Unlike typical class distribution-based methods, which attempt to rebalance the class

distribution, an inversion of class imbalance was proposed in [71]. This was done

by randomly undersampling the negative class until the positive class became over-

represented. As a result, higher positive class accuracy was obtained. At the same time,

this caused lower negative class accuracy. The authors addressed this issue by combining

the approach with Bagging. Results showed that by employing the ensemble-based

technique, the trade-off between TPR and FPR was improved.
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Figure 2.4: Class overlap-based resampling applied on (a) the original imbalanced and
overlapped dataset using (b) Borderline-SMOTE (c) borderline-based undersampling
and (d) overlap-based undersampling

2.4.2 Class overlap-based methods

Class overlap-based methods mainly address the class overlap problem in classification

of imbalanced datasets. These methods deal with either overlapped instances near

the borderline or instances in the entire overlapping region. Folllowing [82], we define

borderline instances as those along the borderline area between the two classes whereas

overlapped instances may reside further from the borderline. Therefore, we can say

that borderline instances are a subset of overlapped instances. The common objective

of overlap-based approaches is to emphasise the presence of the minority class in the

overlapping region. This is depicted in Figure 2.4, which shows the resulting datasets

after applying class overlap-based resampling methods. Figure 2.4b, 2.4c and 2.4d show

the results of oversampling of borderline minority class instances, undersampling of

borderline majority class instances, and removing majority class instances from the

overlapping region, respectively. As can be seen from these examples, it is worth pointing

out that class overlap-based methods may not necessarily produce a balanced class

distribution. Due to the risk of potential information loss, most existing overlap-based

methods focused specifically on borderline instances, whereas few dealt with the entire

overlapping region [1].

DBMUTE [48] is among very few resampling methods that consider the entire overlapping

region. The method was designed to eliminate any majority class instances near minority

class sub-clusters, which were discovered using DBSCAN. Although both DBMUTE

and DBSMOTE [39] employ the same clustering technique to find sub-clusters, they

proceed differently. DBMUTE aims at maximising the visibility of minority class

instances in the overlapping region by removing majority class instances. On the

contrary, DBSMOTE oversamples to rebalance the dataset but avoids creating new

minority class instances near the borderline. It was shown that DBMUTE significantly

outperformed DBSMOTE [48]. This suggests a higher need to address the overlapping
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problem for further improvement.

Adaptive Synthetic sampling (ADASYN) was introduced to enhance the presence of

the minority class by selectively oversampling in the overlapping region [74]. Instance

generation was based on the neighbouring condition. That is, the amount of new

instances generated from each minority class instance was proportional to the number

of its majority class nearest neighbours. Consequently, more instances were created in

the overlapping region while unnecessary syntheses outside such a region were avoided.

HardEnsemble is an ensemble-based method incorporating both oversampling and

undersampling to address overlapped instances of both classes [80]. Undersampling was

performed based on the contribution to the classification accuracy of instances, which

potentially facilitated removal of majority class instances in the overlapping region.

Under the same criterion, oversampling was done particularly on minority class instances

that were likely to be in the overlapping area. These two resampling processes were

carried out in parallel and the resulting datasets were used to train RUSBoost [67].

Although HardEnsemble showed comparable performance with other solutions, it has a

benefit over them of no parameter tuning required.

Another method based on ensemble and an evolutionary algorithm (EA), EVINCI,

was proposed in [81]. An EA was employed so that negative instances were selectively

removed from the overlapping region and minority class instances were more visible. The

method was shown to be applicable to multi-class imbalanced problems and outperform

other state-of-the-art ensemble-based methods. However, by utilising both EA and

ensemble techniques, EVINCI requires high computation complexity. Training time

of EVINCI was shown to be extremely higher than other ensemble-based approaches.

Thus, the method may not be applicable to large datasets.

In [82], the authors proposed to use different learning algorithms for classifying in

different regions of a dataset. Non-overlapping, overlapping, and borderline regions were

identified using information based on the data characteristics such as the maximum

Fisher’s discriminant ratio, probability distributions of the two classes, and the distance

between the centers of the two classes. This was followed by using different learning

algorithms in the different regions. DBSCAN was selected to learn the borderline

region due to its ability in discovering arbitrary-shaped clusters. At the same time,

Radial Basis Function Network (RBFN) was used to classified instances in the other

regions. This approach showed improvement in classification results. However, it is

only applicable to datasets with Gaussian distribution, which is not ideal for handling

real-world problems.

To lower the risk of information loss, several methods only focus on overlapped instances
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that reside near the decision boundary, which we realise as borderline instances. An

early and well-known method, Neighbourhood Cleaning Rule (NCL) [75], was adapted

from the Edited Nearest Neighbour algorithm (ENN) [105]. NCL is based on removing

negative instances that are either misclassified or cause misclassification of positive

instances using the 3-NN classifier. Since NCL only considers three nearest neighbours,

it is likely that many negative instances would still remain in the overlapping region,

especially in a highly imbalanced and overlapped case.

In [43], aiming at minimising information loss, only negative instances with high

similarities and low contribution to classification were removed. However, no thresholds

were defined as a stopping criterion for undersampling, and instead negative instances

were progressively eliminated according to the similarity and contribution factors until a

balanced class distribution was obtained. Applying this method on a highly imbalanced

datasets could anyway result in excessive elimination of negative instances.

SMOTE-IPF was proposed in an attempt to remove noisy instances in the original

data as well as those generated by SMOTE [77]. This was done by simply applying a

noise filter after SMOTE. The authors suggested that this approach had the following

advantages over other methods that remove noise prior to oversampling. Firstly, sparse

positive instances near the borderline mistaken as noise would no longer appear as noise

after being oversampled and hence would not be filtered out. This would preserve highly

important information, e.g. rare cases, as well as expand the decision boundary of the

positive class. Secondly, having more positive instances in the overlapping region could

result in some negative instances being filtered out, hence enhancing the visibility of

the positive class in such a region to the learning algorithm.

In addition to class overlap, the problems of small sub-clusters and within-class imbal-

ance were also addressed in [72] and [73]. Majority Weighted Minority Oversampling

Technique (MWMOTE) and Adaptive Semi-Unsupervised Weighted Oversampling (A-

SUWO) were proposed, respectively. Both methods take an approach of clustering

the minority class and subsequently synthesising new instances only within the same

sub-cluster. MWMOTE results in more positive instances synthesised in sparser sub-

clusters whereas A-SUWO generates more instances in the sub-clusters with higher

misclassification errors. Both methods showed improvement in classification results,

however, with many parameters needed to be fine-tuned.

SVM, one of the most frequently-used classifiers with imbalanced problems [11], has also

been adapted in several methods for handling imbalanced datasets. This includes the

use of support vectors to identify and resample potential borderline instances [78,79]

considering that support vectors are mostly composed of such instances [79]. In [78],
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an SVM-based active learning algorithm was combined with SMOTE to adaptively

synthesise instances between positive support vectors in each active learning. Unlike

typical data resampling, this oversampling was repeatedly performed during the training

process. Similarly, the authors of [79] resampled instances based on support vectors.

They made use of Biased SVM [106], which is a learning algorithm implemented

specifically to handle imbalanced datasets, to identify support and non-support vectors

in the training data. Oversampling and undersampling were then applied to support

and non-support vectors, respectively. By doing so, more informative instances were

emphasised and information loss was feasibly minimised.

An algorithmic solution based on SVM, an overlap-sensitive margin classifier (OSM),

was proposed in [9]. OSM involves instance weighting and selecting different learning

algorithms to learn in different regions. Instances were weighted proportionally to

the degrees of class imbalance and class overlap. The fuzzy SVM algorithm [107]

was employed to locate highly overlapping and low overlapping regions. In the low

overlapping region, the classification was carried out using fuzzy SVM. An extreme

local search algorithm, 1-NN, which had shown better results than other classifiers for

highly imbalanced and overlapped data [7], was used in the highly overlapping region.

Results showed that OSM outperformed other well-known machine learning SVM-based

classifiers while consuming lower training time.

A modification of kNN to improve the classification of imbalanced datasets, Positive-

biased Nearest Neighbour (PNN), was presented in [76]. The classification decision

was adjusted to be biased towards the positive class, particularly in the regions where

positive instances were found under-represented. This benefited the positive class

especially in the overlapping region. The method showed superior performance over

other neighbourhood-based algorithms with significantly lower computational cost.

2.4.3 Emerging methods

Rather than focusing on the class overlap and class imbalance problems, many recent

solutions are found to use alternative approaches in handling classification of imbalanced

datasets. These include the use of emerging techniques in data resampling such as

deep neural network algorithms to obtain the optimal resampled training data. Unlike

traditional solutions, some of these methods have the main objective to preserve the

topology of the original data, and in some methods, undersampling is not limited to

majority class instances but removal of minority class instances is also allowed.

A hierarchical classification method integrating clustering, outlier detection and feature

selection was introduced in [83]. Considering that clustering results on outliers and
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minority class instances were similar, the authors proposed to use an outlier detection

method to detect class instances in each level of the hierarchy. The method was shown

to be effective in handling highly imbalanced and highly overlapped datasets.

In [84], data clustering technique was employed to allow parallel sampling in large

datasets. All discovered clusters of the majority class were simultaneously undersampled

to speed up the learning process. Undersampling was carried out in a way that minimum

negative class instances were remained for effective model training. That is, only negative

instances near the class boundary were kept in the training set. The method proved

a substantial reduction in the computational complexity while comparable results to

other existing methods were achieved.

As distinct from typical algorithm-based methods, PT-bagging [45] was designed to

calibrate the decision probability at the learner’s output aiming at reducing the bias

in classification decisions towards the majority class. A threshold-moving technique

was used to consider the best threshold for each class instead of the commonly-used

cut-off probability of 0.5. The technique was combined with Bagging for improved

results. Without changing the natural class distribution of data, this approach showed

competitive results with other state-of-the-art ensemble-based methods.

In [85], an ensemble was built upon subsets of the training data with random class

distributions. To obtain different class distributions, random undersampling and SMOTE

were applied. The variety of the training subsets resulted in diversity of weak classifiers,

which is beneficial for constructing a good ensemble-based model [108]. Results showed

that this simple method performed better than some other state-of-the-art ensembles.

The application of EAs has been extensively seen in recent solutions to imbalanced prob-

lems [86–89]. An undersampling framework based on evolutionary prototype selection

algorithms was introduced in [86]. The framework aimed at maximising classification

results while minimising the training set size. Many variations of methods under this

framework were designed. Both balanced and imbalanced training sets were obtained

using the proposed variations, and unlike most undersampling methods, removing

minority class instances was allowed. Substantial reductions in size of both positive and

negative classes were obtained while comparable results with well-established methods

were achieved. An ensemble-based extension of this evolutionary-based undersampling

approach, EUSBoost, was presented in [87]. EUSBoost is the integration of Boosting

and the evolutionary-based undersampling with a modified fitness function to obtain

diversified weak classifiers. The extension showed better performance and outperformed

many state-of-the-art ensembles.

EPRENNID is an integratation of ensemble, undersampling and oversampling based
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on EAs [89]. Evolutionary prototype selection and prototype generation were used as

undersampling and oversampling methods, respectively. By employing evolutionary

prototype selection on both positive and negative instances, several reduced subsets were

obtained. Then, only well-performing subsets were selected for subsequent prototype

generation. To avoid overfitting, which may be introduced by prototype generation,

combinations of several resampled subsets were used for ensemble-based classification.

EPRENNID produced relatively robust results on different densities of the minority class

compared to some existing solutions while reducing instances of both classes. However,

its training time was shown to be far higher than those methods. This was attributed

to the use of EAs together with an ensemble technique, which are both computationally

expensive.

Another evolutionary-based method was proposed in [88]. The authors applied an EA

for selecting the generalised exemplars, i.e. representative instances, that maximised the

classification results, particularly in AUC. Classification decisions of new instances were

made based on their distances to these generalised exemplars. Experiments showed that

the method achieved higher AUC on imbalanced datasets than other exemplar-based

learning algorithms. This method can be adapted to consider optimising the results in

other measures as required by the user for different problems.

One of the most recent approaches for handling imbalanced datasets is the use of neural

network algorithms. Like other learning algorithms, deep neural networks are used to

learn imbalanced datasets, and to improve the performance, they are used in conjunction

with data resampling and cost-sensitive learning methods [44,94,109]. In [42,92], new

loss functions were formulated to reduce the bias in imbalanced class distribution of

data. The authors of [92] proposed to use loss functions that considered the mean error

of each class; however, results showed trivial improvement over the mean square error

(MSE), which is a commonly-used loss function. In [94] and [93], novel loss functions

were introduced for the purpose of neural network training and feature extraction. The

use of such loss functions was shown to improve the classification performance.

In [60], two novel adaptive kNN algorithms were proposed. Neural networks were

utilised in the first algorithm to find the minimum value of k that correctly classified

each instance in the training set. In the second algorithm, the value of k was inversely

proportional to the local density. This allowed a relatively smaller k value to be used in

the overlapping region, which was suggested to be more effective in classifying overlapped

instances than a high value of k [7, 9].

Over the past few years, extensions of a state-of-the-art data augmentation algorithm,

Generative Adversarial Net (GAN) [110], have been widely used as oversampling
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methods for imbalanced datasets [90,91]. GAN consists of two models – the generative

model, which generates new samples as similar to the original data as possible, and

the discriminative model, which attempts to distinguish between the original data

and the generated data. The objective of GAN is to simultaneously optimise the two

models so that the overall distance between the original and the generated distribution

is minimised. This ability of GAN was employed as an oversampling technique in [90]

and [91] to synthesise minority class instances. In [90], Conditional GANs (cGAN) [111]

was directly applied as an oversampling method. Since GAN was originally designed as

an unsupervised learning algorithm, the authors included class labels as an additional

learning condition required in cGAN. Results showed that the method outperformed

common resampling methods such as BLSMOTE [59] and ADASYN [74]. However, there

was inconsistency in the results, which migh have been attributed to insufficient numbers

of training data [112,113]. In [91], Multiple Fake Class GAN (MFC-GAN) was proposed

specifically as an oversampling technique to rebalance the class distribution. Unlike

common GAN extensions, MFC-GAN was designed to create multiple fake classes to

improve the classification accuracy of the minority class. This method was evaluated on

multi-class image datasets and results showed that it outperformed SMOTE and other

GAN extensions [114,115]. Despite promising results achieved using these GAN-based

methods, a limitation on the size of training data when applying a deep learning model

remains a concern.

2.4.4 Benchmarking methods

An overview of common and well-known methods that were used in the reviewed litera-

ture for evaluation and comparison purposes is presented in this subsection. Table 2.3

outlines these benchmarking methods mapped with their compared methods and listed

in the order of publishing year. Table 2.4, 2.5 and 2.6 provide further details based on

category of the benchmarking methods, namely class distribution-based category, class

overlap-based category and emerging techniques, respectively. In these tables, data

type indicates the type of datasets used in experiments – real-world (real) or simulated

(sim). The range of class imbalance of the datasets used is shown by the minimum

and maximum imbalance levels denoted by min imb and max imb, respectively. We

defined the levels based on the gaps in imbalance degrees of all datasets used in the

literature we reviewed, which are as follows: balanced = 1-1.5, slightly imbalanced =

1.7-3.4, moderately imbalanced = 8-16.4, highly imbalanced = 21.9-46.6, very highly

imbalanced = 51-87, and extremely imbalanced = 115-229.8. Finally, the right most

column of the tables contains the reviewed methods that were shown to be competitive

with the benchmarks along with the learning algorithms used.
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Table 2.3: Overview of benchmarking methods

benchmark compared methods

data level CNN(1968) [116] [43]; [86]
Tomek-link(1976) [117] [43]; [86]; [48]
NCL(2001) [75] [86]; [101]
SMOTE(2002) [12] [73]; [71]; [61]; [79]; [74]; [58]; [78]; [76]; [45]; [93];

[101]; [48]; [62]; [72]; [69]; [77]; [82]; [9]; [90]; [57];
[1]; [59]; [83]

BLSMOTE(2005) [59] [73]; [90]; [57]; [61]; [48]; [89]; [39]; [101]; [77]; [1]
ADASYN(2008) [74] [61]; [72]; [101]; [90]
SLSMOTE(2009) [58] [73]; [61]; [48]; [39]; [77]
MWMOTE(2014) [72] [73]; [61]
k-means undersampling(2017) [14] [18]; [1]

algorithm level 1-NN(2008) [7] [88]; [86]
PANDA(2014) [118]; FACENET(2015) [119]; Anet(2015) [120] [44]
Fast R-CNN(2015) [121]; GoogleNet(2015) [122]; ResNet(2016) [123] [42]

ensemble SMOTEBoost(2003) [70] [67]; [85]; [69]; [87]
BalanceCascade(2009) [124] [53]
SMOTEBagging(2009) [68] [81]; [85]; [14]; [87]
EasyEnsemble(2009) [124] [71]; [53]; [69]; [87]
UnderBagging(2009) [68] [14]; [69]; [87]
RUSBoost(2010) [67] [85]; [14]; [80]; [69]; [87]; [84]
Random Balance(2015) [85] [45]

The information provided in Table 2.3 - 2.6 suggests common and reliable methods

that can be considered as good standards for evaluating purposes. However, it is

worth pointing out that some of these methods such as SMOTE and BLSMOTE are

long-established and have been outperformed by a number of more recent methods.

This suggests that there is a need for benchmarking against recent and state-of-the-art

methods for more convincing and reliable evaluation.

2.5 Conclusions

In this chapter, related literature, existing solutions and the usage of evaluation metrics in

classification of imbalanced datasets were discussed. Solutions were categorised into class

distribution-based focus, class overlap-based focus and other emerging techniques. Class

distribution-based methods mainly aimed at minimising the problem of class imbalance.

The review showed that this was mostly handled by rebalancing the class distribution.

On the other hand, many class overlap-based methods dealt with overlapped instances

regardless of class distribution. It was evidenced that without having to rebalance the

class distribution, class overlap-based methods could provide better results than class

distribution-based ones. This finding emphasises that more research effort should be

put into development of class overlap-based algorithms.

Moreover, the discussion of evaluation metrics showed how some common metrics can

be biased and misleading in an imbalanced scenario. The overview of benchmarking

methods presented frequently-used benchmarks for evaluation and comparison purposes.
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Table 2.4: Benchmarks for class distribution-based methods

benchmark data type min imb max imb compared methods

data level NCL(2001) [75] real slightly very highly multi(DT,kNN,SVM,NB): Radial-based
oversampling [101]

SMOTE(2002) [12] real balanced highly DT: Inverse undersampling [71];
multi(DT,kNN,GBM,SVM,RF): k-
INOS [61]

balanced extremely Inverse-imbalance Bagging [71]
slightly moderately DT: SLSMOTE [58]
slightly highly multi(BPN, SVM): GRSOM [62]
slightly very highly multi(DT,kNN,SVM,NB): Radial-based

oversampling [101]
moderately highly multi(NB,DT,RF): BalancedEnsemble [69]

real+sim balanced extremely multi(LR, kNN, Gradient tree boosting):
k-means SMOTE [57]

slightly moderately DT: BLSMOTE [59]
BLSMOTE(2005) [59] real balanced extremely multi(LR, kNN, Gradient tree boosting):

k-means SMOTE [57]
balanced highly multi(DT,kNN,GBM,SVM,RF): k-INOS

[61]
slightly highly multi(DT,MLP,NB,kNN,SVM,LR,RF):

DBMUTE [48]
slightly very highly multi(DT,kNN,SVM,NB): Radial-based

oversampling [101]
ADASYN(2008) [74] real balanced highly multi(DT,kNN,GBM,SVM,RF): k-INOS

[61]
slightly very highly multi(DT,kNN,SVM,NB): Radial-based

oversampling [101]
SLSMOTE(2009) [58] real balanced highly multi(DT,kNN,GBM,SVM,RF): k-INOS

[61]
slightly very highly multi: DBSMOTE [39]

MWMOTE(2014) [72] real balanced highly multi(DT,kNN,GBM,SVM,RF): k-INOS
[61]

ensemble SMOTEBoost(2003) [70] real slightly very highly multi(DT,NB): RUSBoost [67]
moderately highly multi(NB,DT,RF): BalancedEnsemble [69]

BalanceCascade(2009) [124] real slightly moderately RBFNN: Sensitivity-based undersampling
[53]

SMOTEBagging(2009) [68] real slightly extremely multi(DT, MLP): k-means undersampling
[14]

EasyEnsemble(2009) [124] real balanced highly DT: Inverse undersampling [71]
balanced extremely Inverse-imbalance Bagging [71]
slightly moderately RBFNN: Sensitivity-based undersampling

[53]
moderately highly multi(NB,DT,RF): BalancedEnsemble [69]

UnderBagging(2009) [68] real slightly extremely multi(DT, MLP): k-means undersampling
[14]

moderately highly multi(NB,DT,RF): BalancedEnsemble [69]
RUSBoost(2010) [67] real slightly extremely multi(DT, MLP): k-means undersampling

[14]
moderately highly multi(NB,DT,RF): BalancedEnsemble [69]
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Table 2.5: Benchmarks for class-overlap based methods

benchmark data type min imb max imb compared methods

data level CNN (1968) [116] real balanced slightly multi(BPN,kNN,SVM,NB): Redency-driven
Tomek-link undersampling [43]

Tomek-link(1976) [117] real balanced slightly multi(BPN,kNN,SVM,NB): Redency-driven
Tomek-link undersampling [43]

SMOTE (2002) [12] real balanced moderately multi(SVM, kNN, LR, A-SUWO [73]
balanced very highly SVM: DCS [79]
slightly moderately DT: ADASYN [74]
slightly highly SVM-AL: VIRTUAL [78];

multi(DT,kNN): PNN [76];
multi(DT,MLP,NB,kNN,SVM,LR,RF):
DBMUTE [48]; multi(kNN, DT): MW-
MOTE [72]

real+sim balanced moderately DT: SMOTE-IPF [77]; multi(SVM, RBFN):
Soft-Hybrid [82]

balanced very highly SVM:OSM [9]
balanced extremely DT: NB-based undersampling [1]

BLSMOTE (2005) [59] real-world balanced moderately multi(SVM, kNN, LR, A-SUWO [73]
slightly highly multi(DT,MLP,NB,kNN,SVM,LR,RF): DB-

MUTE [48]
real+sim balanced moderately DT: SMOTE-IPF [77]

balanced extremely DT: NB-based undersampling [1]
ADASYN (2008) [74] real slightly highly multi(kNN, DT): MWMOTE [72]
SLSMOTE (2009) [58] real balanced moderately multi(SVM, kNN, LR, A-SUWO [73]

slightly highly multi(DT,MLP,NB,kNN,SVM,LR,RF): DB-
MUTE [48]

slightly very highly multi: DBSMOTE [39]
real+sim balanced moderately DT: SMOTE-IPF [77]

MWMOTE (2014) [72] real balanced moderately multi(SVM, kNN, LR, A-SUWO [73]
k-means undersampling (2017) [14] real slightly extremely RF: OBU [18]

real+sim balanced extremely DT: NB-based undersampling [1]

ensemble SMOTEBagging (2009) [68] real balanced highly DT: EVINCI [81]
RUSBoost (2010) [67] real slightly extremely RUSBoost: HardEnsemble [80]

Table 2.6: Benchmarks for other emerging methods

benchmark data type min imb max imb compared methods

data level CNN(1968) [116] real slightly extremely kNN:EA undersampling [86]
Tomek-link(1976) [117] real slightly extremely kNN:EA undersampling [86]
NCL(2001) [75] real slightly extremely kNN:EA undersampling [86]
SMOTE(2002) [12] real slightly very highly DNN: CoSen [93]

slightly highly ensembles(DT,kNN): PT-bagging [45]
real+sim balanced extremely multi(LR,SVM,kNN,DT, Gradient tree

boosting): cGAN oversampling [90]
slightly highly proposed(SMOTE+ kNN,SVM,DT): Hier-

achical decomposition [83]
BLSMOTE(2005) [59] real balanced extremely multi(LR,SVM,kNN,DT, Gradient tree

boosting): cGAN oversampling [90]
slightly highly kNN: EPRENNID [89]

ADASYN(2008) [74] real+sim balanced extremely multi(LR,SVM,kNN,DT, Gradient tree
boosting): cGAN oversampling [90]

algorithm level 1-NN(2008) [7] real slightly extremely EGIS-CHC [88]; kNN:EA undersampling
[86]

PANDA(2014) [118] real balanced highly LMLE-kNN [44]
FACENET(2015) [119] real balanced highly LMLE-kNN [44]
Anet(2015) [120] real balanced highly LMLE-kNN [44]
Fast R-CNN(2015) [121] real balanced highly Attention Aggregation [42]
GoogleNet(2015) [122] real balanced highly Attention Aggregation [42]
ResNet(2016) [123] real balanced highly Attention Aggregation [42]

ensemble SMOTEBoost(2003) [70] real slightly extremely DT: RB-Boost [85]
moderately extremely DT: EUSBoost [87]

SMOTEBagging(2009) [68] real moderately extremely DT: EUSBoost [87]
EasyEnsemble(2009) [124] real moderately extremely DT: EUSBoost [87]
UnderBagging(2009) [68] real moderately extremely DT: EUSBoost [87]
RUSBoost(2010) [67] real moderately extremely DT: EUSBoost [87]

real+sim moderately extremely SVM: PSS [84]
Random Balance(2015) [85] real slightly highly ensembles(DT,kNN): PT-bagging [45]
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They can be seen as good standards for future work. At the same time, some of these

methods are long-established and have been constantly outperformed. This suggests

the need for further comparison against recent and state-of-the-art methods for more

convincing and reliable assessments.
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Chapter 3

Overlap-Based Undersampling

In this chapter, we first present an objective evaluation on the impact of class imbalance

and class overlap. This is followed by an introduction of a novel overlap-based under-

sampling method. The objective of the method is to eliminate majority class instances

from the overlapping region in order to improve the visibility of minority instances. An

extensive experiment using 36 public datasets showed statistically significant improve-

ment in sensitivity. Part of this work was presented at 19th International Conference on

Intelligent Data Engineering and Automated Learning (IDEAL) in Madrid, Spain [18].

3.1 Overview

Traditional learning algorithms are often designed to maximise the overall classification

accuracy. As a result, they tend to be biased towards the over-represented class in

imbalanced scenarios. Oversampling and undersampling data to obtain better class

distributions are commonly used to address this issue. Oversampling has an advantage

of no information losses; however, it may significantly increase computational costs on

big data. As opposed, undersampling can lead to elimination of important data, but it

can be useful in reducing the complexity of training data when instances are carefully

removed.

Data resampling methods are widely used due to their simplicity and flexibility. Most

existing resampling techniques aim at rebalancing class distribution. However, class

imbalance is not the only factor that impacts the performance of the learning algorithm.

Literature and results in the previous chapter have shown that class overlap is a key

hindrance to classification of imbalanced datasets. Furthermore, class overlap often

showed a higher negative impact than class imbalance [7, 13,16,17].
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Figure 3.1: The overview of the OBU method.

In this chapter, to develop deeper understanding on the scale of impact of class imbalance

and class overlap on the learning algorithm’s performance, an experiment was carried

out. Unlike in other reports, the full spectrum of class overlap and an extreme range of

class imbalance were considered. The results emphasise the need to handle the problem

of class overlap in imbalanced data classification. We thus propose a new undersampling

method to address the class overlap problem in imbalanced datasets. The method

will reduce the dominance of the majority class instances by removing them from the

overlapping region. For convenience, we refer to it as Overlap-Based Undersampling

method (OBU). As shown in Figure 3.1, OBU incorporates a soft clustering algorithm

to determine overlapped instances. The soft clustering algorithm will assign membership

degrees to each instance. We hypothesise that an instance with uncertain membership

degrees is likely to be in the overlapping region. If such an instance belong to the

majority class, it will be removed. By doing so, the visibility of the minority class to

the learner will be improved leading to better classification without the need of data

rebalancing.

3.2 Impacts of Class Overlap vs Class Imbalance

Previous literature suggested that class overlap had a higher negative effect on the

learner’s performance than class imbalance [7,16,17]. Their experimental results showed

that imbalanced datasets with no presence of class overlap could be perfectly classified.

Moreover, when the class overlap degree was low, class imbalance had no significant effect

on the classification results. However, it has to be pointed out that these observations
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were based on limited experiments. In [17], the experiment was carried out with only

a few variations of class imbalance and class overlap. Although a wide range of class

imbalance degrees was used in [16], the maximum overlap degree experimented was

64% (see [16] for their measurement of the overlap degree). In [7], some datasets were

simulated such that the positive class became dominant in the overlapping region. This

caused the inconsistency in the overall imbalance degree and the imbalance situation in

the overlapping region, which led to inconclusive results. To establish these results at

the full scale of class overlap with extreme cases of class imbalance, we have carried out

a thorough experiment as follows.

3.2.1 Experiment

Datasets

We synthesised 1,010 uniformly distributed datasets from all possible combinations of

101 class overlap degrees and 10 class imbalance degrees. The overlap degrees (%overlap)

as shown in Eq. 1.4 of 0%-100% with a step of 1 were used. The imbalance percentages

(%minority), as defined in Eq. 1.2, ranged from 10%-100% with a step of 10. In each

dataset, there were 1,000 negative instances and the number of positive instances was

based on the imbalance degree.

Setup

Random Forests (RF), one of the mostly-used classifiers for imbalanced datasets [11],

was chosen as the learning algorithm. The default parameter settings of RF in caret1

package in R were used. That is, the number of trees (mtree) was set to 500. The

datasets were partitioned into training and testing sets at the ratio of 80 to 20, where

the training set was used for model training and the testing set was only used to evaluate

the model for the result report. During model training, 10-fold cross-validation was

applied for automatic tuning of mtry, the number of features determined at each split,

in RF. The models were evaluated using sensitivity, specificity, balanced accuracy, and

AUC, which are common metrics as discussed in Chapter 2. These will provide the

accuracy of each class as well as the overall performance of the models.

1https://CRAN.R-project.org/package=caret
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3.2.2 Results & Discussions

Classification results are shown in Figure 3.2 and 3.3. In Figure 3.2, each point represents

the average result of 10 datasets with adjacent overlap degrees for the ease of viewing.

Each of the points in Figure 3.3 represents the result on each dataset; however, it should

be noted that there were cases that multiple models shared the same results and appear

as a single point.

Figure 3.2: Classification results corresponding to various degrees of class imbalance
and class overlap with the color scale indicating different imbalance degrees

As can be seen in Figure 3.2 and Figure 3.3, both class imbalance and class overlap

cause degradation in sensitivity. However, Figure 3.2 shows that at low overlap degrees,

class imbalance has a small effect on the learner’s performance whereas in Figure 3.3,

class overlap highly degrades sensitivity at any degree of class imbalance. This suggests

that class overlap negatively affects sensitivity more than class imbalance.

Figure 3.2 shows that specificity increases as class imbalance increases. This is expected

as the dominance of the majority class is increased. On the other hand, class overlap
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Figure 3.3: Classification results corresponding to various degrees of class imbalance
and class overlap with the color scale indicating different overlap degrees

reduces the visibility of instances, hence degrading specificity. It can be observed in

Figure 3.3 that class overlap had a higher impact on sensitivity than on specificity. This

is attributed to the fact that in our experiment, class overlap was measured with respect

to the minority class data space. In an extreme case, the overlapping region occurs in

the entire minority class and only occupies part of the majority class.

As a result of the trade-off between the decreases in sensitivity and the increases in

specificity, Figure 3.2 shows that class imbalance seems to have no apparent impact

on BA and AUC. In contrast, it is clearly seen that BA and AUC decreased as class

overlap was higher. The changes of BA and AUC over different degrees of class overlap

appear to be linear and non-linear, respectively. These correspond to the relationships

between sensitivity and specificity in the calculation of the metrics.

Finally, Figure 3.3 proves that when there is no class overlap, data can be perfectly

classified. More importantly, this holds true at any degree of class imbalance.
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3.2.3 Summary

Our experiment clearly shows that class overlap hurt the learner’s performance more

than class imbalance. While class overlap always degraded the results, class imbalance

had an impact only in the presence of class overlap. Moreover, the scale of impact of class

imbalance highly depended on the degree of class overlap. That is, class imbalance was

more impactful when class overlap was high; on the other hand, it seemed insignificant

when class overlap was low.

3.3 The Overlap-Based Undersampling Method

In Chapter 2, several methods under the class overlap-based category were discussed.

Some of them focused on borderline instances while some dealt with the entire overlapping

region. Based on the experimental results in the previous section, we were motivated

to develop a solution that would remove not only majority class instances near the

borderline but also those in the overlapping region. To introduce OBU, this section will

first briefly discuss a general idea of borderline-based undersampling and overlap-based

undersampling to point out their differences. This is followed by a description of a

related algorithm used in OBU that is Fuzzy C-means. Finally, the method is presented,

evaluated and discussed.

3.3.1 Borderline vs Overlap

Figure 3.4 illustrates examples of a borderline-based undersampling (Figure 3.4b) and

an overlap-based undersampling (Figure 3.4c). In Figure 3.4b, some borderline instances

have been removed from the original dataset (Figure 3.4a). This was carried out by

removing majority class instances that most of their three nearest neighbours are of

the minority class. This is likely to lead to better classification results compared to the

original dataset. However, high classification errors in the minority class in the complex

region may yet occur as the minority class is still under-represented. In Figure 3.4c,

we further removed the remaining majority class instances that were overlapped with

minority class ones. This was achieved by eliminating any majority class instances

that had at least one minority class instance in its three nearest neighbours. This

significantly improved the visibility of the minority class, and as a result, potentially

maximised its boundary.
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Figure 3.4: Undersampling solutions to (a) an imbalanced and overlapped dataset with
(b) borderline instances removed and (c) overlapped instances removed [1]

3.3.2 The Fuzzy C-Means Algorithm

Fuzzy C-means [125] is one of the most commonly-used soft clustering algorithms. Unlike

hard clustering, a soft clustering algorithm allows each instance to be a member of many

clusters. The likelihood of belonging to a cluster is expressed as a membership degree,

whose value is between 0 and 1. The membership degrees of an instance sum up to 1.

FCM follows a similar procedure to k-means, a well-known hard clustering algorithm. It

begins with randomly initialising cluster centroids. Then, the within-cluster variance is

calculated from the fractional distances of all instances to each centroid. This variance

is the objective function described as in Eq. 3.1, where m is a real number, µij is the

membership degree of xi in the cluster j, xi is the ith instance of the dataset, and cj

is the centroid of the cluster. Subsequently, the new centroids are recalculated. These

steps are iterated until the objective function is minimised.

Jm =
N∑
i=1

C∑
j=1

µlij ||xi − cj ||
2 , 1 ≤ m ≤ ∞ (3.1)

Due to more work during variance calculations, FCM has higher time complexity than k-

means. However, it has the benefit of providing membership degrees instead of assigning

an instance into one cluster. This is favourable when some specific understandings of

datasets are needed such as class overlap, data patterns, mixed information, noise or

outliers, etc.
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3.3.3 The Overlap-Based Undersampling Algorithm

OBU employs a soft clustering algorithm to facilitate the detection and elimination of

negative instances from the overlapping region. In this work, we presume that each class

possesses its own uniqueness. Thus, for a binary-class dataset, the classes could roughly

be represented by two distinct clusters. Then, if any instances have high similarity to

that main characteristics of the other class, they are considered as fuzzy instances and

are likely to be in the overlapping region. In OBU, such instances are discovered using

membership degrees assigned by the soft clustering algorithm. If there is uncertainty in

the membership degree, the instance is identified as an overlapped instance. Here we

demonstrate and evaluate the OBU method with FCM; however, any soft clustering

algorithms can be applied.

Algorithm 1: OBU Algorithm

input : traning set T = Tneg ∪ Tpos,
elimination threshold µth

output : resampled training set
1 begin
2 T ← FCM(T, cluster = 2)
3 Tneg new ← subset(Tneg, xi|µineg ≥ µth)
4 TOBU ← Tneg new ∪ Tpos
5 end

Alg. 1 describes the process of OBU. First, FCM is applied to the training set T to

determine the representative clusters and assign membership degrees to each sample.

The two membership degrees of each sample indicates its likelihood of belonging to the

two discovered clusters. It is expected that the two clusters will represent the main

characteristics of the negative and positive classes. Then, negative instances that have

high membership degrees in the positive cluster and hence low membership degrees in

the negative cluster (µneg) are considered potentially overlap with positive instances,

and thus are eliminated from the training set. To determine the cut-off membership

degree for potential overlapped instances, the elimination threshold (µth) is used. Note

that µth is a free parameter and needs to be empirically set across different datasets for

the optimal results.

3.3.4 Selection Process

In OBU, when two clusters are created, they may not be readily matched with the

two prior class labels. For linearly separable problems, this can be resolved by simply

finding the dominant class of the cluster. However, in a complex dataset where both
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Figure 3.5: Original data with the cluster boundary obtained using FCM clustering
(left), correctly undersampled data (middle), incorrectly undersampled data (right)

imbalance and overlap exist, an alternative and principled approach to perform this

matching process is needed.

Figure 3.5 illustrates a complex scenario where the data is both imbalanced (minor-

ity:majority = 3:10) and highly overlapped as an example. Negative and positive

instances are presented with blue circles and red triangles, respectively. Performing

FCM clustering on the data results in two clusters showed in the left diagram. Note

that in this example, it is assumed that an instance belongs to the cluster where it

shows higher membership degree. The between-class border is shown by the grey line.

There are 80 and 100 negative instances in the left and the right clusters, respectively.

With OBU, the 100 negative instances in right cluster are supposed to be eliminated

even though these are the majority of the negative class. Thus, a criterion to eliminate

a smaller number of negative instances cannot be applied as a selection process of OBU.

It is also worth pointing out that judging from the size of the positive class is not valid

for all cases either.

In imbalanced and overlapping datasets, besides this example, there are various prob-

lematic cases that prevent the clustering labels to be matched correctly with the actual

labels. Therefore, OBU has been adapted to handle such ambiguous scenarios. This

is shown in Figure 3.6. Two classification models are built using negative instances

in the two clusters (Batch 1 and Batch 2). Then, since the positive class should be

more visible in the overlapping region after applying OBU, the model obtained from

the correctly undersampled case is expected to yield higher positive class accuracy. The

selection is performed at this stage and the other model is discarded.

3.3.5 Time Complexity Analysis

The time complexity of OBU is O(N), where N is the number of instances in the

dataset. This is because the main cost of the method is the FCM algorithm, whose time
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Figure 3.6: Overlap-based undersampling method

complexity is O(N) [126]. Thus, the running time of OBU is comparable to k-means

undersampling [14], whose time complexity is also linear in the size of the training

set [127]. Moreover, OBU will be faster than DBMUTE and other methods in the

SMOTE family including SMOTE, BLSMOTE, SLSMOTE and DBSMOTE, which

have the time complexities of O(N2) [39,48].

3.4 Experiment

To evaluate the performance of OBU, we carried out an experiment using 36 real-world

datasets covering slight to extreme degrees of class imbalance. Results will be compared

with the baseline and a state-of-the-art undersampling method.

3.4.1 Setup

Three different classification models were built upon the same datasets with different

preprocessing methods as shown in Figure 3.7. The first classifier was trained with the

data undersampled using OBU. The second classifier was a result of undersampling

using a k-means based approach [14] (kmUnder). Lastly, the baseline classifier was

trained using the original training data with no resampling.

Random Forest was chosen as the baseline as it proved to be amongst the top performing

traditional machine learning algorithms [29, 128] and a commonly-used classifier for
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Figure 3.7: Classification models built with different preprocessing methods for evalua-
tion of OBU

imbalanced datasets [11]. Also, RF is similar to the base classifier used in the original

work of the k-means based approach [14], which was DT combined with AdaBoost.

However, RF is more common in the literature. This will allow comparison of our results

with the benchmarking method as well as a wide range of methods across the literature.

The 10-fold cross-validation technique was applied during training for parameter tuning

of RF. Only mtry was tuned to achieve the best model for each dataset based on the

overall accuaracy. For other parameters of RF, the default settings in caret package

in R including mtree = 500 were used. Each dataset was partitioned into 80:20 for

training and testing. The testing data was only used during model evaluation for the

result report. The performance of classification models were measured using common

evaluation metrics for imbalanced problems as discussed in Chapter 2. These included

sensitivity, which is the accuracy of the class of interest, and BA, which shows the

overall performace and was reported in the benchmarking literature [14]. Providing

results in terms of these common metrics will also allow comparison of our results with

methods across the literature.

For OBU, µth = 0.45 was used based on empirical results over the values of 0.3, 0.36,

0.42, 0.45, and 0.5. The full code for reproducing the experiment is available on GitHub2.

3.4.2 Datasets

We selected 36 frequently-used datasets in class-imbalance classification. These datasets

were obtained from UCI [129] and KEEL repositories [130]. As can be seen in Table 3.1,

these datasets vary in terms of size (129 to 5472 instances), imbalance ratio (1.87 to

129.44), and number of features (3 to 19). These variations allowed the method to be

tested for its robustness under different situations.

2https://github.com/fonkafon/Overlap_based_Undersampling
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3.4.3 Results

OBU significantly improved classification results and achieved the most favourable

results among the three methods. Results of OBU, k-means based undersampling and

the baseline are presented in Table 3.1. The results highlighted in bold indicate that

OBU achieved the highest result among the methods, where some of these are presented

in italic indicating that they also tied with another method.

As can be seen in Table 3.1, OBU achieved the highest sensitivity and BA on 26 and 19

datasets, respectively. These include the wins in sensitivity on 13 datasets and 13 ties

with kmUnder, and the wins in BA on 16 datasets and 3 ties with kmUnder. Most of

these ties occurred with the sensitivity value of 100%. This means that these datasets

were linearly separable and applying resampling might not be necessary. It is worth

noting that OBU provided the highest results in both metrics on 14 datasets, which

far outnumbered kmUnder. Results also show that OBU improved the classification

in terms of sensitivity and G-mean on most of the datasets. At the same time, it was

unlikely to hurt the classification performance on a linearly separable dataset. This is

because OBU undersamples based on class overlap and instance elimination is potentially

minimised on a linear separable dataset.

In Table 3.1, results were presented in four groups based on the results of OBU compared

to the other methods. In the first group, OBU achieved the highest results in both

metrics. This suggests that OBU could improve sensitivity with favourable trade-offs

with lower specificity. The second group of results showed wining in sensitivity but

not in BA. This occurred due to higher trade-offs between better visibility of minority

class instances and information loss in the majority class. In the third group, OBU

produced the best results in BA, but not sensitivity. This implies that the elimination

of majority class instances by OBU was compromised on these datasets. In other words,

more majority class instances could have been eliminated. For the last group, OBU

outperformed the baseline but not the k-means based method. The variation in these

results might have been due to the inherent data characteristics. Also, it should be noted

that these results are based on a global empirical setting of the µth value. Fine-tuning

this value for individual datasets could potentially improve the results further.

To further assess the significance of the improvement using OBU, one-tailed Wilcoxon

signed rank tests were carried out. The resulting p-values for OBU paired with the

baseline and k-means undersampling on sensitivity were 1.16 × 10−6 and 0.473, and

on BA were 0.108 and 0.271, respectively. These statistical results suggest that at the

significance level of 0.05, OBU gained statistically significant improvement over the

baseline in sensitivity. The improvement in results of OBU over the baseline in BA and
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Table 3.1: Experimental results

Dataset Instances Imb Features
OBU kmUnder Baseline

Sensitivity BA Sensitivity BA Sensitivity BA

Abalone09-18 731 16.40 8 75.00 71.81 50.00 61.86 37.50 68.39
Ecoli1 336 3.36 7 100.00 94.12 80.00 89.02 80.00 87.06
Ecoli2 336 5.46 7 90.00 92.32 80.00 90.00 80.00 90.00
Glass016vs2 192 10.29 9 100.00 55.71 33.33 39.52 0.00 50.00
Glass4 214 15.47 9 100.00 82.50 50.00 68.75 50.00 73.75
Haberman 306 2.78 3 75.00 63.06 62.50 61.25 31.25 53.40
Ecoli0137vs26 281 39.14 7 100.00 99.07 100.00 61.11 100.00 98.15
Ecoli4 336 15.80 7 100.00 100.00 100.00 98.41 50.00 75.00
New-thyroid1 215 5.14 5 100.00 97.22 100.00 95.83 85.71 92.86
Vowel0 988 9.98 13 100.00 98.60 100.00 90.78 94.44 97.22
Yeast5 1484 32.73 8 100.00 96.88 100.00 94.10 50.00 74.83
Iris0 150 2.00 4 100.00 100.00 100.00 100.00 100.00 100.00
Page-blocks13vs2 472 15.86 10 100.00 100.00 100.00 97.73 100.00 100.00
Shuttle2vs4 129 20.50 9 100.00 100.00 100.00 100.00 100.00 100.00

Glass0 214 2.06 9 100.00 64.29 71.43 83.93 57.14 78.57
Glass0123vs456 214 3.20 9 100.00 51.56 90.00 91.88 80.00 86.88
Glass1 214 1.82 9 100.00 51.85 66.67 74.07 66.67 81.48
Glass6 214 6.38 9 100.00 63.51 80.00 88.65 60.00 80.00
Pima 768 1.87 8 90.57 50.28 77.36 75.68 64.15 73.08
Vehicle2 846 2.88 18 100.00 77.20 97.67 96.44 95.35 97.67
Yeast1 1484 2.46 8 88.24 70.42 85.88 74.22 56.47 72.55
Vehicle1 846 2.90 18 83.72 53.06 83.72 81.06 58.14 73.07
Ecoli3 336 8.60 7 85.71 79.52 85.71 82.86 28.57 63.45
Glass016vs5 184 19.44 9 100.00 51.43 100.00 90.00 0.00 50.00
Glass5 214 22.78 9 100.00 82.93 100.00 89.02 0.00 50.00
Segmemt0 2308 6.02 19 100.00 98.99 100.00 99.37 98.46 99.23

Yeast05679vs4 528 9.35 8 80.00 85.26 100.00 75.26 50.00 74.47
Yeast1289vs7 693 22.10 8 33.33 66.39 100.00 50.27 16.67 58.06
Yeast1458vs7 459 14.30 8 16.67 54.55 50.00 42.80 0.00 50.00
Yeast4 1484 28.10 8 80.00 84.93 100.00 50.70 30.00 65.00
Yeast6 1484 41.40 8 71.43 81.22 100.00 51.73 42.86 71.26

Abalone19 4174 129.44 8 50.00 57.07 83.33 68.48 0.00 50.00
Glass2 214 11.59 9 66.67 50.00 100.00 70.51 0.00 50.00
Vehicle3 846 2.99 18 78.57 73.81 85.71 80.95 35.71 63.49
Yeast2vs4 514 9.08 8 80.00 89.46 100.00 94.02 50.00 75.00
Yeast3 1484 8.10 8 78.13 84.14 100.00 90.15 62.50 80.68
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Table 3.2: Comparative results with evolutionary and deep learning-based methods

Dataset
OBU EVINCI CnGRSOMO* CnGRSOMU*

Sensitivity BA F1-score G-mean G-mean F1-score Sensitivity BA F1-score

Ecoli2 - - - 92.29 86.20 - - - -
Yeast5 - - - 96.83 95.86 - - - -
Ecoli1 - - 84.21 - - 78.10 - - -
Ecoli3 - - 41.38 - - 64.50 - - -
Abalone0918 75.00 71.81 21.05 - - - 83.50 84.49 39.00
Yeast4 80.00 84.93 34.04 - - - 75.00 80.10 25.00

*Estimated results from graphs.

over the k-means based undersampling may not be significant.

3.5 Performance Comparison with Evolutionary and

Deep Learning-Based Methods

In this section, the performance of OBU is compared with evolutionary and deep

learning-based methods. This allows further evaluation of OBU in comparison with

emerging techniques that are able to handle more complex problems. EVINCI [81],

CnGRSOMO [62], CnGRSOMU [62] and SMOTE-CSELM [63] are used as the compared

methods. EVINCI is an undersampling method based on EA and ensemble, which

mainly deals with overlapped instances. CnGRSOMO and CnGRSOMU are ensemble

methods employing deep learning algorithms to rebalance the class distribution by

oversampling and undersampling, respectively. SMOTE-CSELM involves class-specific

regularization parameter setting in ELM and SMOTE to rebalance data. Detailed

discussion of the methods are provided in Chapter 2. These methods were chosen

because they were evaluated using common datasets with OBU in the literature.

Table 3.2 and Table 3.3 present the comparative results between OBU and each of the

compared methods. The higher value between the methods is highlighted in bold. It

should be noted that because these results are based on the availability in the literature,

not all measures can be obtained.

Table 3.2 shows that OBU is comparable to EVINCI, CnGRSOMO and CnGRSOMU on

the given datasets and metrics. As can be seen in Table 3.3, OBU achieved the highest

sensitivity on 14 out of 27 datasets and the highest G-mean on 12 out of 35 datasets.

OBU did not perform as well as SMOTE-CSELM, which provided the highest sensitivity

and G-mean on 20 and 23 datasets. However, it is worth noting that the results from

OBU was obtained using significantly lower time complexity than SMOTE-CSELM,

which requires O(N3) [63]. Compared to OBU with time complexity of O(N), this will
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Table 3.3: Comparative results with a deep learning-based method

Dataset
OBU SMOTE-CSELM

Sensitivity G-mean Sensitivity G-mean

Glass1 75.00 71.35 95.21 78.66
Wisconsin 100.00 100.00 98.74 97.99
Ecoli01vs5 - 70.71 - 95.55
Pima 90.00 100.00 80.96 76.65
Glass0 100.00 71.71 100.00 82.01
Haberman 100.00 100.00 77.72 65.92
Vehicle2 100.00 73.19 100.00 99.29
Vehicle1 0.00 96.82 98.00 86.17
Glass0123vs456 100.00 0.00 96.00 96.02
Vehicle0 100.00 50.92 100.00 99.46
Newthyroid1 0.00 77.46 100.00 99.16
Newthyroid2 - 0.00 - 99.16
Ecoli2 75.00 89.44 100.00 93.64
Segment0 100.00 63.25 100.00 99.67
Glass6 100.00 100.00 100.00 95.79
Yeast3 100.00 94.28 100.00 93.54
Ecoli3 87.39 94.28 94.29 91.52
Page-blocks0 - 92.57 - 93.97
Yeast2vs4 88.68 98.86 100.00 94.73
glass-0-1-5 vs 2 - 32.79 - 84.75
Yeast05679vs4 100.00 35.24 86.00 83.18
Vowel0 - 80.19 - 100.00
Glass2 100.00 100.00 100.00 86.87
Shuttle0vs4 100.00 98.04 - 100.00
Yeast1vs7 95.35 45.38 100.00 79.58
Glass4 100.00 61.32 100.00 98.22
Ecoli4 85.71 43.64 100.00 98.40
Abalone0918 100.00 0.00 93.06 90.61
Shuttle2vs4 - 68.44 - 100.00
Yeast1458vs7 - 74.10 - 68.80
Yeast2vs8 33.33 52.70 100.00 80.12
Yeast1289vs7 - 0.00 - 74.57
Ecoli0137vs26 80.00 82.28 100.00 79.06
Yeast6 75.00 84.47 100.00 89.54
Abalone19 85.71 90.48 96.00 79.51
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make a substantial difference as the number of samples grows larger.

3.6 Conclusions

In this chapter, an extensive experiment on the impact of class overlap in classification

of imbalanced datasets was presented The experiment was carried out at the full scale

of class overlap and a wide range of class imbalance degrees including extreme cases.

Results showed that classification errors increased with the degree of class overlap

regardless of the imbalance degree. On the contrary, the effect of class imbalance highly

depended on the presence of class overlap.

Also in this chapter, a new overlap-based undersampling method was proposed. By

identifying and removing negative instances from the overlapping region, where misclas-

sification often occurs, positive instances were more visible to the learning algorithm.

As a result, statistically significant improvement in sensitivity with relatively small

trade-offs with specificity was achieved. OBU proved to enhance the classification of

well-known imbalanced datasets and outperformed the state-of-the-art k-means based

undersampling in most cases.

These results can be attributed to some advantages of OBU as follows. First, the amount

of undersampling is proportional to the overlap degree. Second, the method is unlikely

to eliminate instances outside the overlapping region, which lessens information loss.

However, OBU has some limitations that need to be addressed for further improvement.

There were variations in the experimental results. Some results suggested insufficient

elimination; on the contrary, some implied excessive elimination of negative class

instances. This may have been partly due to the global setting of the elimination

threshold. Thus, a threshold that is adaptive to class overlap and class imbalance may

be a good solution to the issue. Also, enhancing the clustering algorithm’s performance

for more accurate identification of overlapped instances may also reduce excessive

elimination. These limitations and possible development of the method led to an

extension of OBU with significant improvement presented in the next chapter.
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Chapter 4

Adaptive & Boosted OBU

Following the work discussed in Chapter 3, in this chapter, two new methods that

extended and improved the performance of OBU are proposed. The two methods were

developed to achieve more accurate identification and removal of overlapped negative

instances. Thorough evaluations using simulated and real-world datasets covering

an extensive range of imbalance and overlap scenarios including extreme cases were

carried out. Results showed statistically significant improvements over OBU, which

were competitive with well-established and state-of-the-art methods. The report of this

work is to be published in the International Journal of Neural Systems [131].

4.1 Overview

In Chapter 3, the Overlap-Based Undersampling method was introduced and shown

to perform well on several real-world imbalanced datasets. The method aimed at

maximising the visibility of positive class instances by eliminating negative instances

in the overlapping region. With the presumption that each class possessed its own

uniqueness, identifying overlapped negative instances was based on soft clustering results.

FCM was employed to discover two distinct clusters. Then, any negative instances

with high similarity to the positive cluster’ properties, were considered to be in the

overlapping region and hence removed. OBU showed improvement over the baseline,

especially in sensitivity. However, some limitations of the method, such as an empirical

setting of the elimination threshold and excessive elimination of negative instances need

to be addressed for further improvement.

In this chapter, new methods, Boosted OBU (BoostOBU) and Adaptive-threshold OBU

(AdaOBU), which extended OBU with some improvements, are presented. The main
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objective of both methods is to provide more accurate identification and elimination of

overlapped negative instances. AdaOBU extends OBU by incorporating an adaptive

elimination threshold that is based on the overlap degree. This replaces the fine-tuning

process and enables better generalisation across different scenarios. BoostOBU is a

hybrid approach that integrates OBU and an oversampling method to emphasise the

presence of borderline minority class instances. By doing so, we hypothesise that more

accurate clustering and hence more precise identification of overlapped negative instances

will be achieved.

4.2 The Adaptive & Boosted OBU Methods

This section presents and discusses AdaOBU and BoostOBU in detail. A brief overview

of a BLSMOTE [59], which is a related algorithm used in BoostOBU is also provided.

4.2.1 BLSMOTE: Borderline-SMOTE

BLSMOTE is an improvement of SMOTE [12] by oversampling only borderline samples

[59]. The rationale of this approach is that samples far from the borderline are less

likely to be misclassified and hence contribute less to the classification. In BLSMOTE,

minority class samples are identified as “danger”, “safe” and “noise” based on the

number of majority class samples in their k nearest neighbours. If none of the nearest

neighbours belongs to the minority class, the sample is considered as noise. The sample

is safe if its nearest neighbours consist of fewer majority class samples than minority

class samples. Otherwise, the sample is marked as danger, which indicates that it is

likely to be in the borderline region. Only danger samples are then used for oversampling

by the same linear interpolation technique used in SMOTE.

BLSMOTE has two models – BLSMOTE1 and BLSMOTE2. BLSMOTE1 only generates

new instances from the danger samples and their minority class nearest neighbours

whereas in BLSMOTE2 all nearest neighbours are considered regardless of class.

4.2.2 AdaOBU: Adaptive-threshold OBU

AdaOBU incorporates an adaptive elimination threshold in OBU allowing the method to

be more generalised across datasets with varying degrees of class overlap. The adaptive

threshold is self-adjusting to the fuzziness of the dataset, which is measured by the

overall similarity of instances to their own class’ properties. By this definition, it can be
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Figure 4.1: A diagram showing the extensions of OBU by AdaOBU and BoostOBU

said that a dataset is fuzzier than another one if larger percentage of its instances have

indistinct membership degrees. This also implies higher class overlap in the dataset.

The algorithm of AdaOBU is shown in Alg. 2. Line 3 − 5 express how the adaptive

threshold is computed. First, the average membership degrees of all negative instances

belonging to the negative cluster (µ̄neg) and the positive cluster (µ̄pos) are calculated.

Then, the minimum between µ̄neg and µ̄pos is used as the elimination threshold (µth). The

rationale behind this is as follows. The difference between the two means (|µ̄neg − µ̄pos|)
indicates the fuzziness of the dataset. Note that according to FCM, the membership

degree ranges between 0 and 1; thus, |µ̄neg − µ̄pos| is also within the range of 0 and

1. In an extreme case when |µ̄neg − µ̄pos| = 0, where both means are 0.5, none of the

clusters shows distinct nature of the negative class suggesting possibility of very high

overlapping between the two classes. And the opposite applies in the other extreme

case of |µ̄neg − µ̄pos| = 1, where one mean is 0 and the other is 1. Accordingly, we can

say that the overlapping degree and hence elimination amount are to be proportional to

the smaller value between µ̄neg and µ̄pos. Finally, the elimination process is followed.

Algorithm 2: AdaOBU Algorithm

input : traning set T = Tneg ∪ Tpos
output : resampled training set

1 begin
2 T ← FCM(T, cluster = 2)
3 µ̄neg ← mean(µineg|xi ∈ Tneg)
4 µ̄pos ← mean(µipos|xi ∈ Tneg)
5 µth ← min(µ̄neg, µ̄pos)
6 Tneg new ← subset(Tneg, xi|µineg ≥ µth)
7 TAdaOBU ← Tneg new ∪ Tpos
8 end
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4.2.3 BoostOBU: Boosted OBU

BoostOBU is presented to improve the detection of negative instances in the overlapping

region, hence reducing excessive elimination. We hypothesised that erroneous elimination

of OBU could have been partly due to low visibility of positive instances within the

overlapping region, which caused poor performance of the clustering algorithm. To

address this issue, BoostOBU was developed to improve the presence of the positive

class, especially along the borderline, before applying clustering. Moreover, the adaptive

elimination threshold proposed in 4.2.2 is also used in BoostOBU.

To serve the purpose of emphasising the border of the minority class, BLSMOTE1 was

selected. The choice of using this method can be justified as follows. Firstly, BLSMOTE

proved to successfully improve the visibility of minority class borders to the learning

algorithm [59]. This was evidenced by higher TPR achieved over SMOTE and random

oversampling. Secondly, since noisy samples are not considered for oversampling, the

effect of noise would not be enlarged. Thirdly, BLSMOTE1 only synthesises based on

minority class samples, thus it is ensured that the minority class’ border is highlighted

rather than being expanded.

Algorithm 3: BoostOBU Algorithm

input : traning set T = Tneg ∪ Tpos
output : resampled training set

1 begin
2 (TBS = Tneg ∪ Tpos new)← BLSMOTE(T )
3 T ← FCM(TBS , cluster = 2)
4 µ̄neg ← mean(µineg|xi ∈ Tneg)
5 µ̄pos ← mean(µipos|xi ∈ Tneg)
6 µth ← min(µ̄neg, µ̄pos)
7 Tneg new ← subset(Tneg, xi|µineg ≥ µth)
8 TBoostOBU ← Tneg new ∪ Tpos new

9 end

Alg. 3 outlines BoostOBU algorithm, which integrates both oversampling and un-

dersampling techniques. BLSMOTE is first applied and followed by overlap-based

undersampling with the adaptive elimination threshold. As illustrated in Figure 4.1,

AdaOBU is incorporated into the design of BoostOBU.

4.2.4 Time Complexity Analysis

The time complexity of AdaOBU is O(N) because OBU and the calculation of the

adaptive threshold each requires O(N). BoostOBU has the time of complexity of O(N2),
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which is the running time required by BLSMOTE [39]. Thus, AdaOBU is comparable to

k-means undersampling [14] in terms of time complexity and faster than SMOTE-base

extensions, whose time complexities will be at least quadratic [39,48].

4.3 Experiments

Extensive experiments covering a wide range of imbalanced and overlapped datasets

were carried out. This includes 66 synthetic datasets and 68 public real-world datasets, 2

of which are large and high-dimensional. Results were compared against well-established

methods and state-of-the-art methods. The Friedman test and 1xN post-hoc Wilcoxon

signed rank tests with Holm correction were carried out to assess the significance of the

result improvement. For reproducibility, the code of AdaOBU and BoostOBU as well

as the simulated datasets used is available on GitHub1.

4.3.1 Setup

Three sets of experiments were carried out. Simulated datasets and small to medium-

sized real-world datasets were used in Experiment I and Experiment II, respectively.

Experiment III was carried out on larger and more complex real-world datasets. SVM,

one of the most common learning algorithms for imbalanced datasets [11], was chosen

as the learning algorithm. Sensitivity, specificity, G-mean, and F1-score were used to

assess the methods. Results were compared against SMOTE [12], BLSMOTE [59],

kmUnder [14] and OBU [18]. In Experiment II, two additional experiments were carried

out to further evaluate the methods – 1) comparisons against more robust methods,

namely SMOTE-ENN [132], SMOTEBagging [68] (SMTBagging) and RUSBoost [67],

and 2) comparisons using different learning algorithms that are Decision Tree (J48),

kNN and RF. This selection of various classification algorithms and evaluation metrics,

which are commonly used in the literature, will also allow the reader to compare our

results with other methods.

4.3.2 Datasets

In Experiment I, we used 66 simulated binary-class datasets, which cover a wide range of

class overlap and class imbalance degrees. To evaluate the performance of our methods in

relation to the changes in class imbalance and class overlap, the datasets were uniformly

1https://github.com/fonkafon/BoostedOBU
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Figure 4.2: Examples of two synthetic datasets with 50% class overlap and (a) imb = 15
and (b) imb = 3.

distributed in two-dimensional space (i.e. data densities of the positive and negative

classes were equal within a dataset).

All datasets were generated with a fixed number of negative samples and fixed data

space of positive samples. In each dataset, the number of positive samples was based

on the imbalance degree, and the density of the negative class was made equal to that

of the positive class. This enabled us to obtain many variations of datasets. Figure 4.2

illustrates two examples of simulated datasets. Both datasets have 100 negative samples.

There are 6 positive samples in Figure 4.2(a) and 33 positive samples in Figure 4.2(b)

making imb = 15 and imb = 3, respectively. Note that the axes of the two plots are of

different scales. The density of data in Figure 4.2(a) is lower than that in Figure 4.2(b).

For Experiment I, we simulated datasets with the imbalance degrees of 1.5, 3, 12, 30, 60

and 120. At each imbalance degree, the overlap degree ranged from 0%− 100% in a

step of 10. The number of negative instances generated in each dataset was 6, 000 while

the number of positive instances was varied between 50− 4, 000 based on the imbalance

degree.

In Experiment II, 66 datasets from UCI Repository [129] and KEEL Repository [130]

were used. As shown in Table 4.1, the datasets vary in imbalance degrees (1.82-129.44 ),

number of features (3-34 ), and number of instances (92-5,472 ).

Experiment III was carried out on large and high-dimensional datasets. These were

the breast cancer dataset from KDD Cup 2008 2 and the handwritten digits dataset

from the MNIST database [133]. The breast cancer dataset is binary-class with 117

features and 102,294 samples. It contains 101,671 negative and 623 positive samples,

which makes imb = 163.20. The handwritten digits dataset is 10-class with 784 features

and 60,000 samples. As AdaOBu and BoostOBU are designed for binary-class datasets,

2https://www.kdd.org/kdd-cup/view/kdd-cup-2008
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Table 4.1: Datasets used in Experiment II

Dataset Instances Imb f Dataset Instances Imb f

Glass1 214 1.82 9 Ecoli0147vs2356 336 10.59 7
Ecoli0vs1 220 1.86 7 Led7digit02456789vs1 443 10.97 7
Wisconsin 683 1.86 9 Ecoli01vs5 240 11.00 6
Pima 768 1.87 8 Glass0146vs2 205 11.06 9
Iris0 150 2.00 4 Glass2 214 11.59 9
Glass0 214 2.06 9 Cleveland0vs4 177 12.62 13
Yeast1 1484 2.46 8 Ecoli0146vs5 280 13.00 6
Haberman 306 2.78 3 Shuttle0vs4 1829 13.87 9
Vehicle2 846 2.88 18 Yeast1vs7 459 14.30 7
Vehicle1 846 2.90 18 Glass4 214 15.46 9
Vehicle3 846 2.99 18 Ecoli4 336 15.80 7
Glass0123vs456 214 3.20 9 Pageblocks13vs2 472 15.86 10
Vehicle0 846 3.25 18 Abalone0918 731 16.40 8
Ecoli1 336 3.36 7 Dermatology6 358 16.90 34
Newthyroid1 215 5.14 5 Glass016vs5 184 19.44 9
Newthyroid2 215 5.14 5 Shuttle2vs4 129 20.50 9
Ecoli2 336 5.46 7 Yeast1458vs7 693 22.10 8
Segment0 2308 6.02 19 Glass5 214 22.78 9
Glass6 214 6.38 9 Yeast2vs8 482 23.10 8
Yeast3 1484 8.10 8 Yeast4 1484 28.10 8
Ecoli3 336 8.60 7 Winequalityred4 1599 29.17 11
Pageblocks0 5472 8.79 10 Yeast1289vs7 947 30.57 8
Yeast2vs4 514 9.08 8 Winequalityred8vs6 656 35.44 11
Ecoli067vs35 222 9.09 7 Ecoli0137vs26 281 39.14 7
Glass015vs2 172 9.12 9 Abalone21vs8 581 40.50 8
Yeast02579vs368 1004 9.14 8 Yeast6 1484 41.40 8
Ecoli046vs5 203 9.15 6 Winequalitywhite3vs7 900 44.00 11
Ecoli0267vs35 224 9.18 7 Winequalityred8vs67 855 46.50 11
Glass04vs5 92 9.22 9 Abalone19vs10111213 1622 49.69 8
Ecoli0346vs5 205 9.25 7 Winequalitywhite39vs5 1482 58.28 11
Yeast05679vs4 528 9.35 8 Shuttle2vs5 3316 66.67 9
Vowel0 988 9.98 13 Winequalityred3vs5 691 68.10 11
Ecoli067vs5 220 10.00 6 Abalone19 4174 129.44 8
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we treated the handwritten digits dataset as a binary-class problem using the one-vs-all

scheme. Two binary-class datasets were made of class3-vs-all and class5-vs-all. Class 3

and class 5 were chosen as the minority class in the two datasets since they were ones

of hard-to-classify numbers and even the most challenging classes for a state-of-the-art

deep learning-based method [91]. In each dataset, the selected minority class was

undersampled in order to have a higher imbalance degree. In the first dataset, MNIST 3,

class 3 was undersampled such that imb = 43.90, which is made up of 53,869 negative

and 1,227 positive instances. In the second dataset,MNIST 5, class 5 was undersampled

such that imb = 20.13, which consists of 53,869 negative and 2,711 positive instances.

For all datasets, the partitioning of 80:20 of training to testing sets was used. To

diminish the effect of noisy instances, the training data was normalised using standard

scores. The holdout testing data was only used during model evaluation for the result

report. In Experiment I and II, 10-fold cross-validation was employed in the training

phase for the purpose of automatic parameter tuning of the classification model. Follow

the methods available in the caret package in R, cost (C) of SVM, mtry of DT and RF,

and k of kNN were tuned to obtain the best models based on the overall accuracy. No

cross-validation was applied in Experiment III as the datasets are sufficiently large.

4.3.3 Parameter Settings

To provide a fair comparison, no parameter tuning was performed for the resampling

methods. AdaOBU has no free parameters. In BoostOBU, the k value in BLSMOTE

was set to 5, and no other parameter settings were required.

For SMOTE [12], BLSMOTE [59], OBU [18], and SMOTE-ENN [132] the same param-

eter settings as reported in the original work were used. These were k = 5 in SMOTE

and BLSMOTE, and µth = 0.45 in OBU. In SMOTE-ENN, k = 5 and k = 3 were set

for SMOTE and ENN, respectively. As for SMOTEBagging [68], 40 weak learners were

used as suggested by [134].

The Radial Basis Function kernel was used for SVMs with the default setting in caret

package in R of γ = 1
f , where f is the number of features in the dataset. For RF, the

number of trees (mtree) was 500. Lastly, k = 5 was used for kNN.

4.4 Results & Discussions

The experimental results are discussed in the following order – Experiment I: Simulated

datasets, Experiment II: Small to medium-sized real-world datasets, Experiment III:
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Table 4.2: Average results and statistical test results from Experiment I

Baseline SMOTE BLSMOTE kmUnder OBU AdaOBU BoostOBU

sensitivity 67.75*† 98.11† 98.56† 98.35† 97.46† 97.50† 99.50
specificity 96.20*† 90.35*† 89.87*† 89.63* 84.38*† 85.41† 87.47
G-mean 77.86*† 93.87* 93.78* 91.71† 90.43*† 91.00† 92.41
F1-score 69.88*† 76.41* 75.59* 68.54*† 57.57*† 62.04† 77.73

*The difference in results of the method and of AdaOBU is statistically significant.
†The difference in results of the method and of BoostOBU is statistically significant.

Large high-dimensional real-world datasets.

4.4.1 Experiment I: Simulated datasets

Experimental results on 66 simulated datasets with imb = 1.5 to 120 and overlap degrees

from 0% to 100% are shown in Fig. 4.3. The performance of OBU and the proposed

extensions are marked with dashed lines, and the results of the other methods are

marked with solid lines. The shaded areas are the areas under the performance curves

of the baseline (SVM with no resampling applied).

BoostOBU achieved the top performance across all metrics in most imbalance and

overlap scenarios. AdaOBU showed competitive performance with OBU across all

metrics and provided comparable results with well-established and state-of-the-art

methods, especially at higher imbalance degrees.

In Fig. 4.3, AdaOBU showed clear improvement over the baseline in sensitivity and

G-mean across most imbalance and overlap degrees. This is also confirmed by its

average performance across 66 scenarios given in Table 4.2, where the top result in each

metric is highlighted in bold. The symbols next to each value indicate the results of

the significance tests at 95% confidence level comparing the results cross 66 datasets.

An asterisk (*) denotes a statistically significant difference between the method and

AdaOBU, and a dagger (†) denotes a statistically significant difference between the

method and BoostOBU.

Table 4.2 shows that AdaOBU improved sensitivity from 67.75% to 97.5% and G-mean

from 77.86% to 91% on average. As can be seen in Fig. 4.3, AdaOBU was competitive

in sensitivity, specificity and G-mean with SMOTE, BLSMOTE and kmUnder at higher

imbalance degrees. However, AdaOBU suffered from high FP, especially when the

imbalance and overlap degrees were high. This must have been caused by excessive

elimination as a result of inaccurate identification and removal of negative instances.

More excessive elimination was likely to occur at higher imbalance and overlap degrees,
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where the visibility of the minority class to the clustering algorithm was lower, resulting

in poorer performance of the clustering algorithm. Only in a few cases with no overlap

or slight overlap that AdaOBU showed the smallest FP compared to the other methods

since a smaller number of negative instances was removed. As shown in Table 4.2,

AdaOBU achieved higher F1-score and had competitive sensitivity, specificity and G-

mean with OBU on average indicating less excessive elimination. Therefore, the proposed

adaptive threshold has shown to be able to effectively replace the free parameter in

OBU.

From Table 4.2, BoostOBU achieved the highest average sensitivity (99.5%) and F1-score

(77.73%). Even though the average specificity of BoostOBU was not as high as SMOTE,

BLSMOTE and kmUnder, Fig. 4.3 shows that BoostOBU, in fact, provided competitive

specificity with those methods across most imbalance degrees. The exception occurred at

very low imbalance degrees, especially at imb = 1.5, where BoostOBU outperformed the

other methods in sensitivity but suffered from low specificity. Similarly, at all imbalance

and overlap levels, except at imb = 1.5, BoostOBU often achieved the highest G-mean

among all methods. This indicates a good trade-off between the accuracy of the positive

and the negative classes achieved by BoostOBU. In terms of F1-score, BoostOBU

performed competitively with SMOTE, BLSMOTE and kmUnder. However, Fig. 4.3

shows that BoostOBU clearly outperformed these methods at very high to extreme

imbalance degrees, i.e. imb = 60 and 120. These results indicate that BoostOBU not

only could provide the highest sensitivity but also significantly reduced the number of

FP from OBU.

In conclusion, the competitive and higher results of AdaOBU compared to OBU across

a wide range of overlap and imbalance scenarios proved that the proposed adaptive

threshold could potentially replace parameter tuning in OBU. The significantly better

performance of BoostOBU over OBU and AdaOBU across all metrics (Table 4.2)

suggests that emphasizing the presence of borderline positive instances helped improve

the detection of overlapped negative instances. Moreover, BoostOBU outperformed all

of the well-established and state-of-the-art methods in sensitivity and F1-score while

achieving competitive performance in specificity and G-mean. These results show that

BoostOBU provided the most optimized solution among the methods.

Adaptive threshold analysis

We had collected the threshold values for analyzing its relation to imbalance and overlap

degrees. Results verified that the adaptive threshold was successfully proportional to

the amount of overlapped samples.
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Figure 4.4: The adaptibility of the elimination threshold to imbalance and overlap
degrees

Figure 4.4 presents the plots of the adaptive threshold (µth) in different scenarios of

imbalance and overlap degrees. Across all imbalance degrees, the plots show a clear

trend of µth increasing with the degree of class overlap, which was as hypothesised.

From no overlap to complete overlap, the changes in µth were 12.41% at imb = 1.5,

12.34% at imb = 3, 8.88% at imb = 12, 3.59% at imb = 30, 5.07% at imb = 60 and

1.82% at imb = 120. This shows that the adaptive threshold was able to adapt to a

change in the overlap degree making the elimination amount directly proportional to

the degree of class overlap.

It can also be observed in Figure 4.4 that µth is inversely proportional to the imbalance

degree. As discussed earlier in Section 4.3.2 and shown in Figure 4.2, at a higher imbal-

ance degree, there were fewer negative instances in the overlapping region. Consequently,

fewer negative instances were removed. This is another evidence that µth was able to

self-adjust to different overlap scenarios.

4.4.2 Experiment II: Real-world datasets

The performance of AdaOBU and BoostOBU on 66 real-world datasets was consistent

with that in Experiment I, apart from slight variations in the ranks, which was partly

due to more comparison methods added in this experiment. AdaOBU and BoostOBU

were among the methods that provided highest sensitivity. Their G-mean and F1-score

were also comparable with others. For the ease of discussion, Table 4.3-4.6 show the
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results of 24 representative datasets sorted from low to high imbalance degrees as

examples. These 24 examples were selected to cover all ranges of imbalance ratios and

all performance behaviors of 66 datasets. However, the discussion will be based on the

results of the 66 datasets, whose detailed results are available in Appendix A.

In Table 4.3-4.6, ranks based on the performance compared across all methods are also

provided next to the metric values. Rank 1 indicates the best performance across all

methods on the dataset, and so on. The average rank of each method and significance

test results across all 66 datasets are provided.

As seen in Table 4.3, AdaOBU achieved the highest sensitivity rank followed by OBU,

kmUnder and BoostOBU. AdaOBU provided the highest sensitivity on 41 datasets

and BoostOBU on 31 datasets. More importantly, both methods outperformed the

ensemble-based methods, namely SMTBagging and RUSBoost. In particular, AdaOBU

was significantly better than SMTBagging as well as the baseline, SMOTE, BLSMOTE

and SMOTE-ENN in sensitivity. The imbalance degree did not seem to affect the

performance of AdaOBU and BoostOBU, which was consistent with the results in

Experiment I.

Non-winning cases in sensitivity of AdaOBU may have been due to other variations such

as data density that we have not considered in this work. In most cases that AdaOBU

improved the sensitivity over OBU, highest sensitivity was achieved. There were few

exceptions, for example, on Shuttle2vs4, where BoostOBU improved the performance

further from AdaOBU and had the highest sensitivity. The decreases in sensitivity on

Vehicle1, Vehicle3, Yeast1vs7 and Yeast2vs8 from OBU evidence unsuccessful cases of

the adaptive threshold. Since the adaptive threshold is solely distance-based, other

factors such as local data density may have caused the inaccuracy during the clustering

process. Similarly, the results on Cleveland0vs4, Yeast4, Winequalityred8vs6 and some

others where none of the OBU-based methods won suggested that considering only

the distance factor may not be sufficient. Many non-winning cases of BoostOBU over

AdaOBU such as Vehicle3, Yeast1289vs7 and Abalone19vs10111213 were highly likely

affected by the poor performance of BLSMOTE as can be seen in Table 4.3.

Table 4.4 shows that all methods commonly led to decreases in specificity. These were

due to the trade-offs for higher sensitivity, except for SMOTE-ENN, which had poorer

performance than the baseline in both sensitivity and specificity. AdaOBU, which

achieved the highest average rank in sensitivity, had the lowest specificity on average.

This indicates that the trade-offs of AdaOBU were high, which may not be suitable for

some application domains.

Comparing BoostOBU with the other methods, its winning over BLSMOTE and
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RUSBoost on both sensitivity and specificity proved that BoostOBU provided a better

solution than these approaches. The method also showed higher average specificity

than kmUnder while their average sensitivity ranks were comparable. Compared with

OBU and AdaOBU, which had higher sensitivity, BoostOBU had significantly higher

average specificity. In contrast, its specificity was lower than SMOTE, SMOTE-ENN

and SMTBagging, which achieved lower sensitivity. However, BoostOBU won on 24

out of 66 datasets whereas each of SMOTE and SMTBagging only had 21 winning

cases. These results only suggest different trade-offs between sensitivity and specificity

of BoostOBU and these methods. Their g-mean and F1-score will be discussed for a

more conclusive comparison.

Table 4.5 shows that AdaOBU and BoostOBU had higher average G-mean than the

baseline, BLSMOTE, SMOTE-ENN and OBU. However, the statistical tests did not

indicate significant differences between our methods and the others. Thus, it may be

said that AdaOBU and BoostOBU had comparable G-mean to the other methods on

average. However, it is worth pointing out that AdaOBU and BoostOBU achieved the

highest G-mean on 18 and 20 datasets while SMTBagging and RUSBoost, which had

higher average ranks, only won on 16 and 15 datasets.

In Table 4.6, BoostOBU showed significantly higher average rank on F1-score than

OBU and AdaOBU. This suggests that BoostOBU provided a better trade-off between

the accuracy of the two classes than OBU and AdaOBU. Even though BoostOBU

had a lower average rank than SMTBagging and SMOTE, it far outnumbered the two

methods in winning cases by 23 to 17 and 18, respectively. Extremely low F1-score

can be observed in Table 4.6, especially on large and highly imbalanced datasets. In

many cases, e.g. on Yeast6 and Abalone19, low F1-score is seen although high values in

the other metrics were achieved. This is because F1-score factors in precision, which

considers TP and FP. On a large and highly imbalanced scenario, the calculation of

F1-score can be heavily dominated by high FP regardless of specificity. The 23 winning

cases of BoostOBU were spread throughout all imbalance degrees. In particular, it

handled extremely imbalanced datasets better than the other methods. This is evidence

that BoostOBU performed the best among the methods in minimising information loss

while maximising sensitivity.

Both AdaOBU and BoostOBU have shown their superior results over other well-

established and state-of-the-art methods including ensemble-based methods in many

cases. AdaOBU achieved the highest average sensitivity but suffered from high infor-

mation loss in the negative class. BoostOBU, which often provided high sensitivity

and most favourable trade-offs of relatively smaller FP, may be more preferred in many

problem domains.
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Table 4.7: Results on the large datasets from Experiment III

Dataset Metric Baseline SMOTE BLSMOTE kmUnder OBU AdaOBU BoostOBU

Breast Cancer

sensitivity 28.23 70.16 55.65 94.35 42.74 58.87 75.00
specificity 99.96 97.50 97.08 66.34 99.91 78.37 78.83
G-mean 53.12 82.71 73.50 79.12 65.35 67.92 76.89
F1-score 41.92 24.17 17.56 3.30 54.08 3.18 4.11

MNIST 3

sensitivity 82.45 87.76 84.08 95.92 82.45 87.35 92.24
specificity 99.80 99.82 99.89 36.56 99.80 97.75 99.13
G-mean 90.71 93.60 91.64 59.22 90.71 92.40 95.62
F1-score 86.14 89.77 88.98 6.43 86.14 61.06 80.00

MNIST 5

sensitivity 90.96 93.91 93.91 95.94 90.96 93.73 94.10
specificity 99.61 99.61 99.69 91.81 99.61 85.95 95.38
G-mean 95.18 96.72 96.76 93.85 95.18 89.75 94.74
F1-score 91.47 93.05 93.82 53.17 91.47 39.32 65.55

For further evaluation, an additional experiment using J48, kNN and RF was carried

out (Detailed results are available on GitHub3). Statistical analysis suggests that there

were no significant differences in the results using SVM compared to J48 and RF.

However, AdaOBU with kNN performed poorer than AdaOBU with SVM across all

metrics. Our results also showed that BoostOBU with kNN achieved significantly higher

sensitivity and lower performance in other metrics compared to SVM. These results are

consistent with literature [135], which showed that SVM outperformed other algorithms

in sensitivity when there were fewer negative instances in the overlapping region.

4.4.3 Experiment III: Large datasets

Table 4.7 shows the results on the three large and high-dimensional datasets. In all

scenarios, AdaOBU obtained higher sensitivity than OBU, and BoostOBU further

improved from AdaOBU. Results in other measures varied across datasets.

On the breast cancer dataset, AdaOBU and BoostOBU significantly improved sensitivity

from the baseline, BLSMOTE, and OBU. They outperformed kmUnder in specificity,

and outperformed the baseline and OBU in G-mean. BoostOBU also achieved higher

G-mean than BLSMOTE. AdaOBU and BoostOBU suffered from high FP as can

be seen from low F1-score. It is worth pointing out that none of the methods could

yield high sensitivity without a high decrease in F1-score. This trade-off was likely

caused by the issue of high class overlap. This is evidenced by the results of SMOTE,

which showed significant improvement in sensitivity from 28.23% to 70.16% and slightly

lower specificity from 99.96% to 97.5% compared to the baseline. However, F1-score of

SMOTE was largely reduced from 41.92% to 24.17% due to the bias caused by relatively

3https://github.com/fonkafon/BoostedOBU/blob/master/Results.zip
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large FP compared to the number of TP.

On MNIST 3, BoostOBU was among the methods that produced the most favorable

results. BoostOBU showed good performance across all metrics. It achieved the second-

highest sensitivity of 92.24%, high specificity of 99.13%, the highest G-mean of 95.62%,

and relatively high F1-score of 80%. This was significantly higher than the overall

performance of kmUnder, which produced the highest sensitivity but very low specificity,

G-mean and F1-score. AdaOBU showed improvement over OBU in sensitivity and

G-mean, however suffered from high FP. BoostOBU improved further from AdaOBU

with higher sensitivity and a reduction in FP as reflected by high specificity and F1-score.

Note that OBU with the fixed elimination threshold failed to undersample this dataset

as well as MNIST 5.

On MNIST 5, AdaOBU and BoostOBU provided competitive sensitivity with SMOTE,

BLSMOTE and kmUnder and outperformed the baseline and OBU. AdaOBU did not

performed as well as the other methods in terms of specificity, G-mean and F1-score

due to excessive elimination. Consequently, BoostOBU showed low F1-score. However,

BoostOBU had reasonable specificity and G-mean, and produce higher specificity,

G-mean and F1-score than kmUnder.

The proposed AdaOBU and BoostOBU performed relatively well on the large datasets

in terms of sensitivity compared to other methods. Competitive results in specificity

and G-mean were achieved in some cases. However, they often suffered from high FP

partly due to the trade-off nature on a large and highly imbalanced datasets.

4.4.4 Discussion

Results on simulated and real-world datasets showed that our proposed methods often

achieved high sensitivity. Compared to other existing methods, BoostOBU in particular

provided higher sensitivity with better trade-offs of relatively smaller FP in most cases.

The improvement in sensitivity of our methods is attributed to better visibility of

the minority class near the borderline, which was obtained after removing majority

class instances from the overlapping region. This allowed the learning algorithm to

learn the maximum boundary of the minority class without interference of majority

class instances. By oversampling borderline minority class instances in BoostOBU to

enhance the performance of the clustering algorithm, the presence of the minority class

near the boundary was also increased as an additional benefit. Higher sensitivity and

better trade-offs of BoostOBU over other methods can be justified as follows. While

BoostOBU attempted to maximise the presence of the minority class near the borderline,

SMOTE and k-means undersampling only aimed to rebalance the class distribution. The
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Table 4.8: Comparative results with evolutionary and deep learning-based methods

Dataset
AdaOBU/BoostOBU EVINCI CnGRSOMO* CnGRSOMU*

Sensitivity Specificity G-mean F1-score G-mean F1-score Sensitivity Specificity G-mean F1-score

Ecoli2 - - 100.00 - 86.20 - - - - -
Winequalitywhite3vs7 - - 84.36 - 66.11 - - - - -
Ecoli1 - - - 20.00 - 78.10 - - - -
Ecoli3 - - - 66.67 - 64.50 - - - -
Abalone0918 97.87 92.05 94.91 92.00 - - 83.50 85.48 84.48 39.00
Yeast4 90.00 97.83 93.83 85.71 - - 75.00 85.19 79.93 25.00

*Estimated results from graphs.

improvement in the presence of the minority class in the overlapping region by SMOTE

and k-means undersampling was limited by the imbalance degree. Also, as opposed to

k-means undersampling, BoostOBU was unlikely to remove instances outside of the

overlapping region causing smaller unnecessary information loss. Lastly, BLSMOTE

only dealt with borderline instances whereas BoostOBU addressed the entire overlapping

region. These enabled BoostOBU to achieve higher sensitivity and higher F1-score.

This higher F1 score can be attributed to a higher increase in TP in relation to a smaller

FP. This indicates a good trade-off of the method.

4.5 Performance Comparison with Evolutionary and

Deep Learning-Based Methods

In this section, the performance of AdaOBU and BoostOBU with SVM classifiers is

compared with evolutionary and deep learning-based methods, namely EVINCI [81],

CnGRSOMO [62], CnGRSOMU [62] and SMOTE-CSELM [63]. Comparative results,

which are based on availability of the results in the literature, are presented in Table 4.8

and Table 4.9. In the column named AdaOBU/BoostOBU, results from the better

performing method between AdaOBU and BoostOBU are displayed. Note that if there

are more than one available measure for the dataset, the better performing method was

selected primarily based on sensitivity. The higher value between AdaOBU/BoostOBU

and the compared method is highlighted in bold.

Table 4.8 shows that AdaOBU/BoostOBU clearly outperformed EVINCI and CnGR-

SOMU on the reported metrics. It is worth pointing out that since CnGRSOMU was

shown to provide higher results than CnGRSOMO on Abalone0918 and Yeast4 [62], it

can be said that AdaOBU/BoostOBU also outperformed CnGRSOMO on these datasets.

On Ecoli1, AdaOBU/BoostOBU had significantly lower F1-score than CnRSOMO, but

they were comparable on Ecoli3. As can be seen in Table 4.9, AdaOBU/BoostOBU

provided competitive results with SMOTE-CSELM. Each of the methods achieved the

highest sensitivity on 16 out of 26 datasets and the highest G-mean on 19 out of 35
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Table 4.9: Comparative results with a deep learning-based method

Dataset
AdaOBU/BoostOBU SMOTE-CSELM

Sensitivity G-mean Sensitivity G-mean

Glass1 87.50 73.25 95.21 78.66
Wisconsin 100.00 100.00 98.74 97.99
Ecoli01vs5 - 70.71 - 95.55
Pima 100.00 100.00 80.96 76.65
Glass0 100.00 82.38 100.00 82.01
Haberman 100.00 100.00 77.72 65.92
Vehicle2 90.00 62.68 100.00 99.29
Vehicle1 100.00 94.87 98.00 86.17
Glass0123vs456 100.00 100.00 96.00 96.02
Vehicle0 100.00 72.01 100.00 99.46
Newthyroid1 100.00 100.00 100.00 99.16
Newthyroid2 - 0.00 - 99.16
Ecoli2 68.75 100.00 100.00 93.64
Segment0 100.00 63.03 100.00 99.67
Glass6 100.00 100.00 100.00 95.79
Yeast3 100.00 100.00 100.00 93.54
Ecoli3 100.00 89.75 94.29 91.52
Page-blocks0 - 60.46 - 93.97
Yeast2vs4 84.91 100.00 100.00 94.73
glass-0-1-5 vs 2 - 46.37 - 84.75
Yeast05679vs4 100.00 52.12 86.00 83.18
Vowel0 - 90.29 - 100.00
Glass2 0.00 0.00 100.00 86.87
Shuttle0vs4 - 100.00 - 100.00
Yeast1vs7 88.37 80.21 100.00 79.58
Glass4 100.00 65.73 100.00 98.22
Ecoli4 90.48 50.13 100.00 98.40
Abalone0918 97.87 94.91 93.06 90.61
Shuttle2vs4 - 69.89 - 100.00
Yeast1458vs7 - 88.78 - 68.80
Yeast2vs8 33.33 55.73 100.00 80.12
Yeast1289vs7 - 84.70 - 74.57
Ecoli0137vs26 60.00 71.98 100.00 79.06
Yeast6 100.00 99.83 100.00 89.54
Abalone19 100.00 93.01 96.00 79.51
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datasets. These results suggest that AdaOBU/BoostOBU provided competitive results

with these EA and deep learning-based methods. Moreover, AdaOBU and BoostOBU

with running time of O(N) and O(N2), respectively, have lower time complexities than

SMOTE-CSELM, which requires O(N3) [63]. This will make AdaOBU and BoostOBU

more preferable than SMOTE-CSELM, especially on large datasets.

4.6 Conclusions

In this chapter, new overlap-based undersampling methods extended from OBU were

presented. By removing negative instances from the overlapping region based on an

adaptive threshold, exceptional improvement in the minority class accuracy with a

relatively small trade-off of FP was achieved. The methods proved to enhance the clas-

sification of well-known imbalanced datasets and showed significant improvements over

OBU across different scenarios. Furthermore, they outperformed other existing methods

across a wide range of simulated and real-world datasets of varying class imbalance

and class overlap degrees. These results can be attributed to several advantages of the

methods over other common undersampling techniques. First, the adaptive elimination

threshold enables the amount of undersampling to be proportional to the overlap degree.

This also results in minimising the excessive elimination of negative instances, which

reduces information loss. Second, enhancing the presence of the positive instance class

near the borderline areas showed to be beneficial to the overall performance of the

method.

Future work will address limitations of the methods. These may include the dependencies

on the techniques used such as BLSMOTE and the distance-based algorithms. Results

showed that the performance of BoostOBU could be highly dependant on how BLSMOTE

performs, thus other oversampling methods that provide better results may be explored.

Moreover, the performance of the methods were more consistent on the simulated

datasets than on the real-world datasets. This can be partly due to the difference in

data uniformity. Thus, another potential future direction is to also factor in other

information such as class density and local data density, which could be obtained using

the techniques proposed in [136]. The problem of small disjuncts in the minority class

could be tackled by an adaptive selection on the number of clusters. Finally, as a

distance-based clustering algorithm is used in the proposed methods, the well-known

curse of dimensionality could have affected the results. This issue may be addressed

by using other improved soft clustering algorithms that showed less dependency on

similarity measure [137,138]. Alternatively, projecting data onto a lower-dimensional

space using a technique such as Principle Components Analysis may be considered.
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Chapter 5

Neighbourhood-Based

Undersampling

This chapter presents an alternative overlap-based approach to handle imbalanced

problems. Four new undersampling methods based on neighbourhood searching are

proposed. Unlike in the OBU-based methods, where global searching is used, these

methods employ a local searching algorithm aiming at more accurate identification

and elimination of overlapped majority class instances. Extensive experiments using

simulated and real-world datasets were carried out. Results showed higher performance

than state-of-the-art methods across different common metrics with exceptional and

statistically significant improvements in sensitivity. This work was published in the

journal of Information Sciences [1].

5.1 Background

Neighbourhood searching has long been used in class overlap-based methods to discover

potential borderline and overlapped instances. Among many neighbourhood-based

techniques, kNN is one of the most widely-used algorithms. In [74], Adaptive Synthetic

sampling (ADASYN), which employed kNN, was presented. The number of new minority

class instances created from each original instance was proportional to the amount of

majority class neighbours surrounded. By doing so, more minority class instances were

introduced into the overlapping and borderline region. Results showed improvement in

sensitivity. However, as opposed to undersampling, this method does not guarantee the

maximum visibility of the positive class instances because negative instances are still

present in the overlapping region.
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Other kNN-based methods that focused on instances near the decision boundary are

such as Edited Nearest Neighbour (ENN) [105] and Neighbourhood Cleaning Rule

(NCL) [75]. ENN selectively removes majority class instances by considering its k

nearest neighbours that belong to the other class, where k = 3. It has to be noted

that the setting of the k value in this approach significantly impacts the performance.

That is, for example, a small k value can leave a lot of the overlapped majority class

instances unremoved. NCL is an extension of ENN, where the k nearest neighbours of

both minority class and majority class instances were considered in removing majority

class instances. Results showed an improvement of NCL over a data-distribution based

method proposed in [139]; however, it was outperformed by later overlap-based methods

such as CCR [140] and evolutionary undersampling [141].

BLSMOTE [59] synthesises instances from borderline minority class instances and their

nearest neighbours. Two techniques of the method were proposed, BLSMOTE1 and

BLSMOTE2. BLSMOTE1 considers only the minority-class nearest neighbours while

BLSMOTE2 includes the nearest neighbours of both classes in generating new instances.

Results showed that BLSMOTE2 whose synthetic instances were generated closer to

the borderline achieved higher TPR.

An undersampling method based on Tomek Link [117] was proposed in [43]. Redundant

negative instances with the lowest contributions to classification were selectively removed.

Similar to most of the aforementioned methods, the undersampling rate was limited by

class imbalance. That is the method was applied until the balanced class distribution

was achieved. This could lead to insufficient elimination when the imbalance degree is

low. On the other hand, at a high imbalance degree, excessive elimination of majority

class instances may occur.

In this chapter, a neighbourhood-based undersampling framework for identifying and

eliminating overlapped negative instances is presented. The main contributions of this

work are outlined as follows:

� Four novel kNN-based undersampling methods designed to accurately detect and

optimally remove potential overlapped majority class instances are presented.

Different criteria to identify overlapped instances for removal are introduced.

These methods are different from existing variations of kNN in the following

aspects. First, we consider the entire overlapping region rather than just borderline

instances. Second, the removal of potential overlapped negative instances is made

based on the class overlap degree, not the class distribution.

� Extensive experiments using extremely imbalanced and overlapped simulated

and real-world datasets were carried out. Our methods proved to be capable of
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handling any degree of class overlap as can be seen in the results and discussion

section.

� The methods presented provide a suitable framework for real-world application

and domain-specific imbalanced problems where high positive class accuracy is

required and negative class accuracies can be compromised. This is evident by

the significant improvement in sensitivity and other metrics achieved.

5.2 The Neighbourhood-Based Methods

The details of four neighbourhood-based (NB-based) undersampling methods are pro-

vided in this section1. Their common objective is to maximise the visibility of minority

class instances in the overlapping region while minimising excessive elimination. The

four methods are Basic Neighbourhood Search (NB-Basic), Modified Tomek Link Search

(NB-Tomek), Common Nearest Neighbours Search (NB-Comm), and Recursive Search

(NB-Rec). These methods vary in terms of local search and elimination criteria. NB-

Basic is the first and simplest one among the methods. It is designed to remove majority

class instances from the overlapping region without compromising any minority class

instances. NB-Basic showed exceptional improvement in the minority class accuracy

as will be discussed later. However, with such an approach, there is a risk of excessive

elimination of negative instances, which could lead to a significant drop in accuracy.

Three different methods were subsequently developed by varying the search criteria

and queries. NB-Tomek and NB-Comm were created to address the potential excessive

elimination of majority class instances. NB-Comm was then extended to NB-Rec aiming

at improving the detection of overlapped instances.

5.2.1 Basic Neighbourhood Search

NB-Basic was implemented as in Algorithm 4. The method removes any negative query

that has a positive neighbour.

As can be seen in Fig. 5.1(a), the query in the centre of the circle is marked as a potential

overlapped instance because one of its nearest neighbours is a positive instance. Upon

identifying all potential overlapped instances, the removal is executed. Only one positive

neighbour is set as the elimination criterion to ensure the presence of every positive

instance is clearly visible to the learning algorithm. This is because the minority class

1Source code available at https://github.com/fonkafon/NB-undersampling.git
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Algorithm 4: Basic Neighbourhood Search Undersampling

Data: training set, k

Result: undersampled training set

1 begin

2 T ← training set;

3 Tneg ← negative instances in T ;

4 foreach x ∈ Tneg do

5 NN ← k nearest neighbours′ class labels;

6 if ‘positive’ ∈ NN then

7 X ← X ∪ {x};
8 end

9 end

10 T̂ ← T −X;

11 return (T̂ )

12 end

information is considerably more valuable and losing part of it is highly undesirable in

some application domains.

5.2.2 Modified Tomek Link Search

Modified Tomek Link Search is proposed as an extension of NB-Basic to address potential

excessive elimination of negative instances. As described in Algorithm 5, for every

negative instance x with a positive neighbour y, x is removed only if it is one of the k

nearest neighbours of y. In other words, when the neighbourhood between a negative

query and a positive query is established in both directions, the negative query in the

modified Tomek Link is eliminated (Fig. 5.1(b)).

The rationale for considering this second query is illustrated in Fig. 5.2, which shows

that if q is within the k nearest neighbours of p, it does not necessarily imply that p is

also within the k nearest neighbours of q.

5.2.3 Common Nearest Neighbours Search

It was observed that when a majority class query was used, there was a higher probability

that NB-Tomek would miss nearby positive instances. Therefore, in this variation, we

propose an alternative method, NB-Comm, to remove common negative neighbours

of positive instances. As defined in Algorithm 6, two positive queries will be used
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Figure 5.1: The proposed neighbourhood-based undersampling methods (a) NB-Basic
(b) NB-Tomek (c) NB-Comm (d) NB-Rec

Figure 5.2: Neighbourhood is not established in both directions
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Algorithm 5: ModifiedTomek Link Search Undersampling

Data: training set, k

Result: undersampled training set

1 begin

2 T ← training set;

3 Tneg ← negative instances in T ;

4 foreach x ∈ Tneg do

5 NN ← k nearest neighbours;

6 foreach y ∈ NN do

7 c← class(y);

8 if c == ‘positive’ then

9 NNc ← k nearest neighbours of y;

10 if x ∈ NNc then

11 X ← X ∪ {x};
12 end

13 end

14 end

15 end

16 T̂ ← T −X;

17 return (T̂ )

18 end
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for considering the elimination of a negative instance. The common negative nearest

neighbours of any two positive queries are identified as potential overlapped instances

and removed (Fig.5.1(c)).

NB-Comm provided competitive results, which will be shown in the result section.

However, we hypothesise that the performance of the method can be dependant on data

density. In other words, when the density of the minority class is much lower than that

of the majority class, fewer common nearest negative neighbours instances would be

found.

Algorithm 6: Common Nearest Neighbours Search Undersampling

Data: training set, k

Result: undersampled training set

1 begin

2 T ← training set;

3 Tpos ← positive instances in T ;

4 A← frequency table;

5 foreach x ∈ Tpos do

6 NN ← k nearest neighbours;

7 NNneg ← negative members of NN ;

8 foreach y ∈ NNneg do

9 Ay.freq ← Ay.freq + 1;

10 end

11 end

12 foreach x ∈ A.instance do

13 if Ax.freq > 1 then

14 X ← X ∪ {x};
15 end

16 end

17 T̂ ← T −X;

18 return (T̂ )

19 end

5.2.4 Recursive Search

NB-Rec is proposed as an extension of NB-Comm to ensure sufficient and accurate

elimination of overlapped negative instances. From Algorithm 6, X is the set of potential

negative instances to be eliminated by NB-Comm; all elements in X are used as the

secondary queries in NB-Rec as described in Algorithm 7. The negative instances that
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are the common nearest neighbours of any pair of secondary queries are then to be

eliminated along with all elements in X as depicted in Fig.5.1(d). We hypothesise

that by introducing this extension, a finer-grained search criteria is provided. As a

result, more overlapped negative instances will be detected and further improvement in

sensitivity will be achieved.

Algorithm 7: Recursive Search Undersampling

Data: training set, k, set X from Algorithm 3

Result: undersampled training set

1 begin

2 T ← training set;

3 A′ ← frequency table;

4 foreach x1 ∈ X do

5 NN2 ← k nearest neighbours;

6 NN2neg ← negative members of NN2;

7 foreach y ∈ NN2neg do

8 A′y.freq ← A′y.freq + 1;

9 end

10 end

11 foreach x2 ∈ A′.instance do

12 if A′x2
.freq > 1 then

13 X2 ← X2 ∪ {x2};
14 end

15 end

16 T̂ ← T − (X ∪X2);

17 return (T̂ )

18 end

5.2.5 Time Complexity Analysis

The time complexities of all NB-based methods are O(N2), which is mainly the cost of

the kNN algorithm. Detailed analysis of the running time of each method is as follows.

Note that in the NB-based methods, the nearest neighbour search is not necessarily

applied to all instances in the datasets. However, for simplicity, it is assumed that at the

beginning of each method, kNN is applied on the whole dataset, which requires O(N2).

Some coefficients such as data dimension have also been dropped. In NB-Basic, after

kNN is applied, checking whether each of the negative queries has any positive nearest

neighbours takes additional O(n), where n is the number of negative instances. Thus,
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the time complexity of NB-Basic is O(N2). In NB-Tomek, for each negative query, the

k neighbours are checked for their k nearest neighbours. This process requires O(nk2).

When a large value of k is used, e.g. k =
√
N , and n ≈ N , the running time will be

O(N2). Thus, the time complexity of NB-Tomek is O(N2). NB-Comm requires O(n)

to discover negative instances that have been found as a common nearest neighbour of

a pair of positive queries. We will call this operation-A for the ease of later explanation

of the analysis of NB-Rec. This makes O(N2), which requires by kNN, the main cost

of NB-Comm. In NB-Rec, it takes O(n(n− 1)) to discover negative instances that are

common nearest neighbours of those negative instances found in operation-A. Thus, the

time complexity of NB-Rec is O(N2).

The NB-based methods have comparable time complexities to many state-of-the-art and

well-known resampling methods discussed in Chapter 3 and Chapter 4 such as methods

in the SMOTE family. They will also be comparable to other methods that employ the

kNN algorithm.

5.3 Experiments

The NB-based methods were evaluated on both simulated and real-world datasets. The

66 simulated datasets used in Chapter 4 covering a wide range of scenarios including

extremely imbalanced and overlapped datasets were used. Another extensive experiment

on 24 public real-world datasets was carried out for further evaluation. Moreover, 2 large

high-dimensional datasets were used in the final experiment to verify the consistency in

the performance.

5.3.1 Setup

Three sets of experiments were carried out. In Experiment I, simulated datasets were

used, and in Experiment II, small to medium-sized real-world datasets were used for

evaluation. In Experiment III, further evaluation was carried out using large real-world

datasets with high dimensions. The datasets used in Experiment II and III also included

multi-class problems. To straightforwardly apply the methods on multi-class datasets

without modifications, we treated one specific class as the minority class and employed

the one-vs-all scheme, which is one of the most common strategies to handle multi-class

problems [142] and has been shown to have good performance [143].

SVM and RF were chosen to be the learning algorithms as they are considered ones of

the most-used learning methods in imbalanced classification [11]. Sensitivity, G-mean,
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precision, and F1-score were used for evaluation of the methods. These are common

metrics for imbalanced learning [34, 35, 37, 55, 144]. This selection of classification

algorithms and evaluation metrics allows the reader to compare our results with a wide

range of methods in the literature.

Experimental results were compared with state-of-the-art and well-established methods

for handling imbalanced datasets. These included class distribution-based methods

namely, SMOTE [12] and k -means undersampling (kmUnder) [14], and class-overlap

based methods including OBU [18], BLSMOTE [59] and ENN [105].

5.3.2 Datasets

In Experiment I, 66 uniformly-distributed binary-class datasets were simulated. These

datasets capture wide ranges of class-overlap and imbalance degrees. The class imbalance

degrees used were 1.5, 3, 12, 30, 60, 120. For each imbalance degree, the class overlap

degrees was varied between 0%−100% in a step of 10. The number of negative instances

was fixed at 6, 000, and the number of positive instances was varied between 50− 4, 000

with regard to the imbalance degree.

Table 5.1 shows the public datasets that were used in Experiment II. These datasets

were obtained from UCI Repository [129] and KEEL Repository [130]. The datasets

vary in terms of imbalance degrees (1.86-41.4 ), number of features (5-18 ), and number

of instances (214-5,472 ).

In Experiment III, we used the breast cancer dataset from KDD Cup 2008 2 and the

handwritten digits dataset from the MNIST database [133]. The breast cancer dataset

is 117-feature, binary-class and contains 102,294 samples with 101,671 negative and 623

positive samples, which makes imb = 163.20. The handwritten digits dataset is 10-class

with 784 features, and contains 60,000 samples. Class 3 and class 5 were selected as the

minority class to make two new datasets, MNIST 3 and MNIST 5. The minority class

of the two datasets was undersampled to obtained a higher class imbalance degree. In

MNIST 3, class 3 was undersampled such that imb = 43.90, which consists of 53,869

negative and 1,227 positive instances. In MNIST 5, class 5 was undersampled such that

imb = 20.13, which consists of 53,869 negative and 2,711 positive instances.

In all experiments, each dataset was partitioned into 80 : 20 of training and testing

sets. The testing data was only used during model evaluation for the result report. In

Experiment I and II, 10-fold cross-validation was used in the training phase for the

purpose of automatic parameter tuning of the classification model. Follow the methods

2https://www.kdd.org/kdd-cup/view/kdd-cup-2008
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Table 5.1: Datasets

Dataset Instances Minority Imbalance ratio No. features

1 Wisconsin 683 239 1.86 9

2 Pima 768 268 1.87 8

3 Glass0 214 70 2.06 9

4 Vehicle1 846 217 2.90 18

5 Vehicle0 846 199 3.25 18

6 Ecoli1 336 77 3.36 7

7 New-thyroid1 215 35 5.14 5

8 New-thyroid2 215 35 5.14 5

9 Ecoli2 336 52 5.46 7

10 Segmemt0 2308 329 6.02 19

11 Yeast3 1484 163 8.10 8

12 Ecoli3 336 35 8.60 7

13 Yeast2vs4 514 51 9.08 8

14 Vowel0 988 90 9.98 13

15 Glass2 214 17 11.59 9

16 Yeast1vs7 459 30 14.30 7

17 Glass4 214 13 15.46 9

18 Ecoli4 336 20 15.80 7

19 Page-blocks13vs2 472 28 15.86 10

20 Abalone09-18 731 42 16.40 8

21 Glass5 214 9 22.78 9

22 Yeast4 1484 51 28.10 8

23 Ecoli0137vs26 281 7 39.14 7

24 Yeast6 1484 35 41.40 8
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available in the caret package in R, cost (C) of SVM and mtry of RF were tuned to

obtain the best models based on the overall accuracy. No cross-validation was applied

to the large datasets in Experiment III as sufficient data was available.

5.3.3 Parameter Settings

For a fair comparison among the methods, no parameter tuning was performed for

the resampling methods. For NB-based methods, k is an important parameter, where

kNN is used to investigate the surroundings of instances. A simple rule of thumb,

where k is set to equal the square root of the dataset size [145, 146], was considered.

Furthermore, to take into account the class imbalance issue and promote the discovery

of overlapped majority class instances, we adjusted the k value to also be proportional

to the imbalance degree as can be seen in Eq. 5.1, where N is the number of instances

in the dataset.

k =
√
N +

√
imb (5.1)

SMOTE, in contrast, requires a small k value to ensure better distribution of synthesised

instances. In experiment I, k in SMOTE was set to equal 5, following the original

work [12]. However, in Experiment II, one of the real-world datasets used comprises

too few positive instances, and assigning k = 5 was not applicable. To keep the same

parameter settings for all methods and all datasets, k = 3 was assigned throughout for

SMOTE-related procedures. To avoid biased results, we tested both k = 3 and k = 5 on

all possible datasets, but no inferior results were obtained with k = 3. For ENN [105],

kmUnder [14], and OBU [18], the same parameter settings as stated in the original work

were used.

The Radial Basis Function kernel was used for SVMs with the default setting in caret

package in R of γ = 1
f , where f is the number of features in the dataset. In RF, mtree

was set to 500.

5.4 Results and Discussion

5.4.1 Experiment I: Simulations

The main objective of this experiment is to assess the impact of class imbalance and class

overlap on the NB-based methods’ performance across a wide range of degrees. Overall
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Table 5.2: Average classification results from Experiment I

NB-Basic NB-Tomek NB-Comm NB-Rec SMOTE BLSMOTE ENN kmUnder OBU Baseline

sensitivity 99.86 99.59 99.64 99.95 98.11 98.56 75.52 98.35 97.46 67.75
G-mean 92.93 93.09 93.19 92.18 93.87 93.78 82.53 91.71 90.43 77.86
precision 58.83 59.67 60.12 54.59 64.21 62.83 72.80 55.30 43.00 74.04
F1-score 73.05 73.66 74.03 69.65 76.41 75.59 73.59 68.54 57.57 69.88

performance is discussed and compared against other existing methods. An experiment

on 66 simulated datasets showed superior performance of the NB-based methods across

different metrics. In particular, they yielded highest sensitivity, all of which were nearly

100%, while achieving competitive G-mean. These results were relatively stable across

all datasets regardless of class imbalance and class overlap degrees. This is clearly

illustrated in Fig. 5.3, where results of the NB-based methods are presented with solid

lines, the results of the other methods are marked with dashed lines, and the shaded

areas are the areas under the performance curves of the baseline (SVM).

The average performance of the methods are provided in Table 5.2, where the best result

in each metric is presented in bold. Among the NB-based methods, NB-Rec showed

the highest sensitivity of 99.95% and competitive G-mean, but was the least tolerable

to information loss, resulting in the lowest precision and F1-scores. NB-Comm showed

slightly better overall results than NB-Basic and NB-Tomek. A detailed discussion

of these results is provided in the following subsections. Numerical results of this

experiment are provided in the supplementary material3.

NB-based methods vs class-distribution based methods

As can be see in Fig. 5.3 that NB-based methods achieved superior performance in

sensitivity compared to the class-distribution based methods, namely SMOTE [12]4 and

kmUnder [14]. This is evidence that the NB-based methods was better in promoting

the visibility of the positive class across different class imbalance and class overlap

degrees. Moreover, while the NB-based methods provided relatively stable sensitivity

under different scenarios, sensitivity of the other methods tended to drop when the class

overlap degree increased.

Table 5.2 shows that the NB-based methods not only produced the highest sensitivity

but also showed competitive G-mean with SMOTE, and produced higher G-mean than

kmUnder on average. The improvements in both G-mean and sensitivity indicate that

our methods had improved the trade-offs between sensitivity and specificity, which

3https://github.com/fonkafon/NB-undersampling Results.git
4In Fig. 5.3, SMOTE has similar performance in sensitivity to kmUnder (hence the line is not visible)
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means that we have reduced both FP and FN, over state-of-the-art kmUnder across

different ranges of class imbalance and class overlap degrees. It was observed that on

low imbalanced datasets (imb = 1.5 and 3), the NB-based methods had lower precision

compared to SMOTE and kmUnder; however, competitive F1-score was obtained. For

datasets with higher degrees of class imbalance, our methods showed more favourable

results over kmUnder in both precision and F1-score. Thus, it can be said that our

methods had better performance as the degrees of class imbalance and class overlap

increased. As for moderate to extreme imbalanced datasets (i.e. imb = 12 to imb = 120 ),

the NB-based methods achieved comparable precision and F1-score with SMOTE in

almost all datasets. Even so, it worth pointing out that our methods resulted in smaller

training data than SMOTE, which could potentially reduce training time, especially in

the case of large datasets.

NB-based methods VS class-overlap based methods

Fig. 5.3 shows that the NB-based methods achieved more favourable performance over

other common and recent overlap-based techniques, which are BLSMOTE [59], ENN

[105], and OBU [18]. All NB-based methods have competitive results in sensitivity and G-

mean with OBU, but with higher precision and F1-score obtained. The improvements in

precision and F1-score of our methods over OBU were clearly substantial, especially when

the degrees of class imbalance and class overlap were higher. It suggests that our methods

had relatively reduced both FP and FN by having more accurate detection of potential

overlapped negative instances and minimisation of information loss over OBU. Table 5.2

shows that our NB-based methods provided comparable G-mean with BLSMOTE.

Comparable precision and F1-score were also obtained in some cases. However, the

NB-based methods showed more stable sensitivity than BLSMOTE throughout all

class imbalance and class overlap degrees. This suggests that our NB-based methods

had improved the positive class accuracy without sacrificing the performance in other

metrics. In other words, by using our methods, lower FN could be achieved without

increasing the amount of FP. Lastly, it can be said that our methods had clearly better

results than ENN in all scenarios whereas ENN barely improved the performance from

the baseline.

Overall results

The NB-based methods produced exceptionally high sensitivity. The highest average

sensitivity of 99.95% was achieved by NB-Rec. Such high sensitivity is favourable across

different imbalanced problems, especially in the medical domain. Comparable results in
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G-means with SMOTE and BLSMOTE were obtained, but with lower precision and

recall. It was also observed that NB-Rec produced the lowest precision and recall when

compared with the other proposed NB-based methods. This suggests that maximising

the visibility of positive instances may come at a high cost of FP. The NB-based methods

clearly outperformed ENN in sensitivity and G-mean with comparable F1-score. More

importantly, our methods outperformed state-of-the-art kmUnder and OBU in all

measures, except for precision of NB-Rec that was competitive with kmUnder.

5.4.2 Experiment II: Real-world datasets

In this experiment, our methods were evaluated on real-world datasets. Tables 5.3

to 5.6 show performance of our methods against other methods on the UCI datasets

using SVM, where the datasets are sorted by imbalance ratio from low to high. These

tables also show the methods’ ranks and average ranking based on their performance,

where rank 1 means top performance and so on. Wilcoxon Signed Rank Tests were

carried out to assess statistical significance of the difference in performance between

the NB-based methods and other methods. Results are presented in Table 5.7, and

the p values indicating a statistically significant difference between two methods at the

significance level of 0.05 are highlighted in bold.

As can be seen in Table 5.3, the superior performance in sensitivity over other methods

was achieved by the NB-based methods. This is consistent with the results obtained in

Experiment I. Among the NB-based methods, NB-Rec ranked top on average sensitivity,

followed by NB-basic. NB-Comm and NB-Tomek had competive ranking with OBU, and

higher ranking than kmUnder, SMOTE, BLSMOTE, and ENN. Table 5.7 shows that the

improvement in sensitivity achieved by NB-based methods over SMOTE, BLSMOTE

and ENN was statically significant. Interestingly, both SMOTE and BLSMOTE did

not improve the sensitivity and performed worse than the baseline in some cases.

The highest average ranking in G-mean was provided by NB-Comm, and the result in

Table 5.7 proves that it was significantly better than BLSMOTE. The other NB-based

methods had higher G-mean than SMOTE and BLSMOTE, and showed comparable

G-mean with ENN, kmUnder and OBU. This is also consistent with the results on

synthetic datasets.

SMOTE, BLSMOTE, and ENN outperformed our methods in precision (Table 5.5) but

with significantly lower sensitivity values. Such a trade-off is not generally desirable in

some specific imbalanced domains. In contrast, all our methods, outperformed sate-of-

the-art kmUnder in both sensitivity and precision. Similarly, our methods outperformed

OBU in precision with comparable results in sensitivity and G-mean.
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Table 5.7: p-values of the Wilcoxon Signed Rank Tests with SVM baseline from
Experiment II

Sensitivity

SMOTE BLSMOTE ENN kmUnder OBU Baseline
NB-Basic 2.71E-03 3.82E-04 1.04E-02 4.35E-01 8.81E-01 3.66E-03
NB-Tomek 1.04E-02 1.27E-03 1.90E-02 6.07E-01 8.98E-01 1.01E-02
NB-Comm 5.16E-03 6.99E-04 1.08E-02 5.11E-01 8.80E-01 5.14E-03
NB-Rec 3.99E-04 4.04E-05 1.20E-03 1.13E-01 4.16E-01 7.98E-04

G-mean

SMOTE BLSMOTE ENN kmUnder OBU Baseline
NB-Basic 2.48E-01 9.89E-02 4.76E-01 7.34E-01 4.09E-01 2.52E-01
NB-Tomek 2.65E-01 9.89E-02 4.64E-01 8.45E-01 3.70E-01 2.27E-01
NB-Comm 1.60E-01 4.88E-02 3.07E-01 9.42E-01 2.70E-01 1.37E-01
NB-Rec 2.70E-01 1.49E-01 6.20E-01 5.03E-01 6.43E-01 3.12E-01

Precision

SMOTE BLSMOTE ENN kmUnder OBU Baseline
NB-Basic 4.31E-02 5.07E-02 1.53E-01 4.70E-01 9.88E-02 3.27E-02
NB-Tomek 4.76E-02 4.60E-02 1.36E-01 5.36E-01 9.07E-02 3.10E-02
NB-Comm 7.39E-02 9.56E-02 2.90E-01 4.15E-01 6.47E-02 5.73E-02
NB-Rec 1.00E-02 1.92E-02 6.56E-02 7.57E-01 2.01E-01 1.17E-02

F1-score

SMOTE BLSMOTE ENN kmUnder OBU Baseline
NB-Basic 3.82E-01 3.78E-01 2.70E-02 5.83E-01 8.26E-01 2.33E-01
NB-Tomek 5.32E-01 4.81E-01 5.63E-02 7.42E-01 5.38E-01 3.12E-01
NB-Comm 8.02E-01 8.23E-01 1.97E-01 8.35E-01 2.96E-01 6.52E-01
NB-Rec 7.45E-02 7.40E-02 2.62E-03 1.95E-01 6.13E-01 4.45E-02

In conclusion, NB-Comm ranked best in F1-score (Table 5.6) and G-mean. The method

was also among those that provided the highest sensitivity while its average precision was

moderate. This high performance across the different measures reflects a better trade-

off between sensitivity and specificity of NB-Comm than those of other methods. For

instance, compared to OBU, NB-Comm provided comparable ranking in sensitivity while

achieving higher precision and F1-score. NB-Basic and NB-Tomek showed competitive

average ranking in F1-score. They provided different trade-offs between sensitivity,

and G-means and F1-score, to OBU and kmUnder. In particular, NB-Basic and OBU

had higher sensitivity but lower specificity (as can be seen from lower G-mean) than

NB-Tomek and kmUnder. Thus, these methods may not be compared in general as

they are suitable for different problems. To consider which method is preferable, the

error costs of classes must be specified. Lastly, NB-Rec, which achieved the highest

sensitivity among all methods, did not perform well in F1-score. NB-Rec is thus more

desirable when the classification accuracy of the positive class cannot be compromised

while misclassifying negative instances is tolerable. It was interesting that the two

well-established methods SMOTE and BLSMOTE ranked best in precision but showed

very low ranking in G-means, F1-score and sensitivity; also, ENN showed the least

improvement over the baseline in sensitivity. Thus, these well-established methods are
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the least suitable solutions for handling imbalanced problems.

Table 5.8 - 5.12 present the results using RF as the learning algorithm with the same

experiment settings. All NB-based methods ranked top in sensitivity; however, low

precision was observed in some cases. NB-Rec achieved the highest average ranking in

sensitivity among all methods but with low precision. NB-Basic provided competitive

sensitivity and G-mean with kmUnder and OBU, and also higher ranking in precision and

F1-score. NB-Tomek and NB-Comm yielded comparable trade-offs between sensitivity

and, G-mean and F1-score, with kmUnder and OBU. Finally, SMOTE, BLSMOTE, and

ENN produced the least favourable performance amongst all methods. These results are

consistent with the results obtained using SVM, which indicates a stable performance

of our methods on different learning algorithms.

5.4.3 Experiment III: Large and high-dimensional datasets

In this experiment, we aimed at validating the stability of the NB-based methods

on large and high-dimensional real-world datasets. In this experiment we compared

our methods with the top performing methods in Experiment II based on SVM with

emphasis on sensitivity, namely ENN, kmUnder, and OBU. The classification results of

the methods using SVM are presented in Table 5.13.

On the breast cancer dataset, all NB-based methods significantly improved sensitivity

and G-mean from the baseline and outperformed ENN and OBU in both metrics.

NB-Rec yielded the highest sensitivity of 86.29% and relatively high G-mean of 79.65%,

which were comparable to kmUnder. As a result of trade-offs for high sensitivity, the

NB-based methods suffered more from high FP as can be seen from lower precision

and F1-score. However, their FPR were reasonable as evidenced by fair G-mean. The

low precision and F1-score obtained were due to the nature of the dataset that is large

and extremely imbalanced, which highly affects the calculation of such metrics. That

is, precision and F1-score consider FP in comparison with TP. On a large and highly

imbalanced dataset, FP can be far greater than TP even if specificity is high. In this

case, the breast cancer data may also suffer from high class overlap since none of the

methods with relatively high sensitivity could simultaneously yield high precision and

F1-score, and vice versa.

On MNIST 3, the NB-based methods improved both sensitivity and G-mean from

the baseline. NB-Rec achieved the highest sensitivity of 99.18% and outperformed

kmUnder in all metrics. The other NB-based methods showed competitive sensitivity

with significantly higher G-means, precision, and F1-scores than kmUnder. ENN and

OBU did not show any improvement over the baseline.
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Table 5.12: p-values of the Wilcoxon Signed Rank Tests with RF baseline from Experi-
ment II

Sensitivity
SMOTE BLSMOTE ENN kmUnder OBU Baseline

NB-Basic 8.00E-02 1.76E-02 3.51E-03 3.87E-01 4.67E-01 2.08E-03
NB-Tomek 4.87E-01 2.02E-01 7.98E-02 3.67E-02 5.91E-02 5.90E-02
NB-Comm 6.40E-01 3.14E-01 1.38E-01 2.58E-02 4.50E-02 9.86E-02
NB-Rec 4.47E-03 7.83E-04 8.43E-05 8.29E-01 7.53E-01 8.02E-05

G-mean
SMOTE BLSMOTE ENN kmUnder OBU Baseline

NB-Basic 8.08E-01 6.62E-01 3.62E-01 1.00E+00 4.85E-01 2.86E-01
NB-Tomek 6.48E-01 9.00E-01 5.93E-01 8.69E-01 7.64E-01 4.85E-01
NB-Comm 5.35E-01 1.00E+00 7.49E-01 7.93E-01 9.38E-01 6.00E-01
NB-Rec 9.46E-01 4.21E-01 1.68E-01 7.15E-01 3.67E-01 1.45E-01

Precision
SMOTE BLSMOTE ENN kmUnder OBU Baseline

NB-Basic 4.16E-02 6.89E-02 1.04E-03 6.57E-01 4.15E-01 7.47E-04
NB-Tomek 1.25E-01 1.66E-01 3.85E-03 4.70E-01 2.74E-01 2.57E-03
NB-Comm 2.02E-01 3.05E-01 6.49E-03 3.53E-01 1.83E-01 5.53E-03
NB-Rec 7.72E-03 5.00E-03 8.21E-05 6.75E-01 8.45E-01 6.65E-05

F1-score
SMOTE BLSMOTE ENN kmUnder OBU Baseline

NB-Basic 1.83E-01 2.88E-01 2.83E-01 7.41E-01 5.43E-01 3.97E-01
NB-Tomek 3.12E-01 5.09E-01 4.57E-01 6.35E-01 4.03E-01 5.91E-01
NB-Comm 2.97E-01 6.65E-01 6.42E-01 5.50E-01 3.37E-01 7.96E-01
NB-Rec 7.27E-02 1.94E-01 1.24E-01 8.93E-01 6.65E-01 1.76E-01

Table 5.13: Results on large and high-dimensional datasets

Dataset Metric NB-Basic NB-Tomek NB-Comm NB-Rec ENN kmUnder OBU Baseline

Breast Cancer

sensitivity 64.52 58.87 60.48 86.29 40.32 86.29 42.74 28.23
G-mean 78.83 76.10 76.69 79.65 63.48 83.86 65.35 53.12
precision 9.66 18.02 11.81 1.95 81.97 2.77 73.61 81.40
F1-score 16.81 27.60 19.76 3.81 54.05 5.36 54.08 41.92

MNIST 3

sensitivity 94.29 92.65 93.47 99.18 82.45 95.92 82.45 82.45
G-mean 94.82 94.56 94.38 77.19 90.71 59.22 90.71 90.71
precision 31.56 37.58 31.11 5.35 90.18 3.32 90.18 90.18
F1-score 47.29 53.47 46.69 10.15 86.14 6.43 86.14 86.14

MNIST 5

sensitivity 97.42 97.42 97.42 99.26 91.14 95.94 90.96 90.96
G-mean 96.26 96.85 95.52 70.98 95.28 93.85 95.18 95.18
precision 49.72 56.53 43.28 9.10 91.99 36.78 91.98 91.98
F1-score 65.84 71.54 59.93 16.67 91.57 53.17 91.47 91.47
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Table 5.14: Comparative results with evolutionary and deep learning-based methods

Dataset
NB-based methods EVINCI CnGRSOMO* CnGRSOMU*

Sensitivity G-mean Precision F1-score G-mean F1-score Sensitivity G-mean Precision F1-score

Ecoli2 - 89.44 - - 86.20 - - - - -
Ecoli1 - - - 83.33 - 78.10 - - - -
Ecoli3 - - - 58.82 - 64.50 - - - -
Abalone0918 75.00 76.54 17.27 27.27 - - 83.50 84.48 25.00 39.00
Yeast4 90.00 87.81 18.26 30.00 - - 75.00 79.93 15.00 25.00

*Estimated results from graphs.

Similarly, on MNIST 5, the NB-based methods showed significant improvements in

sensitivity. NB-Rec achieved the highest sensitivity of 99.26% but had the lowest results

in the other metrics. NB-Basic, NB-Tomek and NB-Comm yielded better results than

kmUnder across all metrics. They also showed higher sensitivity and G-mean than

ENN and OBU. Although our methods had lower precision and F1-score than ENN

and OBU, it is worth point out that OBU did not improve the results from the baseline

whereas ENN rarely did. The low precision and F1-score of our methods were due

to unavoidable trade-offs on large and highly imbalanced datasets as discussed above.

Thus, it can be said that among the methods that promoted the detection of the class

of interest, NB-Tomek had the best performance followed by NB-Basic and NB-Comm.

In summary, the performance of our methods on the large and high-dimensional datasets

was consistent with the previous experiments. NB-Rec performed best in sensitivity on

all of these datasets and had reasonable specificity (as can be observed from G-mean);

however, it highly suffered from high FP due to the trade-off nature on the large and

highly imbalanced datasets. NB-Basic, NB-Tomek, and NB-Comm were competitive

with kmUnder and showed significantly higher improvements over ENN and OBU.

5.5 Performance Comparison with Evolutionary and

Deep Learning-Based Methods

In this section, the performance of the NB-based methods with RF classifiers is compared

with evolutionary and deep learning-based methods, namely EVINCI [81], CnGRSOMO

[62], CnGRSOMU [62] and SMOTE-CSELM [63]. Comparative results, which are based

on availability of the results in the literature, are presented in Table 5.14 and Table 5.15.

In the column named NB-based methods, results from the best performing method

among the four variants are displayed. Note that if there are more than one available

measure for the dataset, the best performing method was selected primarily based on

sensitivity. The higher value between the NB-based methods and the compared method

on each dataset is highlighted in bold.
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Table 5.15: Comparative results with a deep learning-based method

Dataset
NB-based methods SMOTE-CSELM

Sensitivity G-mean Sensitivity G-mean

Wisconsin 100.00 99.43 98.74 97.99
Pima 100.00 48.99 80.96 76.65
Glass0 100.00 68.14 100.00 82.01
Vehicle1 100.00 49.80 98.00 86.17
Vehicle0 100.00 90.65 100.00 99.46
Newthyroid1 100.00 100.00 100.00 99.16
Newthyroid2 - 95.20 - 99.16
Ecoli2 80.00 89.44 100.00 93.64
Segment0 100.00 99.24 100.00 99.67
Yeast3 100.00 94.35 100.00 93.54
Ecoli3 85.71 84.52 94.29 91.52
Yeast2vs4 90.00 94.35 100.00 94.73
Vowel0 - 91.24 - 100.00
Glass2 100.00 86.23 100.00 86.87
Yeast1vs7 100.00 90.10 100.00 79.58
Glass4 100.00 93.54 100.00 98.22
Ecoli4 75.00 83.81 100.00 98.40
Abalone0918 75.00 76.54 93.06 90.61
Ecoli0137vs26 100.00 99.07 100.00 79.06
Yeast6 57.14 74.01 100.00 89.54

As can be seen in Table 5.14, the NB-based methods were comparable to EVINCI,

CnGRSOMO and CnGRSOMU on the given datasets and metrics. Table 5.15 shows

that the NB-based methods achieved the highest sensitivity on 12 out of 18 datasets

and the highest G-mean on 5 out of 20 datasets. SMOTE-CSELM had the highest

sensitivity and G-mean each on 15 datasets. These results suggest that the NB-based

methods performed comparably to SMOTE-CSELM in terms of sensitivity but did not

perform as well in G-mean. However, the NB-based methods require lower running time

than SMOTE-CSELM, which needs O(N3) [63]. This will make the NB-based methods

more desirable when the classification problem is extremely time-critical and mainly

focus on the sensitivity.

5.6 Conclusions

In this chapter, a novel undersampling approach to handle classification of imbalanced

and overlapped datasets was presented. The approach is based on neighbourhood

searching to identify and eliminate potential negative instances in the overlapping region.

Four different variants of the approach were designed and evaluated using simulated

and real-world datasets. The four methods were compared against well-established

and state-of-the-art methods. Results showed that our methods achieved the highest
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sensitivity with competitive G-means across all imbalance degrees on both simulated

and real-world datasets. They also showed competitive performance across all degrees

of class overlap on the simulated datasets. The four variants of the proposed approach

provided different benefits and trade-offs as follows: 1) NB-Rec yielded exceptionally

high sensitivity at all degrees of class imbalance and class overlap but showed higher FP

at higher imbalance degrees. 2) NB-Basic resulted in competitive sensitivity with lower

FP than the state-of-the-art methods; 3) NB-Tomek and NB-Comm showed similar

trade-offs and were comparable to state-of-the-art methods in all metrics. These offer

alternative potential solutions that suit different real-world problems.

From the experimental results, a more consistent performance was observed across all

simulated datasets whereas some variations were observed on real-world datasets. This

may be due to the difference in data uniformity. The majority and minority classes

in the simulated datasets were uniformly distributed, but this cannot be guaranteed

in real-world scenarios. Such an issue has not been considered in this work. Thus, a

possible future direction includes integrating a density factor into the neighbourhood

searching criteria. Another potential solution is to create an adaptive method for setting

k value in the kNN rule, where the value will be dependent on the local minority class

density. For example, a higher k value may be used when the local minority class density

is lower than the local majority class density, otherwise a lower k may be considered.

In this work, only binary-class problems were considered. Multi-class datasets were

treated as a binary-class problem using the one-vs-all scheme. However, the searching

criteria of the NB-based methods can be modified and extended to handle imbalanced

datasets with more than one minority class. Finally, another interesting direction would

be to apply a global algorithm to roughly separate the overlapping and non-overlapping

regions, followed by performing a local search. Such an approach could potentially lead

to a significant reduction in processing time, which is required for large datasets.
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Chapter 6

Medical Application

In this chapter, a framework for predictive diagnostics of diseases with imbalanced

records is presented. Early diagnosis, especially of some life-threatening diseases such as

cancers and heart, is crucial for effective treatments. Supervised machine learning has

proved to be a very useful tool to serve this purpose. Historical data of patients including

clinical and demographic information is used for training learning algorithms. This

builds predictive models that provide initial diagnoses. However, in the medical domain,

it is common to have the positive class under-represented in a dataset. In such a scenario,

a typical learning algorithm tends to be biased towards the negative class, which is

the majority class, and misclassify positive cases. To reduce the classification bias, we

propose the usage of our overlap-based undersampling methods to improve the visibility

of the minority class in the region where the two classes overlap. Results showed more

successful application of our methods over others with higher prediction accuracy in

positive cases and good trade-offs between sensitivity and specificity. Part of this work

was reported in the 16th International Conference on Artificial Intelligence Applications

[147] and Innovations, and another part is to be published in the International Journal

of Neural Systems [131].

6.1 Overview

In the medical domain, it is important that prevention and early diagnosis are carried

out to avoid further complications and achieved better treatment outcomes [148]. Hence,

detecting possible existence or occurrence of diseases is of high interest in supervised

learning. This is achieved by training classification models to predict patients’ conditions

based on the given symptoms and their personal information. However, it is common

101



that a medical dataset has an uneven class distribution. In many situations, the class

of interest rarely occurs, hence its samples are relatively limited and under-represented

in the data. Traditional learning algorithms tend to be biased towards the majority

class and fail to detect anomaly cases, which belong to the minority class. A number

of solutions have been proposed to handle such an issue. Many of them focused on a

medical dataset of a specific disease [141,149,150] while others proved their performance

on several medical-related datasets [151,152].

Learning from imbalanced medical datasets are seen in a wide range of problems. Besides

classification of well-known public datasets such as breast cancer Wisconsin and Pima

Indian diabetes, other types of classification tasks have also been carried out. These

include classification of electrodiogram (ECG) heartbeats [153], image classification of

breast cancer [141] and video classification of bowel cancer [149]. Regardless of problem

types, a common objective is to achieve high prediction accuracy, especially on the

positive class.

Rebalancing class distributions seems to be a typical approach to handle imbalanced

medical datasets [141, 154]. However, it was shown in literature and also earlier in

this work that solutions based on improving the visibility of positive samples in the

overlapping region could produce significantly higher positive class accuracy [1, 18,48].

In this chapter, an application of the overlap-based undersampling methods on medical

diagnoses from imbalanced datasets is presented. One of each OBU-based and NB-based

methods will be demonstrated. Since high sensitivity is preferred, BoostOBU and

NB-Rec, which often achieved the highest sensitivity among the methods, were used.

Datasets of various diseases were considered. These include heart disease, cancers,

thyroid and some of the most common neurological disorders, namely epilepsy and

Parkinson’s disease (PD).

6.2 Towards Computer-Aided Diagnosis for Imbalanced

Medical Records

Despite high interests in classification of medical data, the common issue of imbalanced

class distributions is not often addressed [155]. This is evidenced by a review paper

discussing existing methods used for medical datasets classification, where only 1 out of

71 proposed solutions take into account the class imbalanced issue [155].

To tackle class imbalance, long-established methods such as random undersampling,

SMOTE [12], ENN [105] and ADASYN [74] were still used in many recent studies
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[148,156]. Although improvements in results were reported, they have been constantly

outperformed by newer methods. Novel methods for handling imbalanced medical

datasets have also been proposed. In [152], the authors selectively oversampled minority

class instances based on their nearest neighbours. Minority class instances were defined

as noise, unstable or boundary samples. Then, noisy instances were removed and

only boundary instances were oversampled using linear interpolation techniques. The

method showed improvement over SMOTE and a SMOTE-based method. However,

it has disadvantages of high parameter dependency and the risk of losing important

information in eliminating minority class instances.

In [157], a new technique for determining the final output of the classifier was developed.

Unlike the traditional maximum vote approach, classes were predicted based on the

highest weight that was the combination of accuracy, sensitivity, specificity and AUC.

Results showed trivial improvement over the traditional method. More importantly, the

improvement might not be attributed to increases in the minority class accuracy, which

is highly desirable in the medical domain.

Wan et al. designed a scoring function that assigned ranking to differentiate between

minority class and majority class instances [158]. Boosting was adopted to carried

out automatic scoring. The method could improved sensitivity on medical datasets

further than a cost-sensitive approach and other well-known ensemble-based methods.

Moreover, it has the benefit of no prior costs required, which is often unknown and hard

to estimate.

One of the latest techniques, Generative Adversarial Net (GAN), was employed in [151] to

synthesise minority class instances. It was combined with a multilayer extreme learning

machine (ELM) algorithm and showed superior performance to other techniques such

as weighting and SMOTE. The method was also shown to consumed low computational

time.

Rather than using a method to broadly handle datasets of multiple diseases, many

studies focused on a specific disease such as cancers [141, 149, 156], polyps [159] and

osteoporosis [148]. For instance, Yuan et al. proposed an ensemble-based deep learning

approach for detecting bowel cancer [149]. They modified the loss function to penalise

the classifier when it misclassified samples that were correctly classified in the previous

iteration. However, results showed that the method was comparable to a long-established

ensemble, RUSBoost, in terms of sensitivity and computational time. Other methods for

classification of cancer datasets were also proposed [141,160]. In [141], an evolutionary

algorithm was used as an undersampling technique to select the most significant samples.

The undersampling was then used in combination with Boosting. Results showed that
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Figure 6.1: The proposed framework for classification of imbalanced medical datasets

classification of a breast cancer dataset was improved compared to other ensemble-based

techniques. Similarly, in [160], a cost-sensitive ensemble integrated with a genetic

algorithm was proposed to handle an imbalanced breast thermogram dataset. The

method provided higher sensitivity than other existing ones. However, a common

drawback of these ensemble-based solutions is high computational costs.

Electrocardiogram (ECG) of heartbeats is also of high interest and generally highly

imbalanced, where most heartbeats are normal. With complicated components and

morphology of ECG, deep convolutional neural networks (CNN) are often employed for

classification tasks [150,153]. To enhance the performance, CNN is used in combination

with many other techniques such as Borderline-SMOTE, feature selection and two-phase

training [161]. The two-phase training technique introduced by Havaei et al. [161]

is known as a promising training technique for imbalanced data. In the first stage,

balanced data is used for training so that CNN can distinguish different classes. Then,

in the second stage, the original imbalanced data is fed to fine-tune the output layer

parameters.

6.3 Improving Predictive Models

The framework for improving prediction on imbalanced medical datasets is presented in

Fig. 6.1. Firstly, the training data is preprocessed using normalisation and an overlap-

based undersampling technique. Then, the preprocessed data is used to train a learning

algorithm to build a predictive model. Finally, the model is evaluated on the testing

data.

In the data preprocessing step, an overlap-based undersampling method is applied

aiming at maximising the presence of minority class instances in the overlapping region.

BoostOBU or NB-Rec, which were shown in the previous chapters to often achieve the
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highest sensitivity while having competitive G-mean with other methods, is used. Since

both methods employ distance-based techniques, they are prone to noise sensitivity. To

address the issue, the data is normalised before BoostOBU or NB-Rec is applied. The

standard scores (z-scores) are used as the normalisation method.

6.4 Application of BoostOBU

The use of BoostOBU in the framework was demonstrated on predictive diagnostics of

neurological disorders that widely affect people around the world and increase the risk

of premature death – epilepsy and Parkinson’s disease. We used an epileptic seizure

recognition dataset and a PD dataset obtained from the UCI repository [129].

Epileptic seizure

The epileptic seizure recognition dataset contains brain activity in the form of Elec-

troencephalogram (EEG) signals. It has 11, 500 samples, of which are 2, 300 epileptic

seizure (positive) cases and 9, 200 cases with no seizures (negative) making imb = 4 or

80% negative instances. Each sample consists of 178 features, which are the values of

EEG recorded at a different point in time.

Parkinson’s disease

The data was collected by Max Little of the University of Oxford, in collaboration with

the National Centre for Voice and Speech, Colorado. The dataset contains 195 speech

signal samples with imb = 3.06, which is 147 samples with PD and 48 healthy samples.

Each sample has 23 features, but only 22 were used in the experiment as the patient

ID was excluded. Note that on this dataset, even though the positive class (PD) is the

majority class, all resampling methods were not modified and were applied based on

the minority and majority class concept.

The same settings as detailed in Chapter 4, where BoostOBU with SVM as the learning

algorithm was proven successful, were used. Each dataset was partitioned into a

training set and a testing set at 80:20, where the testing data was only used to evaluate

the model for the result report. During model training, 10-fold cross-validation was

employed to automatically select the C parameter of SVM for the best overall accuracy.

Results are ported in terms of sensitivity, specificity, G-mean and F1-score, which are

common evaluation metrics used in the epilepsy and PD-related literature [162, 163].
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Table 6.1: Results on epilepsy and Parkinson’s disease predictions

Dataset Metric/µth Baseline SMOTE BLSMOTE kmUnder SMOTE-ENN SMTBagging RusBoost BoostOBU

Epilepsy sensitivity 92.83 97.83 96.52 93.04 97.83 95.87 98.04 98.26
specificity 98.10 97.23 97.45 95.63 97.28 98.15 97.12 92.88
G-mean 95.43 97.53 96.98 94.33 97.55 97.00 97.58 95.53
F1-score 92.62 93.65 93.38 98.21 93.75 94.33 93.57 86.67
µth - - - - - - - 0.499985

Parkinson’s sensitivity 96.55 96.55 100.00 89.66 93.10 75.86 96.55 100.00
specificity 55.56 77.78 77.78 88.89 44.44 100.00 88.89 100.00
G-mean 73.24 86.66 88.19 89.27 64.33 87.10 92.64 100.00
F1-score 91.80 94.92 96.67 92.86 88.52 86.27 96.55 100.00
µth - - - - - - 0.266147

The performance of BoostOBU was compared against SMOTE [12], BLSMOTE [59],

k-means undersampling (kmUnder) [14], SMOTE-ENN [132], SMOTEBagging [68], and

RUSBoost [67]. The parameter setting discussed in Chapter 4 was followed.

6.4.1 Results and Discussions

The proposed framework with BoostOBU showed favourable classification performance

on the epileptic seizure and PD datasets. Highest sensitivity among the methods was

achieved on both datasets. Detailed results are shown in Table 6.1, where the highest

value in each evaluation metric is highlighted in bold.

Table 6.1 shows that BoostOBU provided the highest detection rate of epileptic seizures

of 98.26%. Even though it obtained the lowest accuracy on the healthy cases, which

is indicated by low specificity and F1-score, its G-mean was comparable to the other

methods. This suggests a comparable trade-off between sensitivity and specificity.

Moreover, it can be seen that all methods performed relatively well. This could be

partly due to the availability of sufficient samples of both classes and a low imbalance

degree even though there may be a high degree of class overlap as evidenced by µth

near 0.5 of BoostOBU.

On the PD dataset, BoostOBU achieved 100% accuracy on both PD and healthy test

cases, which clearly outperformed all other methods. The low µth indicates that the

dataset tends to have small class overlap, and thus relatively few majority class samples

might have been removed by BoostOBU. Among the methods, which include both class

distribution-based and class overlap-based methods, BoostOBU is the only method

whose sampling amount depend on class overlap, not the class imbalance degree. This

may have enabled more accurate and necessary removal of overlapped majority class

instances over the other methods, which led to the highest performance of BoostOBU.
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Table 6.2: Datasets for the Application of NB-Rec

dataset instances features imb %neg

Wisconsin 683 9 1.86 65.00
Thoracic 470 17 5.71 85.11
Cleveland 173 13 12.31 92.49
Thyroid 7200 21 12.48 92.58
Breast cancer 102294 117 163.20 99.39

6.5 Application of NB-Rec

Five well-known medical datasets – Wisconsin, Thoracic, Cleveland, Thyroid and Breast

cancer, were experimented. The first four were obtained from the UCI repository [129].

The Breast cancer dataset was given as a challenge in the KDD Cup 20081. In all

datasets, the positive class is the minority class. We cleaned the datasets so that there

were no missing values. Their general information are presented in Table 6.2 in ascending

order of imbalance ratio.

Wisconsin breast cancer

The Wisconsin breast cancer dataset, widely-known as Wisconsin, was collected at the

University of Wisconsin Hospitals, USA during 1989-1991. The class labels are diagnoses

of malignant (positive) or benign (negative) breast mass. Other given information is

cells characteristics.

Thoracic surgery

The data was collected from patients who underwent major lung resections for primary

lung cancer at Wroclaw Thoracic Surgery Centre, Poland during 2007-2011. The

prediction labels are one-year survival period, which are died (positive) and survived

(negative). Model training and prediction will be based on patients’ personal information,

conditions, behavior and symptoms.

Cleveland heart disease

The dataset consists of databases obtained from patients in different regions: Cleveland,

Long Beach, Hungary and Switzerland. Patients with the presence of heart disease

(positive) are to be distinguished from those with absence (negative).

1https://www.kdd.org/kdd-cup/view/kdd-cup-2008
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Thyroid

The records were provided by the Garavan Institute of Sydney, Australia. The objective

is to determine whether a patient referred to the clinic is hypothyroid. The original

dataset contains 3 classes: normal, hyperfunction and subnormal function. In this

experiment, we identified both hyperfunction and subnormal function as hypothyroid

(positive). The normal cases (negative) occupies over 92 % of the dataset.

Breast cancer

The dataset is composed of features computed from X-ray images of breasts for early

detection of breast cancer. Each sample is labelled with malignant (positive) or benign

(negative). This dataset is very large and extremely imbalanced with positive instances

of less than 1%.

All datasets were partitioned into training and testing data at 70:30, where the testing

data was only used during model evaluation for the result report. RF was chosen as

the learning algorithm as it is one of the most-frequently used classifiers for imbalanced

datasets [11]. Also, it showed promising results on sensitivity with a better trade-off

between sensitivity and specificity than other algorithms [148]. This is also evidenced

by the result presented in Experiment II of Chapter 5. The default settings of RF in

caret package in R including mtree = 500 were used. Results are provided in terms

of sensitivity, specificity, G-mean and F1-score, which allow broad comparison with

the literature. The performance of NB-Rec was compared against well-established and

state-of-the-art algorithms. These were SMOTE [12], BLSMOTE [59], DBSMOTE [39]

and k-means undersampling [14]. The parameters of these methods were set as in the

original works. Except for KDD’s breast cancer, where sufficient data was available,

10-fold cross-validation was used in the training phase for the purpose of model selection

with the best mtry setting in RF.

6.5.1 Results and Discussions

Experimental results showed that the proposed framework with NB-Rec was effective

in handling classification of the medical datasets. NB-Rec showed better results than

the well-established and state-of-the-art methods by achieving the highest sensitivity

and the highest G-mean on most datasets. Across all datasets, sensitivity and G-mean

were significantly improved over the baseline (RF with no resampling). These results

are presented in Table 6.3 - 6.7.
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Table 6.3: Results on Wisconsin

method sensitivity specificity G-mean F1-score

baseline 94.37 96.97 95.66 94.37
NB-Rec 98.59 93.18 95.85 93.33
SMOTE 94.37a 96.97a 95.66a 94.37a

BLSMOTE 94.37a 96.97a 95.66a 94.37a

DBSMOTE 94.37a 96.97a 95.66a 94.37a

kmUnder 95.77b 95.45b 95.61b 93.79b

a

No changes in the results after applying the method
b

Results obtained with modified parameter setting

Table 6.4: Results on Thoracic

method sensitivity specificity G-mean F1-score

baseline 0.00 99.17 0.00 0.00
NB-Rec 95.24 5.83 23.57 25.97
SMOTE 9.52 89.17 29.14 11.11
BLSMOTE 9.52 87.50 28.87 10.53
DBSMOTE 9.52 97.50 30.47 15.38
kmUnder 80.95 20.83 41.07 25.56

Table 6.3 shows the results on Wisconsin breast cancer dataset. The NB-Rec method

provided the highest sensitivity of 98.59% and the highest G-mean of 95.85%. These

were achieved with high specificity and F1-score. It should be noted that the other

methods failed to work on this dataset. In particular, the SMOTE-based methods, i.e.,

SMOTE, BLSMOTE and DBSMOTE, had no effects on the classification results. This

could have been because insufficient positive samples were synthesised, which was due

to their objective to rebalance data. As a result, the presence of the positive class,

especially around the boundary regions, could not be improved. As opposed, NB-Rec

does not factor the imbalance ratio and the removal only depends on the amount of

class overlap. Lastly, kmUnder could not be carried out using the k value proposed in

the original work since there were fewer distinct samples than k. Thus, we replaced it

with k = Nminority/2. However, it did not give better results than NB-Rec.

As shown in Table 6.4, NB-Rec achieved the best sensitivity and F1-score on Thoracic

surgery dataset. It is worth pointing out that this dataset is very hard to classify. This

can be seen from the baseline results that none of the positive test cases were correctly

identified. Moreover, none of the methods could produce high sensitivity and high

specificity at the same time. These high trade-offs between the accuracy of the two

classes indicates that the dataset is likely to suffer from severe class overlap. Due to

such a trade-off, the NB-Rec method had the lowest specificity but achieve very high

sensitivity of 95.24% compared to 9.52% of the SMOTE-based methods and 80.95% of

kmUnder.
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Table 6.5: Results on Cleveland

method sensitivity specificity G-mean F1-score

baseline 33.33 100.00 57.74 50.00
NB-Rec 100.00 93.75 96.82 66.67
SMOTE 100.00 97.92 98.95 85.71
BLSMOTE 100.00 91.67 95.74 60.00
DBSMOTE 100.00 100.00 100.00 100.00
kmUnder 100.00 39.58 62.92 17.14

Table 6.6: Results on Thyroid

method sensitivity specificity G-mean F1-score

baseline 98.74 99.75 99.24 97.82
NB-Rec 100.00 99.20 99.60 95.21
SMOTE 98.74a 99.75a 99.24a 97.82a

BLSMOTE 98.11 98.15 98.13 88.64
DBSMOTE 98.74a 99.75a 99.24a 97.82a

kmUnder 0.00 100.00 0.00 0.00
a

No changes in the results after applying the method

From Table 6.5, NB-Rec perfectly classified the positive test cases on the Cleveland

heart disease dataset. Its specificity and G-mean were high and comparable to SMOTE,

BLSMOTE and DBSMOTE. Due to the high class imbalance nature of the dataset,

F1-score of NB-Rec was much lower than those of SMOTE and DBSMOTE even though

their specificity values were not far different. This is because F1-score considers TP

and FP. Thus, in a highly class imbalanced situation, F1-score can be strongly affected

by high FP, which could be misleading when considering the metric alone. Compared

to kmUnder, NB-Rec provided a substantially better trade-off between sensitivity and

specificity. This could be attributed to less information loss of the NB-Rec method.

As can be seen from Table 6.6, the NB-Rec method provided the highest sensitivity

of 100% as well as the highest G-mean of 99.60% on the Thyroid dataset. This is

evidence of the best trade-off between sensitivity and specificity among the methods.

NB-Rec also yielded high specificity and F1-score, which were competitive with the other

methods except kmUnder, which completely failed to handle the dataset. SMOTE and

DBSMOTE led to no changes in the classification results whereas BLSMOTE resulted

in lower sensitivity compared to the baseline.

Finally, results on the large and extremely imbalanced dataset of breast cancer are

presented in Table 6.7. NB-Rec achieved the second highest sensitivity, which was lower

than kmUnder but significantly higher than the other methods. However, essentially

higher specificity, G-mean and F1-score of NB-Rec indicate that the method had a

better trade-off than kmUnder. NB-Rec showed high specificity and the highest G-mean
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Table 6.7: Results on Breast cancer

method sensitivity specificity G-mean F1-score

baseline 29.57 99.98 54.37 44.72
NB-Rec 74.73 93.49 83.59 12.03
SMOTE 45.16 99.75 67.12 48.55
BLSMOTE 33.33 99.89 57.70 44.13
DBSMOTE 36.02 99.84 59.97 44.37
kmUnder 93.01 40.27 61.20 1.86

of 83.59%. Low F1-score of NB-Rec was due to the bias caused by high class imbalance

as discussed above.

6.6 Conclusions

It has been shown that some of the most promising undersampling methods presented

in this thesis, namely BoostOBU and NB-Rec, were successfully applied to the medical

problems. The predictive diagnostics of diseases including life-threatening and highly-

affected neurological diseases with imbalanced records were demonstrated. Consistent

results of both methods with previous experiments were achieved. BoostOBU and

NB-Rec provided high sensitivity and often with favourable trade-offs with specificity.

On nearly all datasets, their sensitivity was the highest among many methods while

comparable G-mean was obtained. This can be attributed to the following advantages.

First, the resampling amount of our undersampling methods is independent of class

imbalance and based on the amount of class overlap. Second, BoostOBU and NB-

Rec specifically addresses the problem of class overlap, which often causes errors in

classification. Furthermore, both methods employ adaptive parameters and do not

need any parameter settings. These enable generalisation of the framework across any

medical datasets. Above all, these results suggest a successful application of our overlap-

based methods in an important real-world domain. It should be noted that in this

work, we have assumed the highest sensitivity was preferred even with specificity being

among the lowest as compared to other methods. This would be suitable in a medical-

related problem where misidentifying positive cases comes at an unacceptably high

cost. However, in a more compromised situation, other overlap-based undersampling

methods presented in this thesis, which offer various trade-offs between sensitivity and

specificity, could be considered. Moreover, to allow wider applicability on real-world

medical problems, a framework for multi-class datasets should be developed. Other

application domains may also be explored in the future.
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Chapter 7

Conclusions and Future Work

This chapter summarises the main findings resulting from this body of work.

In this thesis, it has been shown that:

� Existing methods for handling classification of imbalanced datasets focus mainly

on skewed class distributions and borderline instances. Some aim to rebalance

class distributions while some others address the issue of instances overlapping

near the class boundary.

� Class overlap highly affects classification of imbalanced datasets, and it also

influences the impact of class imbalance. That is, the effect of class imbalance

depends on the presence and the amount of class overlap. However, relatively few

solutions deal with instances in the entire overlapping region.

� Class overlap often affects the minority class more than the majority class. Thus,

by accurately identifying and removing majority class instances from the over-

lapping region, high sensitivity and good trade-offs between higher sensitivity

and lower specificity can be achieved. This approach proved to significantly im-

prove classification performance on imbalanced datasets and outperformed some

state-of-the-art class distribution-based methods.

7.1 Summary

This thesis has provided a critical review of literature on classification of imbalanced

datasets including well-established and state-of-the-art solutions. For an in-depth

discussion, solutions were categorised into class distribution-based focus and class
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overlap-based focus to allow comparisons. Other methods employing emerging techniques

were also discussed. Moreover, a comprehensive study on the impact of class overlap

on imbalanced dataset classification was carried out. This was presented through an

extensive experiment at the full scale of class overlap and an extreme range of class

imbalance. Results clearly showed that class overlap had a higher impact on the learning

algorithm’s performance than class imbalance.

The importance of the class overlap problem was highlighted by findings from the

literature as well as the experimental results. This motivated us to develop new

solutions to address the issue of class imbalance in imbalanced datasets. Unlike most

existing methods, we aimed at removing the presence of class overlap by means of

undersampling. This was achieved by eliminating majority class instances from such a

region considering that the majority class was less affected by class overlap than the

minority class. Following this idea, several methods were designed with the challenging

task of identifying overlapped instances.

The new approaches presented in this thesis are OBU [18] along with its extensions –

AdaOBU and BoostOBU [131], and the novel NB-based methods [1]. The OBU-based

methods search for overlapped negative instances based on global clustering on the

dataset whereas the NB-based methods perform the search locally using kNN. OBU

employs a soft clustering algorithm to identify instances with uncertainty in membership

degrees, which indicate that the instances are likely to be in the overlapping region.

Experimental results showed that significant improvement in sensitivity with relatively

small trade-offs with specificity was achieved using OBU. However, the universal setting

of the elimination threshold caused some variations in the results. AdaOBU was then

introduced to address this issue. AdaOBU extends OBU with an adaptive elimination

threshold, which was proved to enable the amount of eliminated majority class instances

to be proportional to the class overlap degree. Results suggest that this helped reduce

the problem of insufficient or excessive elimination. Moreover, the adaptive threshold

replaces the need for fine tuning and enables generalisation of the method across various

datasets. BoostOBU is a hybrid method developed to increase the accuracy in detecting

overlapped instances. It incorporates an oversampling method to emphasise the minority

class boundary in order to enhance the performance of the clustering algorithm. The more

accurate removal of overlapped instances of BoostOBU is evidenced by the statistically

significant improvements in all metrics over OBU and AdaOBU. Furthermore, the

method showed better performance than other well-established and state-of-the-art

methods including those using hybrid and ensemble techniques.

The NB-based approach employs a neighbourhood searching algorithm and has four

variants with different criteria to determine instances for elimination. All of the four

113



variants achieved the highest sensitivity and competitive G-mean when comparing

against other well-known methods. Results also showed clearly that the four methods

provided different benefits and trade-offs. This offers users with choices of potential

solutions that suit different needs in real-world problems.

Finally, a successful application of the overlap-based methods in the medical domain

was demonstrated. A framework for predictive diagnostics of diseases with imbalanced

records [131, 147] was presented. Life-threatening and highly-affected neurological

diseases such as cancer, heart disease, epilepsy and Parkinson’s disease were considered.

The highest detection of positive test cases and favourable G-mean were often achieved.

Moreover, the benefit of adaptive parameters and no parameter tuning required by the

methods enable the generalisation of the framework across any medical datasets.

The more effective performance of the new overlap-based approaches presented in this

thesis over other common resampling techniques can be attributed to several advantages

as follows. First, their undersampling rates are independent of class imbalance and

are proportional to the overlap degree. Second, elimination of instances outside the

overlapping region is limited and kept as small as possible. These result in reduced

information loss of the majority class while attempting to maximise the visibility of

the minority class. Significantly higher sensitivity with relatively lower specificity as

a trade-off will be achieved accordingly. Different trade-offs offered by these methods

provide more alternatives to real-world users in selecting the best fit solution to the

problem.

In conclusion, the achievements on the objectives set out in Chapter 1 are as follows:

� This work has investigated and critically reviewed literature on imbalanced dataset

classification and solutions.

� This work has assessed and objectively evaluated the impact of class imbalance and

class overlap on a learning algorithm’s performance. An experimental framework

to assess the scale of impact was created. This included developing a method to

measure the degree of class overlap and designing an experiment to compare the

two factors.

� In this work, two novel approaches consisting of seven methods to improve the

classification of imbalanced datasets have been created. The methods aim at

minimising the presence of class overlap while at the same time maximising the

visibility of the minority class. Techniques to identify and remove majority class

instances in the overlapping region were designed and developed.

� The developed methods have been evaluated across extensive class imbalance and
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class overlap degrees using a wide range of data including simulated, real-world

and large datasets. The evaluation was also carried out against well-established

and state-of-the-art techniques. Results proved competitive performance of our

methods with existing ones. Significant improvement in classification especially in

terms of sensitivity was achieved.

7.2 Limitations and Future Work

The novel methods presented in this thesis proved to offer competitive solutions for

handling class imbalance and class overlap with state-of-the-art methods. However, this

work can be further improved and extended to overcome some of the limitations as

follows.

� In the OBU-based methods, namely OBU, AdaOBU and BoostOBU, it is assumed

that the positive and negative classes could be roughly represented by two distinct

clusters. With this assumption, the problem of small disjuncts or within-cluster

variation has not been considered. To address this, a method to find the optimal

number of clusters may be utilised. One of the most commonly-used methods is

the elbow method, in which the sums of squared distances at various numbers of

clusters are calculated and graphed. The optimal number of clusters is determined

from when adding another cluster does not further improve the result. The

elbow method has been used largely with k-means clustering [164, 165], which has

virtually identical objective functions as the soft clustering algorithm used in OBU.

Thus, the elbow method can be used with k-means to find the optimal cluster

number prior to performing soft clustering. Alternatively, hierarchical clustering

or other less time-consuming adaptive techniques [166,167] may be employed.

� The self-adaptive elimination threshold of AdaOBU and BoostOBU may be

improved by also factoring in other data characteristics such as class density and

local data density, which could be obtained using such techniques proposed in [136].

Alternatively, a density-based k-means algorithm [168–170] may be modified to

serve the purpose. Moreover, since the performance of BoostOBU could be highly

dependant on how BLSMOTE performs, other oversampling methods that could

provide better outcomes may be explored. Another limitation of the OBU-based

methods is the dependency on FCM, which is a distance-based technique. The

well-known curse of dimensionality due to the use of a distance-based algorithm

could affect the performance of the method on high-dimensional datasets. This

issue may be addressed with other improved soft clustering algorithms that showed

less dependency on similarity measure such as ones proposed in [137,138]. The
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technique used in [171], which utilises kernel fuzzy C-means (KFCM) and a local

density adaptive diffusion maps (LDM), is also interesting. While the Euclidean

distance was replaced with kernel methods in KFCM, LDM could provide reliable

similarity description and dimensionality reduction. This would address the

sensitivity issue in both data dimensionality and noise of FCM. Alternatively,

simply projecting data onto a lower-dimensional space using a technique such as

Principle Components Analysis may be considered.

� In the NB-based methods, Euclidean distance is used in determining neighbouring

instances. It was shown that the methods were more robust on simulated datasets,

whose positive and negative classes were uniformly distributed. Thus, possible

improvement to the NB-based methods is incorporating data density into the

neighbourhood searching criteria. This can be achived using a modified kNN

algorithm that considers both distance-based and density-based affinity measures

[172] or an adaptive kNN algorithm based on local density and distribution

proposed in [60]. Alternatively, an adaptive k based on relative local density,

where a higher k is used when the surrounding minority class density is lower

than that of the majority class, may be designed. This will also potentially

help diminish the effect of under-representation of minority class instances in the

overlapping region.

� This research work is limited to binary-class datasets. Extending the methods to

handle multi-class datasets where the minority classes are positive subclasses will

make them generalised across a wider range of problems. The OBU-based methods

can be extended as ensemble-based methods using binarisation techniques [142].

This will be done by first obtaining binary-class subsets of the original multi-class

datasets using the one-vs-all scheme. Then, the OBU-based methods can be

straightly applied to each subset of the training data. Weak learners as a result

of several training sets would then be used to produce the final outcome based

on a common technique such as majority voting. Alternatively, modifications

of the OBU-based methods to handle imbalanced multi-class datasets are also

achievable. Since FCM is applicable to multi-class problems, the remaining

task is to re-design the elimination criteria of the methods. This will involve

a modification to consider several membership degrees instead of two degrees

of each instance. For example, removing uncertain negative instances whose

max(µpos1 , µpos2 , ..., µposi−1)−max(µneg1 , µneg2 , ..., µnegj−1) ≥ µth, where i and j

are the number of positive and negative classes, respectively, could be an initial

idea for further investigation of the problem. The elimination threshold, µth, needs

to be empirically set to ensure proper elimination; otherwise, its adaptive form

116



can be modified to suit multi-class problems accordingly. On the other hand, the

NB-based methods can potentially be applied to handle multi-class datasets. This

is because in the neighbourhood search and the elimination criteria, an instance

will be considered as a positive or negative instance regardless of the subclass it

belongs to. Performance evaluation of the methods against other existing ones

on multi-class problems need to be carried out. However, when not all positive

subclasses are of equal importance, their costs may be taken into account so that

proper removal of positive instances belonging to a less important subclass is

allowed.

� Finally, to expand knowledge in the context of the class overlap problem in

imbalanced data classification, the use of emerging techniques is encouraged.

These are such as deep learning algorithms and evolutionary algorithms, which are

self-learning and capable of providing optimal results. The use of such algorithms

have been widely proposed to address the class imbalance problem [87, 89, 91]

whereas class overlap was rarely discussed.
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Table A.1: Sensitivity results for the full 66 datasets

Dataset
Sensitivity Value/Rank

Baseline SMOTE BLSMOTE kmUnder SMOTE-ENN SMTBagging RUSBoost OBU AdaOBU BoostOBU

Glass1 25.00 9 37.50 7 62.50 4 62.50 4 12.50 10 37.50 7 62.50 4 75.00 2 87.50 1 75.00 2
Ecoli0vs1 0.00 9 50.00 6 50.00 6 66.67 5 0.00 9 83.33 3 83.33 4 100.00 1 100.00 1 33.33 8
Wisconsin 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Pima 100.00 1 100.00 1 0.00 9 100.00 1 100.00 1 100.00 1 0.00 9 100.00 1 100.00 1 100.00 1
Iris0 80.00 8 86.67 5 80.00 8 100.00 1 66.67 10 86.67 5 86.67 3 100.00 1 86.67 3 86.67 5
Glass0 80.00 8 90.00 3 60.00 10 90.00 3 80.00 8 90.00 3 90.00 3 90.00 3 100.00 1 100.00 1
Yeast1 42.86 9 71.43 6 42.86 9 100.00 1 71.43 6 71.43 6 85.71 4 100.00 1 85.71 4 100.00 1
Haberman 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Vehicle2 71.43 7 71.43 7 85.71 4 78.57 5 50.00 10 71.43 7 78.57 5 100.00 1 100.00 1 100.00 1
Vehicle1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 90.00 8 100.00 1 100.00 1 90.00 8 90.00 8
Vehicle3 0.00 7 0.00 7 33.33 3 33.33 6 33.33 3 33.33 3 0.00 7 100.00 1 66.67 2 0.00 7
Glass0123vs456 100.00 1 100.00 1 100.00 1 100.00 1 0.00 9 100.00 1 100.00 1 0.00 9 100.00 1 100.00 1
Vehicle0 66.67 8 60.00 9 80.00 5 73.33 7 60.00 9 80.00 5 86.67 4 100.00 1 100.00 1 100.00 1
Ecoli1 0.00 10 66.67 4 66.67 4 66.67 2 33.33 8 33.33 8 66.67 2 66.67 4 100.00 1 66.67 4
Newthyroid1 100.00 1 100.00 1 100.00 1 100.00 1 50.00 10 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Newthyroid2 0.00 2 0.00 2 0.00 2 100.00 1 0.00 2 0.00 2 0.00 2 0.00 2 0.00 2 0.00 2
Ecoli2 80.00 4 100.00 1 80.00 4 60.00 9 60.00 9 80.00 4 100.00 1 80.00 4 100.00 1 80.00 4
Segment0 18.75 10 50.00 6 43.75 8 56.25 4 31.25 9 56.25 4 50.00 6 75.00 2 68.75 3 81.25 1
Glass6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Yeast3 100.00 1 100.00 1 14.29 10 100.00 1 57.14 9 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Ecoli3 57.14 7 57.14 7 57.14 7 100.00 1 100.00 1 57.14 7 100.00 1 100.00 1 100.00 1 100.00 1
Pageblocks0 81.98 10 92.79 5 95.50 3 91.89 6 93.69 4 91.89 7 90.09 8 87.39 9 100.00 1 100.00 1
Yeast2vs4 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Ecoli067vs35 50.00 4 50.00 4 50.00 4 50.00 4 50.00 4 50.00 4 75.00 1 75.00 1 75.00 1 50.00 4
Glass015vs2 0.00 9 33.33 4 33.33 4 66.67 1 0.00 9 33.33 4 33.33 4 66.67 1 66.67 1 33.33 4
Yeast02579vs368 73.68 9 78.95 6 73.68 9 78.95 6 84.21 1 84.21 1 84.21 1 84.21 1 78.95 6 84.21 1
Ecoli046vs5 100.00 1 100.00 1 75.00 7 100.00 1 100.00 1 75.00 7 100.00 1 100.00 1 75.00 7 75.00 7
Ecoli0267vs35 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1
Glass04vs5 100.00 1 100.00 1 0.00 10 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Ecoli0346vs5 75.00 1 75.00 1 25.00 10 75.00 1 75.00 1 75.00 1 75.00 1 75.00 1 75.00 1 75.00 1
Yeast05679vs4 58.49 9 73.58 6 81.13 3 73.58 5 47.17 10 60.38 8 71.70 7 88.68 1 77.36 4 84.91 2
Vowel0 89.23 9 96.92 6 89.23 9 100.00 1 98.46 5 95.38 8 95.38 7 100.00 1 100.00 1 100.00 1
Ecoli067vs5 75.00 3 75.00 3 75.00 3 75.00 3 75.00 3 75.00 3 75.00 3 100.00 1 100.00 1 75.00 3
Ecoli0147vs2356 60.00 2 60.00 2 60.00 2 60.00 2 60.00 2 60.00 2 60.00 2 60.00 2 80.00 1 60.00 2
Led7digit02456789vs1 71.43 7 85.71 2 85.71 2 71.43 7 71.43 7 85.71 2 100.00 1 85.71 2 85.71 2 71.43 7
Ecoli01vs5 50.00 1 50.00 1 25.00 10 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1 50.00 1
Glass0146vs2 33.33 8 66.67 6 100.00 1 100.00 1 33.33 8 100.00 1 66.67 6 100.00 1 100.00 1 33.33 8
Glass2 0.00 5 0.00 5 0.00 5 100.00 1 100.00 1 0.00 5 100.00 1 100.00 1 0.00 5 0.00 5
Cleveland0vs4 50.00 2 0.00 6 0.00 6 100.00 1 0.00 6 0.00 6 50.00 2 50.00 2 50.00 2 0.00 6
Ecoli0146vs5 100.00 1 100.00 1 75.00 10 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Shuttle0vs4 92.31 8 94.87 6 92.31 8 97.44 5 71.79 10 94.87 6 100.00 1 100.00 1 100.00 1 100.00 1
Yeast1vs7 41.86 9 88.37 5 81.40 8 95.35 2 25.58 10 88.37 5 95.35 2 95.35 1 93.02 4 88.37 5
Glass4 95.35 4 95.35 4 81.40 9 95.35 7 65.12 10 95.35 4 95.35 7 100.00 1 100.00 1 100.00 1
Ecoli4 38.10 9 71.43 7 76.19 6 85.71 3 21.43 10 69.05 8 78.57 5 85.71 2 90.48 1 83.33 4
Pageblocks13vs2 100.00 1 100.00 1 100.00 1 100.00 1 72.22 10 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Abalone0918 97.87 3 97.87 3 97.87 3 100.00 1 97.87 3 97.87 3 97.87 9 100.00 1 97.87 9 97.87 3
Dermatology6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 50.00 10 100.00 1 100.00 1 100.00 1
Glass016vs5 60.00 8 90.00 1 50.00 9 70.00 7 50.00 9 90.00 1 90.00 1 80.00 4 80.00 4 80.00 4
Shuttle2vs4 41.18 10 74.12 6 78.82 4 71.76 7 51.76 9 71.76 8 75.29 5 82.35 3 85.88 2 87.06 1
Yeast1458vs7 66.67 6 66.67 6 33.33 9 100.00 1 0.00 10 83.33 3 83.33 5 83.33 3 100.00 1 66.67 6
Glass5 0.00 9 33.33 8 83.33 2 66.67 4 0.00 9 66.67 5 100.00 1 50.00 7 83.33 3 66.67 5
Yeast2vs8 0.00 9 33.33 1 33.33 1 33.33 6 0.00 9 33.33 1 16.67 7 33.33 1 16.67 7 33.33 1
Yeast4 70.00 9 90.00 2 100.00 1 90.00 2 40.00 10 80.00 7 90.00 2 80.00 7 90.00 2 90.00 2
Winequalityred4 0.00 10 40.00 4 40.00 4 90.00 1 40.00 4 30.00 8 20.00 9 50.00 2 50.00 2 40.00 4
Yeast1289vs7 75.00 3 75.00 3 0.00 8 50.00 6 0.00 8 75.00 3 100.00 1 0.00 8 100.00 1 25.00 7
Winequalityred8vs6 0.00 10 33.33 8 100.00 1 100.00 1 66.67 7 33.33 8 100.00 1 66.67 4 66.67 4 66.67 4
Ecoli0137vs26 30.00 9 60.00 4 80.00 1 80.00 1 30.00 9 60.00 4 60.00 4 80.00 1 60.00 4 50.00 8
Abalone21vs8 0.00 8 50.00 5 0.00 8 100.00 1 50.00 5 0.00 8 50.00 5 100.00 1 100.00 1 100.00 1
Yeast6 62.50 9 100.00 1 87.50 6 75.00 7 50.00 10 100.00 1 100.00 1 75.00 7 100.00 1 100.00 1
Winequalitywhite3vs7 25.00 5 0.00 7 0.00 7 100.00 1 0.00 7 0.00 7 100.00 1 75.00 3 75.00 3 25.00 5
Winequalityred8vs67 0.00 6 0.00 6 0.00 6 100.00 1 0.00 6 0.00 6 33.33 5 100.00 1 100.00 1 66.67 4
Abalone19vs10111213 0.00 10 16.67 4 16.67 4 33.33 3 16.67 8 16.67 4 16.67 8 50.00 1 50.00 1 16.67 4
Winequalitywhite39vs5 0.00 7 0.00 7 20.00 6 100.00 1 0.00 7 0.00 7 60.00 2 40.00 3 40.00 3 40.00 3
Shuttle2vs5 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Winequalityred3vs5 0.00 10 50.00 2 50.00 2 100.00 1 50.00 2 50.00 2 50.00 2 50.00 2 50.00 2 50.00 2
Abalone19 71.43 8 85.71 3 85.71 3 71.43 9 42.86 10 85.71 3 100.00 1 85.71 3 100.00 1 85.71 3
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Table A.2: Specificity results for the full 66 datasets

Dataset
Specificity Value/Rank

Baseline SMOTE BLSMOTE kmUnder SMOTE-ENN SMTBagging RUSBoost OBU AdaOBU BoostOBU

Glass1 99.27 1 91.24 4 86.13 6 84.67 7 98.54 2 91.97 3 81.75 8 67.88 9 61.31 10 87.59 5
Ecoli0vs1 100.00 1 95.29 3 94.20 4 82.97 7 99.28 2 88.65 6 82.85 8 60.63 9 53.02 10 92.03 5
Wisconsin 100.00 1 100.00 1 92.86 10 100.00 1 100.00 1 100.00 1 92.86 9 100.00 1 100.00 1 100.00 1
Pima 100.00 1 98.15 6 96.30 8 92.59 10 100.00 1 96.30 8 96.30 7 100.00 1 100.00 1 100.00 1
Iris0 98.04 1 96.08 2 94.12 4 86.27 10 90.20 7 96.08 2 92.16 5 86.27 9 92.16 5 90.20 7
Glass0 100.00 1 100.00 1 92.86 7 98.21 5 100.00 1 100.00 1 96.43 6 57.14 9 55.36 10 67.86 8
Yeast1 98.33 1 93.33 3 90.00 5 75.00 10 96.67 2 93.33 3 88.33 7 76.67 9 86.67 8 88.33 6
Haberman 100.00 1 98.41 6 98.41 6 100.00 1 100.00 1 98.41 6 96.83 10 100.00 1 100.00 1 98.41 6
Vehicle2 82.14 2 78.57 4 64.29 7 75.00 6 89.29 1 78.57 4 78.57 3 53.57 8 39.29 9 39.29 10
Vehicle1 100.00 1 96.88 6 100.00 1 93.75 7 90.63 9 100.00 1 100.00 1 93.75 7 100.00 1 59.38 10
Vehicle3 100.00 1 94.29 5 94.29 5 57.14 8 97.14 3 94.29 5 100.00 1 31.43 9 28.57 10 97.14 3
Glass0123vs456 97.14 8 100.00 1 100.00 1 91.43 10 100.00 1 100.00 1 100.00 1 100.00 1 97.14 9 100.00 1
Vehicle0 88.89 1 81.48 2 70.37 5 66.67 6 77.78 3 77.78 3 59.26 7 25.93 10 51.85 8 51.85 9
Ecoli1 100.00 1 97.44 3 97.44 3 53.85 8 100.00 1 97.44 3 74.36 6 43.59 9 38.46 10 61.54 7
Newthyroid1 100.00 1 100.00 1 100.00 1 95.00 6 100.00 1 95.00 6 82.50 9 60.00 10 95.00 6 100.00 1
Newthyroid2 100.00 1 100.00 1 100.00 1 53.66 10 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Ecoli2 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 94.59 10 100.00 1 100.00 1 100.00 1
Segment0 100.00 1 57.78 6 55.56 8 66.67 3 71.11 2 62.22 4 55.56 7 53.33 9 57.78 5 33.33 10
Glass6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Yeast3 97.22 8 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 88.89 10 94.44 9 100.00 1
Ecoli3 100.00 1 100.00 1 100.00 1 97.22 7 100.00 1 100.00 1 100.00 1 88.89 8 80.56 9 69.44 10
Pageblocks0 98.17 1 94.20 7 91.65 8 95.21 4 96.54 3 94.60 5 94.40 6 98.07 2 23.01 10 36.56 9
Yeast2vs4 100.00 1 100.00 1 100.00 1 94.32 8 100.00 1 100.00 1 87.50 9 97.73 7 78.41 10 100.00 1
Ecoli067vs35 100.00 1 100.00 1 97.50 6 100.00 1 100.00 1 100.00 1 87.50 8 80.00 9 77.50 10 97.50 6
Glass015vs2 100.00 1 96.77 4 80.65 6 54.84 8 100.00 1 100.00 1 90.32 5 16.13 10 29.03 9 64.52 7
Yeast02579vs368 99.45 1 95.58 3 83.98 8 95.03 5 95.58 3 96.13 2 92.27 7 64.64 10 93.92 6 66.85 9
Ecoli046vs5 100.00 1 97.22 5 97.22 5 97.22 5 97.22 5 97.22 5 94.44 10 100.00 1 100.00 1 100.00 1
Ecoli0267vs35 100.00 1 97.50 5 95.00 8 95.00 8 97.50 5 97.50 5 95.00 8 100.00 1 100.00 1 100.00 1
Glass04vs5 100.00 1 100.00 1 100.00 1 93.75 9 100.00 1 100.00 1 100.00 1 81.25 10 100.00 1 100.00 1
Ecoli0346vs5 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 94.59 10 100.00 1 100.00 1 100.00 1
Yeast05679vs4 84.00 1 71.00 5 63.00 7 73.00 4 79.00 2 74.00 3 68.00 6 14.00 10 33.00 8 32.00 9
Vowel0 96.96 5 99.75 2 96.96 5 99.24 4 100.00 1 99.49 3 94.94 7 64.30 9 61.77 10 81.52 8
Ecoli067vs5 100.00 1 100.00 1 97.50 8 100.00 1 100.00 1 100.00 1 100.00 1 95.00 9 95.00 9 100.00 1
Ecoli0147vs2356 100.00 1 96.72 4 83.61 9 93.44 8 96.72 4 96.72 4 98.36 2 96.72 4 77.05 10 98.36 2
Led7digit02456789vs1 100.00 1 96.30 3 100.00 1 92.59 7 96.30 3 95.06 5 91.36 8 88.89 9 87.65 10 95.06 5
Ecoli01vs5 100.00 1 100.00 1 97.73 9 100.00 1 100.00 1 100.00 1 95.45 10 100.00 1 100.00 1 100.00 1
Glass0146vs2 94.59 4 97.30 1 94.59 4 70.27 8 97.30 1 78.38 7 89.19 6 35.14 10 37.84 9 97.30 1
Glass2 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Cleveland0vs4 100.00 1 100.00 1 100.00 1 65.63 10 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Ecoli0146vs5 100.00 1 98.08 5 96.15 9 92.31 10 98.08 5 98.08 5 98.08 5 100.00 1 100.00 1 100.00 1
Shuttle0vs4 97.67 2 96.12 5 96.12 5 93.80 9 97.67 2 96.90 4 94.57 8 96.12 5 56.59 10 100.00 1
Yeast1vs7 93.60 1 72.00 6 70.40 7 76.00 4 91.20 2 78.40 3 68.00 8 21.60 10 24.00 9 72.80 5
Glass4 97.60 3 96.80 5 96.00 6 98.40 2 99.20 1 97.60 3 96.00 6 37.60 10 39.20 9 43.20 8
Ecoli4 94.44 1 76.19 5 76.19 5 74.60 7 94.44 1 79.37 3 76.98 4 22.22 10 27.78 9 32.54 8
Pageblocks13vs2 98.88 5 99.44 4 98.88 5 100.00 1 100.00 1 100.00 1 93.30 7 91.62 9 82.68 10 92.18 8
Abalone0918 92.05 4 90.91 9 92.05 4 94.32 2 95.45 1 93.18 3 92.05 7 0.00 10 92.05 7 92.05 4
Dermatology6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 98.51 10 100.00 1 100.00 1 100.00 1
Glass016vs5 97.89 1 88.42 4 84.21 8 86.32 7 94.74 2 89.47 3 78.95 10 88.42 4 83.16 9 88.42 4
Shuttle2vs4 93.36 1 72.99 5 61.61 7 70.62 6 85.31 2 74.88 3 72.99 4 56.87 8 56.87 9 51.18 10
Yeast1458vs7 100.00 1 84.71 4 78.82 6 64.71 10 96.47 2 84.71 4 91.76 3 65.88 9 78.82 7 75.29 8
Glass5 100.00 1 84.15 7 87.43 5 68.85 10 97.81 2 87.98 4 78.69 8 85.25 6 73.77 9 91.80 3
Yeast2vs8 100.00 1 80.30 7 80.30 7 75.76 10 98.48 2 83.33 5 90.91 4 83.33 5 78.79 9 93.18 3
Yeast4 98.91 1 95.65 4 95.65 4 93.48 7 98.91 1 95.65 4 92.39 8 88.04 9 86.96 10 97.83 3
Winequalityred4 100.00 1 88.35 4 87.06 5 30.42 10 89.00 3 90.94 2 86.73 6 56.63 9 61.17 8 78.96 7
Yeast1289vs7 100.00 1 91.30 8 94.57 7 72.83 9 97.83 5 95.65 6 100.00 1 100.00 1 71.74 10 98.91 4
Winequalityred8vs6 100.00 1 92.13 3 94.49 2 38.58 10 91.34 5 92.13 3 79.53 7 70.87 9 78.74 8 89.76 6
Ecoli0137vs26 99.65 1 93.36 5 88.46 7 82.87 10 98.25 2 94.06 3 89.51 6 84.62 9 86.36 8 94.06 3
Abalone21vs8 100.00 1 98.23 4 99.12 3 91.15 7 98.23 6 98.23 4 100.00 1 50.44 10 53.98 9 87.61 8
Yeast6 99.31 2 98.61 4 97.92 5 94.10 9 99.31 2 97.92 5 94.79 8 95.14 7 90.97 10 99.65 1
Winequalitywhite3vs7 100.00 1 96.02 4 93.75 6 5.11 10 96.59 3 96.59 2 69.32 9 75.00 8 94.89 5 92.61 7
Winequalityred8vs67 100.00 1 93.41 5 94.61 4 38.92 10 93.41 6 96.41 3 78.44 7 73.05 8 67.07 9 97.01 2
Abalone19vs10111213 100.00 1 89.94 3 83.33 7 66.04 10 92.14 2 87.42 5 89.62 4 66.35 8 66.35 8 84.91 6
Winequalitywhite39vs5 99.31 1 92.78 5 90.72 6 11.68 10 93.47 3 97.59 2 89.00 7 81.44 8 80.76 9 93.13 4
Shuttle2vs5 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Winequalityred3vs5 100.00 1 96.32 5 97.79 3 50.00 10 96.32 4 96.32 5 88.24 7 63.97 8 58.82 9 100.00 1
Abalone19 100.00 1 94.46 5 88.24 8 94.12 6 100.00 1 91.35 7 84.43 10 95.50 4 86.51 9 95.85 3
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Table A.3: G-mean results for the full 66 datasets

Dataset
G-mean Value/Rank

Baseline SMOTE BLSMOTE kmUnder SMOTE-ENN SMTBagging RUSBoost OBU AdaOBU BoostOBU

Glass1 49.82 9 58.49 8 73.37 2 72.75 4 35.10 10 58.73 7 71.48 5 71.35 6 73.25 3 81.05 1
Ecoli0vs1 0.00 9 69.03 6 68.63 7 74.37 4 0.00 9 85.95 1 83.09 2 77.86 3 72.81 5 55.39 8
Wisconsin 100.00 1 100.00 1 96.36 10 100.00 1 100.00 1 100.00 1 96.36 9 100.00 1 100.00 1 100.00 1
Pima 100.00 1 99.07 6 0.00 9 96.23 8 100.00 1 98.13 7 0.00 9 100.00 1 100.00 1 100.00 1
Iris0 88.56 7 91.25 3 86.77 9 92.88 2 77.54 10 91.25 3 89.37 5 92.88 1 89.37 5 88.41 8
Glass0 89.44 5 94.87 1 74.64 8 94.02 3 89.44 5 94.87 1 93.16 4 71.71 10 74.40 9 82.38 7
Yeast1 64.92 9 81.65 7 62.11 10 86.60 4 83.09 6 81.65 7 87.01 3 87.56 2 86.19 5 93.99 1
Haberman 100.00 1 99.20 6 99.20 6 100.00 1 100.00 1 99.20 6 98.40 10 100.00 1 100.00 1 99.20 6
Vehicle2 76.60 3 74.91 4 74.23 6 76.76 2 66.82 8 74.91 4 78.57 1 73.19 7 62.68 9 62.68 10
Vehicle1 100.00 1 98.43 4 100.00 1 96.82 5 95.20 7 94.87 8 100.00 1 96.82 5 94.87 8 73.10 10
Vehicle3 0.00 7 0.00 7 56.06 2 43.64 6 56.90 1 56.06 2 0.00 7 56.06 2 43.64 5 0.00 7
Glass0123vs456 98.56 6 100.00 1 100.00 1 95.62 8 0.00 9 100.00 1 100.00 1 0.00 9 98.56 7 100.00 1
Vehicle0 76.98 2 69.92 8 75.03 3 69.92 7 68.31 9 78.88 1 71.66 6 50.92 10 72.01 4 72.01 5
Ecoli1 0.00 10 80.60 1 80.60 1 59.91 6 57.74 7 56.99 8 70.41 3 53.91 9 62.02 5 64.05 4
Newthyroid1 100.00 1 100.00 1 100.00 1 97.47 5 70.71 10 97.47 5 90.83 8 77.46 9 97.47 5 100.00 1
Newthyroid2 0.00 2 0.00 2 0.00 2 73.25 1 0.00 2 0.00 2 0.00 2 0.00 2 0.00 2 0.00 2
Ecoli2 89.44 4 100.00 1 89.44 4 77.46 9 77.46 9 89.44 4 97.26 3 89.44 4 100.00 1 89.44 4
Segment0 43.30 10 53.75 5 49.30 8 61.24 3 47.14 9 59.16 4 52.70 6 63.25 1 63.03 2 52.04 7
Glass6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Yeast3 98.60 6 100.00 1 37.80 10 100.00 1 75.59 9 100.00 1 100.00 1 94.28 8 97.18 7 100.00 1
Ecoli3 75.59 7 75.59 7 75.59 7 98.60 3 100.00 1 75.59 7 100.00 1 94.28 4 89.75 5 83.33 6
Pageblocks0 89.71 8 93.49 4 93.55 2 93.54 3 95.11 1 93.24 5 92.22 7 92.57 6 47.97 10 60.46 9
Yeast2vs4 100.00 1 100.00 1 100.00 1 97.12 8 100.00 1 100.00 1 93.54 9 98.86 7 88.55 10 100.00 1
Ecoli067vs35 70.71 4 70.71 4 69.82 9 70.71 4 70.71 4 70.71 4 81.01 1 77.46 2 76.24 3 69.82 9
Glass015vs2 0.00 9 56.80 3 51.85 5 60.46 1 0.00 9 57.74 2 54.87 4 32.79 8 43.99 7 46.37 6
Yeast02579vs368 85.60 7 86.87 4 78.66 8 86.62 5 89.72 2 89.97 1 88.15 3 73.78 10 86.11 6 75.03 9
Ecoli046vs5 100.00 1 98.60 3 85.39 9 98.60 3 98.60 3 85.39 9 97.18 6 100.00 1 86.60 7 86.60 7
Ecoli0267vs35 70.71 1 69.82 5 68.92 8 68.92 8 69.82 5 69.82 5 68.92 8 70.71 1 70.71 1 70.71 1
Glass04vs5 100.00 1 100.00 1 0.00 10 96.82 8 100.00 1 100.00 1 100.00 1 90.14 9 100.00 1 100.00 1
Ecoli0346vs5 86.60 1 86.60 1 50.00 10 86.60 1 86.60 1 86.60 1 84.23 9 86.60 1 86.60 1 86.60 1
Yeast05679vs4 70.09 4 72.28 2 71.49 3 73.29 1 61.04 7 66.84 6 69.82 5 35.24 10 50.53 9 52.12 8
Vowel0 93.02 6 98.32 3 93.02 6 99.62 1 99.23 2 97.42 4 95.16 5 80.19 9 78.60 10 90.29 8
Ecoli067vs5 86.60 3 86.60 3 85.51 10 86.60 3 86.60 3 86.60 3 86.60 3 97.47 1 97.47 1 86.60 3
Ecoli0147vs2356 77.46 2 76.18 5 70.83 10 74.88 9 76.18 5 76.18 5 76.82 3 76.18 5 78.51 1 76.82 3
Led7digit02456789vs1 84.52 7 90.85 3 92.58 2 81.33 10 82.94 8 90.27 4 95.58 1 87.29 5 86.68 6 82.40 9
Ecoli01vs5 70.71 1 70.71 1 49.43 10 70.71 1 70.71 1 70.71 1 69.08 9 70.71 1 70.71 1 70.71 1
Glass0146vs2 56.15 10 80.54 4 97.26 1 83.83 3 56.95 8 88.53 2 77.11 5 59.27 7 61.51 6 56.95 8
Glass2 0.00 5 0.00 5 0.00 5 100.00 1 100.00 1 0.00 5 100.00 1 100.00 1 0.00 5 0.00 5
Cleveland0vs4 70.71 2 0.00 6 0.00 6 81.01 1 0.00 6 0.00 6 70.71 2 70.71 2 70.71 2 0.00 6
Ecoli0146vs5 100.00 1 99.03 5 84.92 10 96.08 9 99.03 5 99.03 5 99.03 5 100.00 1 100.00 1 100.00 1
Shuttle0vs4 94.95 7 95.50 6 94.20 8 95.60 5 83.74 9 95.88 4 97.25 3 98.04 2 75.23 10 100.00 1
Yeast1vs7 62.60 7 79.77 5 75.70 6 85.13 1 48.30 8 83.24 2 80.52 3 45.38 10 47.25 9 80.21 4
Glass4 96.47 2 96.07 4 88.40 6 96.86 1 80.37 7 96.47 2 95.67 5 61.32 10 62.61 9 65.73 8
Ecoli4 59.98 6 73.77 5 76.19 3 79.97 1 44.99 9 74.03 4 77.77 2 43.64 10 50.13 8 52.07 7
Pageblocks13vs2 99.44 4 99.72 3 99.44 4 100.00 1 84.98 10 100.00 1 96.59 6 95.72 8 90.93 9 96.01 7
Abalone0918 94.91 4 94.33 9 94.91 4 97.12 1 96.66 2 95.50 3 94.91 7 0.00 10 94.91 7 94.91 4
Dermatology6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 70.18 10 100.00 1 100.00 1 100.00 1
Glass016vs5 76.64 8 89.21 2 64.89 10 77.73 7 68.82 9 89.74 1 84.29 3 84.11 4 81.56 6 84.11 4
Shuttle2vs4 62.00 10 73.55 2 69.69 6 71.19 4 66.45 9 73.31 3 74.13 1 68.44 7 69.89 5 66.75 8
Yeast1458vs7 81.65 4 75.15 6 51.26 9 80.44 5 0.00 10 84.02 3 87.45 2 74.10 7 88.78 1 70.85 8
Glass5 0.00 9 52.96 8 85.36 2 67.75 6 0.00 9 76.58 5 88.71 1 65.29 7 78.41 3 78.23 4
Yeast2vs8 0.00 9 51.74 4 51.74 4 50.25 6 0.00 9 52.70 2 38.92 7 52.70 2 36.24 8 55.73 1
Yeast4 83.21 9 92.78 3 97.80 1 91.72 4 62.90 10 87.48 7 91.19 5 83.93 8 88.47 6 93.83 2
Winequalityred4 0.00 10 59.45 2 59.01 3 52.32 7 59.66 1 52.23 8 41.65 9 53.21 6 55.30 5 56.20 4
Yeast1289vs7 86.60 2 82.75 5 0.00 8 60.34 6 0.00 8 84.70 3 100.00 1 0.00 8 84.70 4 49.73 7
Winequalityred8vs6 0.00 10 55.42 8 97.21 1 62.11 7 78.03 3 55.42 8 89.18 2 68.73 6 72.45 5 77.36 4
Ecoli0137vs26 54.68 9 74.84 5 84.12 1 81.42 3 54.29 10 75.12 4 73.28 6 82.28 2 71.98 7 68.58 8
Abalone21vs8 0.00 8 70.08 6 0.00 8 95.47 1 70.08 7 0.00 8 70.71 5 71.02 4 73.47 3 93.60 2
Yeast6 78.78 9 99.30 2 92.56 6 84.01 8 70.46 10 98.95 3 97.36 4 84.47 7 95.38 5 99.83 1
Winequalitywhite3vs7 50.00 4 0.00 7 0.00 7 22.61 6 0.00 7 0.00 7 83.26 2 75.00 3 84.36 1 48.12 5
Winequalityred8vs67 0.00 6 0.00 6 0.00 6 62.39 4 0.00 6 0.00 6 51.13 5 85.47 1 81.89 2 80.42 3
Abalone19vs10111213 0.00 10 38.72 5 37.27 9 46.92 3 39.19 4 38.17 7 38.65 6 57.60 1 57.60 1 37.62 8
Winequalitywhite39vs5 0.00 7 0.00 7 42.60 5 34.18 6 0.00 7 0.00 7 73.08 1 57.08 3 56.84 4 61.03 2
Shuttle2vs5 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Winequalityred3vs5 0.00 10 69.40 5 69.93 3 70.71 1 69.40 4 69.40 5 66.42 7 56.56 8 54.23 9 70.71 1
Abalone19 84.52 8 89.98 5 86.97 7 81.99 9 65.47 10 88.49 6 91.89 2 90.48 4 93.01 1 90.64 3
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Table A.4: F1-score results for the full 66 datasets

Dataset
F1-score Value/Rank

Baseline SMOTE BLSMOTE kmUnder SMOTE-ENN SMTBagging RUSBoost OBU AdaOBU BoostOBU

Glass1 36.36 2 26.09 7 31.25 3 29.41 4 18.18 10 27.27 5 26.32 6 20.69 8 20.59 9 38.71 1
Ecoli0vs1 0.00 9 12.50 1 10.53 2 5.30 6 0.00 9 9.52 3 6.54 4 3.55 7 2.99 8 5.41 5
Wisconsin 100.00 1 100.00 1 93.75 9 100.00 1 100.00 1 100.00 1 93.75 9 100.00 1 100.00 1 100.00 1
Pima 100.00 1 66.67 6 0.00 9 33.33 8 100.00 1 50.00 7 0.00 9 100.00 1 100.00 1 100.00 1
Iris0 85.71 3 86.67 1 80.00 8 81.08 6 66.67 10 86.67 1 81.25 4 81.08 7 81.25 4 78.79 9
Glass0 88.89 4 94.74 1 60.00 7 90.00 3 88.89 4 94.74 1 85.71 6 41.86 10 44.44 9 52.63 8
Yeast1 54.55 7 62.50 3 37.50 10 48.28 9 71.43 1 62.50 3 60.00 5 50.00 8 57.14 6 66.67 2
Haberman 100.00 1 88.89 6 88.89 6 100.00 1 100.00 1 88.89 6 80.00 10 100.00 1 100.00 1 88.89 6
Vehicle2 68.97 2 66.67 5 66.67 5 68.75 3 58.33 10 66.67 5 70.97 1 68.29 4 62.22 9 62.22 8
Vehicle1 100.00 1 95.24 4 100.00 1 90.91 8 86.96 9 94.74 5 100.00 1 90.91 7 94.74 6 56.25 10
Vehicle3 0.00 7 0.00 7 33.33 2 10.53 6 40.00 1 33.33 2 0.00 7 20.00 4 13.33 5 0.00 7
Glass0123vs456 66.67 7 100.00 1 100.00 1 40.00 8 0.00 9 100.00 1 100.00 1 0.00 9 66.67 6 100.00 1
Vehicle0 71.43 2 62.07 8 68.57 5 62.86 7 60.00 9 72.73 1 66.67 6 60.00 9 69.77 3 69.77 4
Ecoli1 0.00 10 66.67 1 66.67 1 17.39 8 50.00 3 40.00 4 26.67 5 14.81 9 20.00 6 20.00 6
Newthyroid1 100.00 1 100.00 1 100.00 1 66.67 5 66.67 7 66.67 7 36.36 9 20.00 10 66.67 5 100.00 1
Newthyroid2 0.00 2 0.00 2 0.00 2 9.52 1 0.00 2 0.00 2 0.00 2 0.00 2 0.00 2 0.00 2
Ecoli2 88.89 3 100.00 1 88.89 3 75.00 9 75.00 9 88.89 3 83.33 8 88.89 3 100.00 1 88.89 3
Segment0 31.58 9 37.21 6 32.56 8 45.00 3 29.41 10 42.86 5 36.36 7 48.98 1 47.83 2 44.07 4
Glass6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Yeast3 93.33 6 100.00 1 25.00 10 100.00 1 72.73 9 100.00 1 100.00 1 77.78 8 87.50 7 100.00 1
Ecoli3 72.73 5 72.73 5 72.73 5 93.33 3 100.00 1 72.73 5 100.00 1 77.78 4 66.67 9 56.00 10
Pageblocks0 82.73 3 76.01 6 70.90 8 78.46 4 83.53 2 76.69 5 75.19 7 85.46 1 22.70 10 26.27 9
Yeast2vs4 100.00 1 100.00 1 100.00 1 66.67 8 100.00 1 100.00 1 47.62 9 83.33 7 34.48 10 100.00 1
Ecoli067vs35 66.67 1 66.67 1 57.14 6 66.67 1 66.67 1 66.67 1 50.00 8 40.00 9 37.50 10 57.14 6
Glass015vs2 0.00 9 40.00 2 20.00 5 21.05 4 0.00 9 50.00 1 28.57 3 12.90 8 14.81 6 13.33 7
Yeast02579vs368 82.35 1 71.43 4 45.16 8 69.77 5 74.42 3 76.19 2 65.31 7 32.32 10 66.67 6 33.68 9
Ecoli046vs5 100.00 1 88.89 3 75.00 9 88.89 3 88.89 3 75.00 9 80.00 8 100.00 1 85.71 6 85.71 6
Ecoli0267vs35 66.67 1 57.14 5 50.00 8 50.00 8 57.14 5 57.14 5 50.00 8 66.67 1 66.67 1 66.67 1
Glass04vs5 100.00 1 100.00 1 0.00 10 66.67 8 100.00 1 100.00 1 100.00 1 40.00 9 100.00 1 100.00 1
Ecoli0346vs5 85.71 1 85.71 1 40.00 10 85.71 1 85.71 1 85.71 1 66.67 9 85.71 1 85.71 1 85.71 1
Yeast05679vs4 62.00 4 64.46 3 64.66 2 65.55 1 50.51 10 57.66 6 61.79 5 50.54 9 50.93 8 54.22 7
Vowel0 85.93 5 97.67 3 85.93 5 97.74 2 99.22 1 96.12 4 84.35 7 47.97 9 46.26 10 64.04 8
Ecoli067vs5 85.71 1 85.71 1 75.00 10 85.71 1 85.71 1 85.71 1 85.71 1 80.00 8 80.00 8 85.71 1
Ecoli0147vs2356 75.00 1 60.00 4 33.33 10 50.00 8 60.00 4 60.00 4 66.67 2 60.00 4 34.78 9 66.67 2
Led7digit02456789vs1 83.33 2 75.00 3 92.31 1 55.56 8 66.67 5 70.59 4 66.67 5 54.55 9 52.17 10 62.50 7
Ecoli01vs5 66.67 1 66.67 1 33.33 10 66.67 1 66.67 1 66.67 1 50.00 9 66.67 1 66.67 1 66.67 1
Glass0146vs2 33.33 8 66.67 2 75.00 1 35.29 7 40.00 5 42.86 4 44.44 3 20.00 10 20.69 9 40.00 5
Glass2 0.00 5 0.00 5 0.00 5 100.00 1 100.00 1 0.00 5 100.00 1 100.00 1 0.00 5 0.00 5
Cleveland0vs4 66.67 1 0.00 6 0.00 6 26.67 5 0.00 6 0.00 6 66.67 1 66.67 1 66.67 1 0.00 6
Ecoli0146vs5 100.00 1 88.89 5 66.67 9 66.67 9 88.89 5 88.89 5 88.89 5 100.00 1 100.00 1 100.00 1
Shuttle0vs4 92.31 4 91.36 6 90.00 7 89.41 8 80.00 9 92.50 3 91.76 5 93.98 2 58.21 10 100.00 1
Yeast1vs7 52.17 7 65.52 5 60.87 6 71.93 1 33.85 10 70.37 2 66.13 3 45.05 8 44.94 9 66.09 4
Glass4 94.25 2 93.18 4 84.34 6 95.35 1 77.78 7 94.25 2 92.13 5 52.44 10 53.09 9 54.78 8
Ecoli4 49.23 6 58.82 5 61.54 3 65.45 1 31.03 10 59.79 4 63.46 2 40.91 9 44.44 7 43.21 8
Pageblocks13vs2 94.74 4 97.30 3 94.74 4 100.00 1 83.87 6 100.00 1 75.00 7 70.59 9 53.73 10 72.00 8
Abalone0918 92.00 3 91.09 8 92.00 3 66.67 9 94.85 1 92.93 2 92.00 3 51.65 10 92.00 3 92.00 3
Dermatology6 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 57.14 10 100.00 1 100.00 1 100.00 1
Glass016vs5 66.67 1 60.00 3 33.33 10 46.67 8 50.00 6 62.07 2 46.15 9 55.17 4 47.06 7 55.17 4
Shuttle2vs4 52.24 10 61.46 2 57.51 6 58.65 4 55.00 9 61.31 3 62.14 1 56.91 7 58.63 5 56.49 8
Yeast1458vs7 80.00 1 34.78 5 15.38 9 28.57 6 0.00 10 41.67 3 55.56 2 25.00 8 40.00 4 25.81 7
Glass5 0.00 9 10.81 8 29.41 2 11.94 7 0.00 9 25.00 3 23.53 4 16.67 6 16.95 5 32.00 1
Yeast2vs8 0.00 9 11.76 4 11.76 4 10.00 7 0.00 9 13.33 2 10.53 6 13.33 2 5.71 8 23.53 1
Yeast4 77.78 4 78.26 3 83.33 2 72.00 6 53.33 10 72.73 5 69.23 7 55.17 9 58.06 8 85.71 1
Winequalityred4 0.00 10 16.00 2 14.81 3 7.69 6 16.67 1 14.63 4 7.55 7 6.71 9 7.41 8 10.13 5
Yeast1289vs7 85.71 2 40.00 4 0.00 8 12.90 7 0.00 8 54.55 3 100.00 1 0.00 8 23.53 6 33.33 5
Winequalityred8vs6 0.00 10 14.29 5 46.15 1 7.14 9 25.00 2 14.29 5 18.75 4 9.52 8 12.50 7 22.22 3
Ecoli0137vs26 42.86 1 34.29 3 31.37 5 23.88 9 33.33 4 36.36 2 26.09 7 25.81 8 21.82 10 31.25 6
Abalone21vs8 0.00 8 40.00 2 0.00 8 28.57 4 40.00 2 0.00 8 66.67 1 6.67 7 7.14 6 22.22 5
Yeast6 66.67 4 80.00 2 66.67 4 38.71 9 57.14 6 72.73 3 51.61 7 42.86 8 38.10 10 94.12 1
Winequalitywhite3vs7 40.00 1 0.00 7 0.00 7 4.57 6 0.00 7 0.00 7 12.90 3 11.76 4 37.50 2 11.11 5
Winequalityred8vs67 0.00 6 0.00 6 0.00 6 5.56 4 0.00 6 0.00 6 5.00 5 11.76 2 9.84 3 40.00 1
Abalone19vs10111213 0.00 10 5.13 4 3.33 9 3.45 8 6.25 1 4.26 6 5.00 5 5.17 2 5.17 2 3.64 7
Winequalitywhite39vs5 0.00 7 0.00 7 6.06 5 3.75 6 0.00 7 0.00 7 15.00 1 6.56 3 6.35 4 14.81 2
Shuttle2vs5 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1 100.00 1
Winequalityred3vs5 0.00 10 25.00 3 33.33 2 5.56 7 25.00 3 25.00 3 10.53 6 3.85 8 3.39 9 66.67 1
Abalone19 83.33 1 41.38 5 25.53 9 34.48 6 60.00 2 31.58 7 23.73 10 46.15 4 26.42 8 48.00 3
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