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Abstract: This paper aims to improve the stability and robustness of the state-of-charge estimation
algorithm for lithium-ion batteries. A new internal resistance-polarization circuit model is constructed
on the basis of the Thevenin equivalent circuit to characterize the difference in internal resistance
between charge and discharge. The extended Kalman filter is improved through adding an adaptive
noise tracking algorithm and the Kalman gain in the unscented Kalman filter algorithm is improved
by introducing a dynamic equation. In addition, for benignization of outliers of the two above-
mentioned algorithms, a new dual Kalman algorithm is proposed in this paper by adding a transfer
function and through weighted mutation. The model and algorithm accuracy is verified through
working condition experiments. The result shows that: the errors of the three algorithms are all
maintained within 0.8% during the initial period and middle stages of the discharge; the maximum
error of the improved extension of Kalman algorithm is over 1.5%, that of improved unscented
Kalman increases to 5%, and the error of the new dual Kalman algorithm is still within 0.4% during
the latter period of the discharge. This indicates that the accuracy and robustness of the new dual
Kalman algorithm is better than those of traditional algorithm.

Keywords: internal resistance—polarization circuit model; forgetting factor recursive least squares;
dual Kalman filter; adaptive noise correction; dynamic function improvement

1. Introduction
1.1. Motivation and Challenges

In recent years, electric vehicles (EVs) powered by lithium-ion battery (LiB) have
become an indispensable part of the development of new energy. For EVs, it is not only
necessary to continue to look for battery materials with excellent performance, but also
to have a battery management system (BMS) to prevent the spontaneous combustion,
self-explosion, and other dangerous incidents involving lithium-ion batteries under certain
extreme conditions [1]. An accurate lithium-ion battery model is the basis for improving
state-of-charge (SOC) estimation accuracy [2]. Therefore, the construction of an accurate
battery model is the key to the BMS. We combine the equivalent circuit model identifica-
tion theory of the battery with the SOC estimation method to lay the foundation for the
subsequent accurate estimation of the SOC [3]. A targeted composite equivalent circuit
model of aviation LiB is proposed, and the parameter identification method based on
this model is introduced [4]. Impedance spectroscopy is used to model the LiBs, and an
equivalent model with high fidelity is proposed, which can better reflect the internal state
of the battery [5]. The equivalent hydraulic model was studied and the state-of-health
(SOH) of the LiB was estimated [6].
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1.2. Literature Review

Apart from research on the above-mentioned battery models, experts also analyzed
factors that affect lithium-ion battery models. By studying the influence of measuring the
time scale on the internal resistance characterization method of the LiB, the accuracy of
LiB parameter identification was improved [7]. A split battery model was proposed, and
an adaptive algorithm was used to estimate the SOC of the lithium-ion battery, which
improved accuracy of SOC estimation [8]. Literature [9] established a dynamic model of
lithium-ion batteries for EVs by analyzing the electro-thermal aging characteristics of LiBs.
Using fuzzy logic to control the balance of the LiB pack [10], to some extent, improved the
accuracy of the EV BMS and the safety of the whole vehicle.

Besides, the balance of the LiB is also an important part of the BMS. An online dynamic
equilibrium adjustment strategy for high-power LiB packs was proposed, and the method
of SOC estimation under the modified strategy was presented [11]. By studying the
dynamic battery balance of the LiB pack with average SOC, the charging and discharging
capacity between the battery packs was improved [12]. Through research on the internal
resistance prediction technology of LiBs, the efficiency of BMS has been improved [13]. The
effects of SOC and battery arrangement in a lithium-ion battery array on thermal runaway
propagation were investigated; effective strategies have been developed to mitigate the
severity of cascade failures, but none of these strategies alone was sufficient to safely
transport and store the battery pack [14]. The electrochemical model of LiB based on physics
was simplified, a novel SOC estimation method under the simplified two-dimensional
model was provided, and the estimation method was applied to the actual vehicle [15].

With the improvement of the accuracy of LiB models, more and more battery SOC
estimation methods have emerged. The battery temperature compensation model is com-
bined with the extended Kalman filter (EKF) algorithm to improve the accuracy of SOC
estimation [16]. By studying the dual Kalman filter LiB SOC estimation and introducing
an adaptive algorithm, the robustness and adaptability of the algorithm are greatly im-
proved [17]. The SOC and SOH of the EV lithium-ion battery were estimated jointly, which
improved the overall performance of the EV BMS [18]. Under EV operating conditions, an
open circuit voltage (OCV) reconstruction method for EV lithium-ion battery SOC estima-
tion was proposed, which improved the SOC estimation accuracy significantly [19]. On the
basis of considering temperature factors, we explore the influence of temperature on the ac-
curacy of SOC estimation, and improve the accuracy of LiB state-of-charge estimation [20].
Aiming at achieving high-precision LiB pack SOC estimation, the balance current factor is
introduced to correct the current magnification and retrograde to improve the estimation
accuracy [21]. Based on the complex working environment of aviation LiBs, with the goal
of improving the safety of aviation BMS, it is important to realize a high-efficiency real-
time SOC prediction and estimation method [22]. Aiming at the influence of temperature
changes and current noise in the process of SOC estimation, particle filter (PF) is used to
estimate the SOC of battery samples, which improves the estimation accuracy [23]. The
thermal safety of the high-energy-density lithium-ion battery under different SOC has been
studied, which promoted the improvement of energy density of the LiB [24].

With the deepening of SOC estimation algorithm research, new algorithms have been
emerging endlessly [25,26]. Document [27] applies the recognition of the degradation state
of LiBs to the BMS based on the analysis of the capacity increment of the fractional-order
model, which improves the robustness of the system. Besides, a method for estimating
the state-of-charge of LiBs based on reinforcement learning and an electrochemical model
based on the double layer effect have been successively proposed and applied, providing a
theoretical basis for the accurate estimation of SOC [28,29]. A new energy management
optimization strategy is proposed, which is based on the identification of the maximum
efficiency range, which effectively solves the hydrogen consumption problem of the fuel
cell hybrid power system [30]. Through the thermal analysis of the lithium-ion battery, a
method for estimating the state of charge of the electrode under different states of charge
and aging is proposed [31]. In addition, the online parameter identification algorithm is



Energies 2021, 14, 2268 3 of 18

used to perform high-precision identification of battery model parameters, and on this
basis, a new SOC joint estimation algorithm is proposed to improve the accuracy of SOC
estimation [32]. The above-mentioned studies have effectively promoted the development
of the global energy-saving and new-energy vehicle technology and industry.

1.3. Contributions

Among the above SOC estimation algorithms, the EKF algorithm does not obtain the
global optimal solution, and the filtering effect of the UKF algorithm is not ideal when the
system input change rate is large. In addition, the estimation of battery SOC is affected
by multiple coupling factors inside the battery. Therefore, it is particularly important to
explore a new high-precision and high-robust SOC joint estimation algorithm.

Compared with the above research, this paper considers the influence of battery
charge and discharge internal resistance on SOC estimation on the basis of previous
research. Compared with the above research, this paper considers the influence of battery
charge and discharge internal resistance on SOC estimation based on previous studies, and
proposes a new internal resistance—polarization circuit model (IR-PCM) equivalent circuit
model. In addition, the offline parameter identification method based on least squares
estimation is improved given the disadvantages of long time consumption and big errors
of the traditional parameter identification method, solving the “data saturation” problem
of the recursive least square (RLS) algorithm time-varying system. EKF is improved
by adding an adaptive noise tracking algorithm and the Kalman gain of the unscented
Kalman filter (UKF) algorithm is improved by adding a dynamic Equation to improve
SOC identification accuracy and BMS robustness. In addition, Forgetting Factor Recursive
Least Square (FFRLS) and the above-mentioned two improved algorithms are combined
to propose a new adaptive function—a dual Kalman filter (AF-DKF) algorithm in this
paper, which uses alternate operation of an adaptive extended Kalman filter (AEKF) and
function—as well as a unscented Kalman filter (F-UKF), which gives the system higher
estimation accuracy. The model and algorithm accuracy is verified through Beijing bus
dynamic stress test (BBDST) working condition experiments, which provides a theoretical
basis for future BMS R&D.

1.4. Paper Organization

The structure of the remaining part of the paper is as follows. Section 2 is the LiB
circuit modeling part, which mainly includes the construction of the lithium-ion battery
IR-PCM equivalent circuit model and the online parameter identification based on FFRLS,
as well as the AF-DKF algorithm to estimate the battery SOC principle. Section 3 is the
LiB SOC estimation part, including the principle of estimating battery state of charge
based on AEKF, F-UKF and AF-DKF algorithms. Section 4 is the experimental verification
part, which mainly includes the fidelity verification analysis of the IR-PCM model and
the robustness verification of the AF-DKF algorithm. Finally, the conclusion is shown in
Section 5.

2. Circuit Modeling
2.1. Equivalent Model

An accurate LiB model can provide accurate data for battery management and SOC
estimation and is the basis for improving SOC estimation accuracy. In order to better
reflect the dynamic characteristics of the LiB in the charge and discharge state, the internal
resistance difference of the LiB under the charge and discharge condition are considered.
Based on the Thevenin equivalent circuit model, a new internal resistance—polarization
circuit model (IR-PCM) of LiB charge and discharge is proposed. The IR-PCM structure is
shown in Figure 1.
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Figure 1. Internal resistance—polarization circuit model.

In the structure diagram of the IR-PCM, the internal resistance of LiB is represented
by R0. The working current of LiB is represented by I. The terminal voltage value of LiB is
represented by UL. Cb is the large capacitor, E is the voltage source, and Uoc is the open
circuit voltage. Use Rp and Cp to characterize the polarization resistance and polarization
capacitance of LiBs. The polarization characteristics inside the battery are characterized by
a first-order resistor-capacitor circuit. Up is the polarization voltage. Rcd is used to represent
the internal resistance Rc and Rd during charge and discharge. Improve and add a series of
Rc and Rd parallel resistance circuits with reverse diodes to characterize the difference in
charge-discharge internal resistance and further improve the accuracy of its working state
description.

2.2. State Space Description

Based on IR-PCM in Figure 1 and Kirchhoff’s circuit law, the state space formula can
be formed, as shown in Equation (1).{

dU(t)/dt = I(t)/CP −U(t)/CPRP
UL(t) = UOC(t)−UP(t)− I(t)R0 − I(t)Rcd

(1)

where t is the continuous time step, while UL(t) and UOC(t) are the closed-circuit voltage
and open-circuit voltage of the battery at time t, respectively. I(t) is the current value at
time t, Up(t) is the voltage at both ends of the polarization capacitor at time t.

The ideal battery source in IR-PCM is represented by OCV and the value is represented
by Uoc. The OCV-SOC relationship is shown in Equation (2).

UOC(t) = f (SOC) (2)

For a complete BMS, it is necessary to consider the limit of SOC during operation. The
real-time SOC value is calculated through the following Equation (3):

SOC(t) = SOC(t0)−
∫ t

t0

ε1ε2
I

QN
dt (3)

where SOC(t0) represents the initial value of SOC. ε1 represents the Coulomb efficiency at
different I, which is assumed to be 1 for discharge and 0.98 for charge, ε2 represents the
ambient temperature correction factor. QN is the rated capacity of the LiB sample.

2.3. Online Identification Based on FFRLS Algorithm

The RLS algorithm is widely used in system identification. For Single-Input Single-
Output (SISO) systems, an Autoregressive Moving Average (ARMA) model can be used to
describe the controlled objects, as shown in Equation (4).

y(k) = θ(k)ϕ(k)T + e(k) (4)
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where k is the discrete time step. θ is the coefficient vector to be estimated, ϕ(k) is
the data vector, and e(k) is system noise. According to Figure 1, the ARMA model can be
described as shown in Equation (5).

ϕ(k) = [y(k− 1), x(k), x(k− 1)]
θ(k) = [a1(k), b1(k), b2(k)]
y(k) = a1y(k− 1) + b1x(k) + b2x(k− 1)
ζ(k) = [R0(k), RP(k), CP(k), Rcd(k)]

(5)

where x(k) is the input vector of the system in the FFRLS algorithm, y(k) is the output
variable of the system in the FFRLS algorithm, and ζ is the parameter to be identified in
IR-PCM.

FFRLS adds an exponential forgetting factor to the RLS algorithm. By weighting the
estimation error to optimize the objective function J(k), the problem of “data saturation”
in the time-varying system of the RLS algorithm is solved [32]. The optimized objective
function is Equation (6):

J(k) =
n

∑
k

λn−ke(k)2 (6)

where λ is the forgetting factor, usually 0.9 < λ < 0.999, which is used to reduce the influence
of the old number on the algorithm and reduce the current discrimination error.

Therefore, the FFRLS algorithm can be implemented using the following formula:
η(k) = [P(k− 1)ϕ(k)]/[λ + ϕ(k)T P(k− 1)ϕ(k)]
θ̂(k) = θ̂(k− 1) + η(k)[y(k)− θ̂(k− 1)ϕ(k)T ]

P(k) = [P(k− 1)− η(k)ϕ(k)T P(k− 1)]/λ

(7)

where θ̂(k − 1) is the parameter estimation value at the previous moment, η(k) is the
modified gain matrix, and P(k) represents the predicted covariance matrix.

In order to improve data utilization, this paper uses the FFRLS algorithm to per-
form online parameter identification of all parameters in IR-PCMZ. The proposed online
parameter identification architecture is shown in Figure 2.

In Figure 2, using the FFRLS algorithm, the parameters in the model are solved online
in a closed form, which mainly includes:

Step 1 According to the state equation of the model, the first order backward difference is
used to obtain the discretized identification system seen in Equation (8).

Up(k) =
RpCp

RpCp + T
Up(k− 1) + (R0 +

Rp

RpCp + T
)I(k)−

R0RpCp

RpCp + T
I(k− 1) (8)

Step 2 Calculate U(k):

U(k) = UOC(k)−UL(k)− I(k)R0 − I(k)Rcd (9)

Step 3 Assume the form of the autoregressive Equation (10) for the system:

U(k) = −a1U(k− 1) + b1 I(k) + b2 I(k− 1) (10)

Step 4 The coefficient matrix factorization is:

θ = [a1, b1, b2] =

[
−

RpCp

RpCp + T
, R0 +

Rp

RpCp + T
,−

R0RpCp

RpCp + T

]
(11)

Step 5 The discrete parameter vector is:
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ζ = [R0, RP, CP, Rcd] =

[
b1

a1
,

a1b1 − b2

a1(a1 + 1)
,−

a2
1T

a1b1 − b2
, Rn −

b1

a1

]
(12)

where Rn is the direct measurement of the mixed resistance value after being completely
shelved.
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3. SOC Estimation
3.1. SOC Estimation Based on AEKF

When the EKF algorithm is used to estimate SOC of the LiB, the influence of noise
cannot be ignored. An AEKF algorithm is proposed by combining the adaptive noise
tracking algorithm and the EKF algorithm to eliminate the effect of noise on system
robustness. SOC estimation of LiB is realized. For practical applicability of the AEKF
algorithm, Equation (1) needs to be discretized, and the resulting formula is Equation (13).{

xk = f (xk−1, uk−1) + wk
yk = g(xk, uk) + vk

(13)

where xk = [SOC,Up]T is the state variable of AEKF algorithm iteration in the system, yk
= UL is the output quantity of AEKF algorithm iteration in the system, uk = I is the input
variable of the system, f (*) and g(*) are the nonlinear functions of the system, and wk and
vk are the system noise.

Taylor expansion is carried out on the above-mentioned model at the moment of
(xAEKF,k−1, uAEKF,k−1), only one term is retained, and Equation (14) can be obtained. xk = f (

_
x k−1, uk−1) +

∂ f
∂
_
x k−1

[xk−1 −
_
x k−1] + wk−1

yk = g(
_
x k, uk) +

∂g
∂
_
x k
[xk −

_
x k] + vk

(14)
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Substitute the Equation (13) with Equation (14) to obtain the linearized system state
output as Equation (15).{

xk = Ak−1xk−1 + [ f (
_
x k−1, uk−1)− Ak−1

_
x k−1] + wk−1

yk = Ckxk + [g(
_
x k, uk)− Ck

_
x k] + vk

(15)

where
_
x k−1 is the input signal of the system. Ak and Ck are the system matrix and the

observation matrix, respectively, whose matrix expression is shown in Equation (16).

Ak =

[
1 0
0 exp(−∆t/CpRp)

]
, Ck =

[
dUOC(SOC)

dSOC 1
]

(16)

Based on FFRLS, online parameter identification can be carried out for key parameters
of the LiB; the overall process of using AEKF algorithm to estimate SOC is shown in
Figure 3.
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The actual noise statistics cannot be obtained directly in practical application. In
Figure 3, The adaptive algorithm noise matching algorithm is combined with the EKF algo-
rithm to realize the adaptive matching of noise. The principle of estimation is as follows:

(1) Update system noise and its covariance:

{
wk = (1− ρk)wk−1 + ρk(xk|k−1 −Ak−1xk|k−1)

Qk = (1− ρk)Qk−1 + ρk(KAEKF,k−1ekek
T + Pxk|k−1 −Ak−1Pxk|k−1AT

k−1)
(17)

(2) Update observation noise and its covariance:{
vk = (1− ρk)vk−1 + ρk(yk − yk|k−1)

Rk = (1− ρk)Rk−1 + ρk(ekek
T −CkPxk|k−1CT

k )
(18)

(3) Conduct an iterative calculation of ek and ρk:{
ek = yk − yk|k−1 − vk−1
ρk = (1− σ)/(1− σk−1)

(19)

where σ is the forgetting factor of AEKF, and its value is σ ⊂ (0.95, 0.99).
Based on the analysis, although the EKF algorithm combined with the adaptive noise

matching algorithm cannot completely eliminate wk and vk, the AEKF algorithm can update
the noise at each moment in the iterative process, which greatly improves the stability and
performance robustness of the system, thereby improving the battery SOC’s estimation
accuracy.

3.2. SOC Estimation Based on F-UKF

When using the AEKF algorithm to estimate lithium-ion SOC, we found that the SOC
estimation error is increasing over time under the constant current discharge condition.
Besides, it is required at this stage to find the derivative for the non-linear function in
the AEKF algorithm recurrent formula and calculate the Jacobian matrix, which greatly
increases the BMS processor’s burden. There are also some problems when the UKF
algorithm is used for lithium-ion battery SOC estimation. When UKF is in an unstable
operating environment, the tracking performance of the algorithm is affected by two
conflicting factors: the state fluctuation caused by convergence speed and the algorithm
noise. For example, if the BMS input current undergoes step changes, the performance
of UKF is not ideal. To overcome this weakness, the Kalman gain is improved based
on traditional UKF and F-UKF with dynamic function improvement. Since the F-UKF
algorithm and the UKF algorithm are only different in the Kalman gain correction method,
this paper only provides the part of improving the Kalman gain in the UKF. The iterative
process of the improved algorithm is shown in Figure 4 below.

According to Figure 4, the improvement method is as follows:
The modification of the dynamic function needs to meet certain threshold conditions.

According to the analysis of experimental conditions, it can be known that when the input
change of the BMS satisfies the condition shown in Equation (20), the modification of the
dynamic function is triggered

Ik − Ik−1
∆t

≥ ∆Imax (20)

where ∆Imax is the set value for the maximum current change. The adaptive modification
of the dynamic function uses the limit idea. According to the system current change rate,
the Kalman gain can be adjusted adaptively to complete the accurate SOC estimation. The
form of the dynamic function and the modified Kalman gain are shown in Equation (21).{

K
′
F−UKF,k = γ KF−UKF,k = γ (Pxy,kPxy,k

−1)

xk =
_
x k + K

′
F−UKF,k

(
yk − yk|k−1

) (21)
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where γ represents the weighting factor of the dynamic function. Based on the previous
algorithm test result, γ is set to γ ⊂ (1, 1.2). The greater its value, the more obviously the
Kalman coefficient will be corrected. However, its value shall not be too great to avoid
system overshooting.
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Figure 4. F-UKF algorithm iteration principle diagram. 

According to Figure 4, the improvement method is as follows: 

Figure 4. F-UKF algorithm iteration principle diagram.

A dynamic function is introduced to strengthen the correction for the Kalman gain to
ensure system stability and ideal correction for the Kalman gain through the weight factor,
as well as preventing system overshooting. The Kalman function value is dynamically
adjusted based on the system’s operating current changes. The dynamic function is shown
in Equation (22). {

K
′
F−UKF,k = γ KF−UKF,k

K′′F−UKF,k = φ K
′
F−UKF,k

⇐ φ = (1 + α
1

Ik−Ik−1 ) (22)

where φ is a dynamic function, α is a value to be specified in the function, and α ⊂ (0, 1).
According to the nature of the exponential function, the value range of the dynamic
function value is φ ⊂ (1, 2). The function indicates that within two consecutive step sizes,
the greater the current difference, the greater the φ value and the faster the convergence
of the Kalman coefficient. The Kalman gain is dynamically adjusted based on the weight
factor by recording the current values of two step size moments. As a result, the state
variable is indirectly dynamically adjusted and the system robustness is enhanced. The
state estimation measurement is updated by using the above-mentioned improvement
strategy. The updated state variable is shown in Equation (23).

xk =
_
x k + K

′′
F−UKF,k

(
yk − yk|k−1

)
(23)

3.3. Joint Estimation Algorithm

Based on the above-mentioned research, SOC estimation through AF-DKF combining
AEKF and F-UKF based on the FFRLS online parameter identification algorithm still have
high accuracy and anti-interference capability, while good BMS robustness is ensured.
This joint algorithm combines the AEKF, F-UKF and FFRLS algorithms to achieve real-
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time update of model parameters and online SOC estimation. The flowchart is shown in
Figure 5.
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As shown in Figure 5, two SOC calculation modules are for simultaneous real-time
SOC estimation, with one using the AEKF algorithm. The other one first uses the AEKF
algorithm, a transfer function is then added, and an improved UKF algorithm through a
dynamic function is used for SOC estimation. Weighted mutation is implemented for the
estimation results of the two modules to obtain the estimation values of the current battery
SOC. The implementation steps of the AF-DKF algorithm are as follows:

(1) Conduct a static discharge experiment for the battery to obtain the expression showing
the relationship between the OCV and the SOC.

(2) Use the AEKF algorithm to estimate the SOCAEKF,k of the current battery based on
the IR-PCM and state space formula created in Figure 1.

(3) Judge whether the iterative step size is greater than the set value T. If it is, proceed to
the next step.

(4) Add a transfer function to conduct benign interference with the SOC value obtained
through the AEKF algorithm. A new SOC value is obtained and recorded as SOCTF,k.
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SOCTF,k is used as the initial value for the F-UKF algorithm. The transfer function is
shown in Equation (24).

SOCTF,k =

{ ∣∣SOCAEKF,k + h(x)−max
{

SOCAEKF,k, h(x)
}∣∣ SOCAEKF,k(0, 1)

SOCAEKF,k SOCAEKF,k ⊆ (0, 1)
(24)

where h(x) is a random number following normal distribution N(0, 1). As the SOC value
is a variable between [0, 1], if the value obtained through AEKF is abnormal, it can be
restored to a normal value by using Equation (24). This ensures correct F-UKF operation as
well as reducing the possibility of SOC filter divergence.

(5) Use F-UKF to estimate SOC again. Use the F-UKF algorithm to estimate SOCF-UEKF,k
of the current battery. At the same time, the system continues to use the AEKF
algorithm to estimate the current SOC value.

(6) Judge whether the SOC estimation value obtained through F-UKF is normal. That is,
if SOCF−UKF,k ⊆ (0, 1), proceed to the next step.

(7) Implement weighted mutation for the estimation results of both AEKF and F-UKF
to obtain the corrected SOCAF-DKF,k value, the mutation formula is shown in Equa-
tion (25).

SOCAF−DKF,k = v1SOCAEKF,k + v2SOCF−UKF,k (25)

where v1 and v2 are the weight factors. v1 and v2 show the deviation degrees
the estimated terminal voltage and actual terminal voltage of the two algorithms. In
the meantime, the smaller the deviation degree, the lower the credibility and the weight.
Otherwise, the weight will be higher. Their values are:

v1 =
(yF−UKF,k−yF−UKF,k|k−1)

2

(yAEKF,k−yAEKF,k|k−1)
2+(yF−UKF,k−yF−UKF,k|k−1)

2

v2 =
(yAEKF,k−yAEKF,k|k−1)

2

(yAEKF,k−yAEKF,k|k−1)
2+(yF−UKF,k−yF−UKF,k|k−1)

2

(26)

(8) Judge whether the SOC estimation value obtained through AF-DKF is normal. That
is, if SOCAF−DKF,k ⊆ (0, 1), proceed to the next step. If SOCAF−DKF,k(0, 1), judge the
values of v1 and v2, and determine the final value of the current SOC accordingly.

(9) Use the FFRLS algorithm to perform online parameter identification and update the
related matrix in the system state formula to prepare for the next iteration, based on
the SOCAF-DKF value and the relationship between OCV and SOC.

The new SOC estimation algorithm proposed in this paper based on FFRLS and AF-
DKF can handle the SOC values beyond the related range quickly to avoid filter divergence
caused by abnormal data, by adding a transfer function. At the same time, the model
precision is ensured through online identification with FFRLS, which avoids the effect
of violent model parameter changes on algorithm estimation accuracy and improves
algorithm robustness.

4. Experiment Analysis
4.1. Experimental Platform

In order to verify the above theoretical analysis, this paper selects an experimental
sample of a lithium-ion battery with an actual capacity of 50 Ah to verify the accuracy and
robustness of the above battery model and SOC estimation strategy. The structure of the
experimental device is shown in Figure 6.
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Figure 6. Battery test platform.

In order to obtain the value of the internal charge resistance and the internal discharge
resistance of the IR-PCM, the intermittent charging experiment and the intermittent dis-
charging experiment are carried out on the above-mentioned experimental platform using
the selected battery samples. The experimental steps are as follows.

Step 1 Fully charge the LiB samples.
Step 2 Discharge the LiB samples to an SOC of 0.9 with 1 C current and let it stand for

40 min, use a high-precision internal resistance measuring instrument to measure
the internal resistance of the LiB samples and record it.

Step 3 Discharge the battery again for another six minutes with a current of 1 C to reduce
the LiB samples SOC to 0.8. Let it stand for 40 min.

Step 4 Repeat step 2 until the battery SOC drops to 0.1.

The procedure of the charge experiment is the almost same as that of the discharge
experiment, except that it is charge instead of discharge and that the SOC increases from
0.1 to 1. The battery internal resistance obtained from the two experiments is shown in
Table 1.

Table 1. Measurement results of battery internal resistance.

SOC (%) 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1

The charging
resistance (mΩ) 2.2344 2.5336 3.0396 3.0666 2.9143 2.7885 2.8026 2.9774 3.2390 3.3854

The discharge
resistance (mΩ) 4.1810 3.2314 2.9902 3.0702 3.2131 3.2917 3.3086 3.3975 3.8220 4.4957

4.2. Modeling Verification

In order to verify the terminal voltage tracking effect of the IR-PCM, based on FFRLS
algorithm in Figure 2 and combined with HPPC experiment, online parameter identification
of lithium-ion battery is realized. The full parameter identification result based on the
combination of FFRLS and IR-PCM is shown in Figure 7.
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Figure 7. Cont.
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As shown in Figure 7, online parameter identification is performed for the lithium-
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Figure 7. Full parameter identification result based on the IR-PCM model.

As shown in Figure 7, online parameter identification is performed for the lithium-
ion battery by using the FFRLS algorithm. Figure 7a–c shows the current curve, the
voltage curve, and the SOC curve of the HPPC test. Figure 7d shows the polarization
internal resistance curve of the battery. It can be seen by comparing Figure 7e,f that
the ohm internal resistance is always greater than the battery charge-discharge internal
resistance throughout the HPPC process, and the ohm internal resistance is greater than the
polarization internal resistance during the initial and middle periods of the discharge. In
Figure 7g, an outlier with negative internal resistance of charging appears during parameter
identification, which is found to be caused by system error through data study. When the
SOC becomes 0.2 during the discharge, the ohmic internal resistance and the polarization
internal resistance start to increase and the latter is greater than the former. What is more,
during charge, lithium ions move from the positive pole to the negative pole and there are
remaining transition metal oxides in the positive pole, resulting in greater resistance, due
to the different materials of the positive and negative poles. During the discharge, there are
lithium oxides on the positive pole and the resistance is small, as shown in Figure 7g,h. The
above-mentioned online parameter identification result is used to verify IR-PCM accuracy.
The result is shown in Figure 7i,j. During the HPPC experiment, IR-PCM’s estimation
values for the battery terminal voltage can perfectly track the actual values. Based on the
terminal voltage estimation errors in Figure 7j, the terminal voltage changes suddenly upon
the current pulse arrival. As a result, the deviation between the experimental value and
the simulation value increases to 0.1 V to 0.2 V. Otherwise, the terminal voltage simulation
value and the terminal voltage experimental value remain basically consistent when the
SOC of LiB is between 10% and 100%, with the overall error smaller than 0.035 V, which is
0.9% of the nominal voltage. This indicates that the improved IR-PCM is reasonable, and
the identification precision of the FFRLS algorithm is high.

4.3. BBDST Working Condition Experimental Verification

In order to verify the accuracy and robustness of the new AF-DKF, based on the
HPPC experimental data, based on the results of the above-mentioned full parameter
identification, the BBDST operating condition experiment was further carried out on the
LiB samples. Besides, the proposed algorithm and the pre-improvement AEKF and F-UKF
algorithms were compared. The relevant experimental index curve of BBDST is shown in
Figure 8.
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Figure 8a shows the BDDST current curve and Figure 8b shows the diagram of the 

output voltage and SOC under the BDDST working condition. Figure 8c,d show the SOC 
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Figure 8a shows the BDDST current curve and Figure 8b shows the diagram of the
output voltage and SOC under the BDDST working condition. Figure 8c,d show the SOC
comparison curve and SOC error curve under different estimation algorithms, where 1 is
the normalized unit of the parameter. Based on the BDDST experiment result, the following
conclusions are drawn:

(1) With violent changes of the operating current, the errors of the three algorithms
remain within 0.4% when the SOC value is between 0.9 and 1 and converge in a
relatively proper manner on the theoretical SOC value.

(2) With the further progress the BDDST working condition, the error of the AEKF
algorithm starts to increase, with a maximum of 0.8%, when the SOC value is between
0.8 and 0.9, while those of F-UKF and AF-DKF are still within 0.4% and can still
converge in a relatively proper manner on the theoretical SOC value. Besides, the
value of AF-DKF is smaller than that of F-UKF. Due to the Taylor truncation error of
the AEKF algorithm, the error of the algorithm increases in the later stage of the SOC
estimation, and even leads to the divergence of the filtering. The iterative results of
F-UKF algorithm and AF-DKF algorithm are globally optimal, and the possibility of
filtering divergence is greatly reduced.

(3) When SOC reduces to less than 0.8, the situation is as follows: the error of AEKF
increases obviously, with a maximum of over 1.5%. With the progress of the experi-
ment, there is a possibility of divergence for AEKF, indicating that it has relatively
poor robustness. For F-UKF and AF-DKF, the SOC estimation fluctuates, with the
maximum error of F-UKF increasing to 0.5% and that of AF-DKF still within 0.4%.

It can also be seen from the above SOC estimation error results that the maximum
SOC estimation error of the AF-DKF algorithm is 0.5%, which is 1.8% higher than the
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unscented particle filter algorithm used in reference [33] (the maximum estimation error
of SOC is 2.3%). In addition, compared to the iterative strategy of combining EKF and
adaptive UKF used in reference [34] (the maximum estimation error of SOC is 0.9%), the
accuracy of the AF-DKF algorithm proposed in this paper is increased by 0.4%. The AF-
DKF algorithm combines the advantages of the AEKF algorithm and the F-UKF algorithm.
In the iterative process, not only is the robustness significantly enhanced, but the accuracy
is also significantly improved.

5. Conclusions

In order to improve SOC identification accuracy and BMS robustness, EKF is improved
through adding an adaptive noise tracking algorithm to improve system stability and the
Kalman gain in the UKF algorithm is improved by introducing a dynamic Equation to
improve system accuracy. In addition, FFRLS and the above-mentioned two improved
algorithms are combined to propose a new AF-DKF algorithm in this paper, which uses
alternate operation of AEKF and F-UKF and gives the system higher estimation accuracy.
The model and algorithm accuracy is verified through HPPC and BBDST working condition
experiments. This indicates that the accuracy and robustness of AF-DKF is better than that
of AEKF and F-UKF. Future work will focus on BMS R&D based on this algorithm.
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Nomenclature

Notation
I loop current
UL terminal voltage
E ideal voltage source
Uoc open circuit voltage
Rp polarization resistance
Cp polarization capacitance
Rcd internal resistance
ε1 Coulomb efficiency
ε2 temperature influence coefficient
QN battery capacity
θ coefficient vector
ϕ data vector

https://www.researchgate.net/lab/DTlab-Shunli-Wang
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ζ parameter matrix
λ forgetting factor
η gain matrix of FFRLS
Rn mixed resistance value
wk process noise
vk observation noise
KAEKF,k gain matrix of AEKF
σ forgetting factor of AEKF
ek innovation of AEKF
∆Imax set value for the maximum current change
∆t sampling time interval
γ weight factor of F-UKF
KF-UKF,k gain matrix of F-UKF
φ dynamic function
SOCTF,k initial SOC value of F-UKF
SOCAEKF,k estimate of SOC under AEKF
SOCF-UKF,k estimate of SOC under F-UKF
SOCAF-DKF,k estimate of SOC under AF-DKF
h(x) random number following normal distribution
v∗ weight factors of AF-DKF
Acronyms & abbreviations
EVs electric vehicles
BMS battery management system
SOC State-of-charge
EKF extended Kalman filter
PF particle filter
AI artificial intelligence
RC resistance-capacitance
UKF unscented Kalman filter
SOH state-of-health
RLS recursive least square
FFRLS forgetting factor recursive least square
AEKF adaptive extended Kalman filter
F-UKF function—unscented Kalman filter
AF-DKF adaptive function—dual Kalman filter
BBDST Beijing bus dynamic stress test
OCV open circuit voltage
SISO single-input single-output
ARMA autoregressive moving average
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