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Abstract

When a system’s context of use changes, the security im-
pact may be felt in other contexts. Risks mitigated for one
operational context may continue to pose a danger in oth-
ers due to contextual differences in assets, threats and vul-
nerabilities. The research presented will identify security
factors in these contexts of use, and describe their appli-
cation to secure systems design. The contributions of this
research lead to conceptual models, processes and tool-
support which better situate requirements and risk analysis
for different contexts of use.

1 Introduction and Motivation

Contexts of use 1 are constantly evolving: people, tasks,
and artifacts may alter in line with changes to their related
environments. A myriad of possible physical, cultural, or
temporal environments exist; instances of a system may be
situated in different countries, or be used by operatives with
different cultural backgrounds. Even if a system appears
to be static, the temporal environment influences the over-
all context. For example, consider ESA’s Rosetta spacecraft
[12]. At first glance, it appears this system will remain un-
changed for its 11 year life-span, as it travels along a com-
plex trajectory in space before its rendezvous with Comet
67P/Churyumov-Gerasimenko. However, the passage of
time influences the ground control team, the tasks they
perform, together with Rosetta’s onboard software compo-
nents. The corollary of contextual change impacts both se-
curity and usability. From a security perspective, the exis-
tence, value and severity of system assets, threats, and vul-
nerabilities in one context may vary in others. From a us-
ability perspective, the properties of goals, the tasks achiev-
ing them, and the people carrying them out, may equally

1By ‘context of use’, we mean the users, tasks, equipment, and the
environments where a system is used [1]

vary between contexts.
Contexts of use are socio-technical systems; these are

systems of technology used within a human activity sys-
tem [5]. Techniques for eliciting requirements from socio-
technical systems exist, but the design of secure systems
involves more than simply eliciting and specifying require-
ments. Not meeting a functional requirement leads to
missing functionality, but not meeting a security require-
ment may introduce exploitable vulnerabilities. Moreover,
trading-off different qualities can quickly become unman-
ageable as the emergent system grows, and possible con-
texts of use are enumerated. Secure Software Engineering,
the branch of research investigating the integration of secu-
rity concerns into Software Engineering practices [24], can
help defeat the complexity arising from the design of secure
systems. To date, however, this research has been biased to-
wards the technical aspects of the socio-technical balance,
thereby neglecting the analysis of people, their tasks, and
related environments. This balance can be redressed by
integrating techniques from User-Centered Design (UCD),
which is characterised by an early focus on users and tasks,
empirical measurement, and iterative design [17].

UCD is predominantly an empirical discipline, with lit-
tle support available for conceptual models and tool sup-
port. Recent work has argued for a better understanding of
how contexts of use impact security, and the process of de-
signing secure systems [13]. This understanding can inform
the design of models and tools, leading to more situated ap-
proaches to secure systems design.

2 Research question and Contributions

The issues raised in the previous section motivate the fol-
lowing research question:

What factors relating to context of use impact secu-
rity, and how can these be applied to secure systems de-
sign?
Given the multi-faceted aspects of both socio-technical con-



texts and secure systems design, we choose to break this re-
search question into the following three smaller questions.

• RQ1: What key concepts and values can be drawn
from a socio-technical context of security to inform the
design of secure systems?

• RQ2: How can introducing context integrate UCD and
Secure Software Engineering?

• RQ3: How can secure systems design approaches be
augmented with better support for requirements elici-
tation practices?

These questions aim to investigate the context of security
(RQ1), and explore how these can be better integrated into
conceptual models and process associated with secure sys-
tems design (RQ2 and RQ3).

Answering RQ1 contributes a theoretical model of the
cultural context of security, together with key concepts
and values informing it. The novelty of this model is its
grounding in both the literature and empirical data; this
empirical data was derived from a recently completed e-
Science project. e-Science not only exemplifies issues
found in large, distributed and heterogeneous systems, their
de-centralised nature allows a model to be grounded in data
not usually found in the literature. Insights from this model
can be used to inform research into the design of security,
which is sensitive to the influence of security culture.

Answering RQ2 contributes a meta-model for integrat-
ing UCD and Secure Software Engineering. The elements
of context are woven into this model, together with con-
cepts from Requirements Engineering which help bridge
these disciplines. This contribution is practical, as it is
validated by a software prototype building on this model,
and supporting the analysis of usability, requirements, and
risk analysis artifacts; this analysis includes context-specific
quantitative usability and risk analysis, and the visualisation
of different contexts of use. We are unaware of any concep-
tual models or tool-support which integrates concepts from
UCD and Secure Software Engineering.

Answering RQ3 contributes a UCD process, incorporat-
ing requirements elicitation techniques to capture the con-
tributions of RQ2. Empirical data from this methodological
contribution will also be analysed to inform the answer of
the high-level research question.

3 State of the art

The least explored elements of context described in
[1] are the environments underpinning the other elements,
specifically the social and cultural environments; these envi-
ronments need to be understood before the socio-technical

balance described in section 1 can be redressed. These par-
ticular environments are often packaged under the moniker
of a security culture, however previous research has focused
on its consequences, rather than its intrinsic nature, e.g.
security culture as a synonym for security awareness [2].
Work examining its intrinsic nature has done so through the
lens of organisational culture during day-to-day use of se-
cure systems within individual organisation, e.g. [21]; we
are unaware of previous work drawing insights from secu-
rity culture based on the design of socially and technically
heterogeneous systems. Like security engineering, which
has inherited ideas from safety engineering, the safety cul-
ture literature suggests insights which may be relevant to
security. However, while models exist on the intrinsic na-
ture of safety culture [7], no such model exists for security
culture.

We are unaware of previous work which tries to use con-
text as a means of bridging HCI and Secure Software Engi-
neering, but attempts to bridge this gap have been made by
each of these disciplines.

The HCI community universally agree that design should
be user-centered. Zurko’s work on User-Centered Security
[30] served as a crucible for subsequent research into HCI
Security design, eventually informing the design of AEGIS
(Appropriate and Effective Guidance in Information Secu-
rity) by Fléchais et al [14]. AEGIS takes a participative
approach to handling security and usability concerns during
risk analysis. However, although AEGIS mandates the elic-
itation of requirements, workshop participation is the pri-
mary means of eliciting empirical data. Reasoning about
security for contexts of use requires richer data about users
and their tasks; this cannot be easily elicited in a workshop
setting. For this reason, user-centered security approaches
need to be supplemented by other techniques. Some mem-
bers of the HCI community argue that supplemental tech-
niques can be borrowed from Computer Science; these in-
clude information theory, graph theory, and finite-state au-
tomata [27]. Formal methods have also been proposed as a
means of precisely expressing contributions from Psychol-
ogy, Sociology, and Software Engineering [19]. To date,
however, the application of such techniques have been lim-
ited, and the promise of formal methods as a vehicle for
communication between disciplines has yet to be fulfilled.

The Software Engineering community has traditionally
considered ‘Usability’ and ‘User Interface’ as synonymous.
Rafla et al [25] suggest that architectural patterns like
Model-View-Controller help sustain the assumption that us-
ability design can be decoupled from architectural design.
Ferre et al [11] also acknowledge the disconnect between
Software Engineering and HCI, and have proposed Require-
ments Engineering techniques to help bridge this gap. Re-
quirements Engineering is a prominent contributor to con-
temporary Secure Software Engineering research; this is



illustrated by the work of Haley and his colleagues at the
Open University [18], and proponents of Goal-Oriented ap-
proaches [29, 16]. However, these approaches treat us-
ability as another class of non-functional requirement, and
fail to recognise the unresolved methodological issues inte-
grating usability requirements with other requirement types,
such as security [23].

Like Ferre, Diaper [9] recognises the need to bridge the
gap between HCI and Software Engineering. Diaper states
that two elements are needed to successfully integrate HCI
with Software Engineering:

• Tool-support.

• Output representations compatible with Software En-
gineering.

For tool-support to be forthcoming, a conceptual model is
needed to link HCI and Software Engineering artifacts. Al-
though meta-models have been proposed for dealing with
security requirements engineering concerns, e.g. [22], these
models lack support for certain constituent elements of con-
text of use, such as tasks and environments.

As an output representation, requirements have the po-
tential to be a common language between the disciplines.
However, a recent survey of approaches for Security Re-
quirements Engineering [28] concluded that approaches
for security requirements elicitation were not prescriptive
enough to be usable by software developers. Engineers fre-
quently confuse security requirements with other develop-
mental artefacts due to a lack of clarity about what a secu-
rity requirement is. In their roadmap paper, Cheng & Atlee
[6] note the lack of consensus about whether Security Re-
quirements should be realised during analysis, or detailed at
design time together with other competing non-functional
requirements. The critical nature of secure systems design
means that concepts related to requirements and security
must be clear and unambiguous.

4 Research methods

An analytical induction approach was taken to draw con-
cepts and values from cultural contexts of security for RQ1.
Grounded Theory [8] was selected as the methodology for
this approach, as this prescribes procedures for generating
theory from observed real-world phenomena. Two sets of
data were analysed: the first was a selection of literature
on safety and security culture; the second was a set of tran-
scripts from interviews held with participants of the Neu-
roGrid e-Science project [15]. The methodology consisted
of building models for each data sample, before compar-
ing and consolidating both into a single model of secu-
rity culture. The literature based model of security culture
was grounded in a sample of 21 peer-reviewed papers from

research literature. The empirical model was grounded
in qualitative interview transcripts, amounting to approxi-
mately 500 minutes of transcribed data.

In answering RQ2, the IRIS (Integrating Requirements
and Information Security) framework was devised. The
framework consists of a meta-model integrating the notion
of context with concepts from Requirements and Risk Man-
agement, together with a software prototype implementing
it. The process involved constructing an initial, non con-
textualised meta-model for Requirements and Risk Man-
agement based on existing work, and developing a software
prototype implementing these concepts. By iteratively ap-
plying the prototype to the different contexts evident in a
real-world exemplar [4], additional concepts and associa-
tions were induced, re-informing both the prototype and the
meta-model.

A UCD process has been devised, which builds on previ-
ous work by the HCI and HCI Security communities. This
process shall be evaluated by an interventionist methodol-
ogy, specifically Action Research [3], for two evaluation
cycles. The first cycle will involve a case study in indus-
try; the evaluation phase of this cycle will inform any nec-
essary changes to the process, the meta-model, or the soft-
ware tool. The second cycle will apply the design process in
a pedagogical context; this will involve teaching IRIS and
the associated design process to post-graduates students at-
tending the ‘Design for Security’ course at the University of
Oxford.

5 Progress

The research necessary to answer RQ1 is complete, and
early results of this work have been presented [10]. A
Grounded Theory model of security culture was induced,
together with a number of influencing concepts. Classes of
role and responsibility were found to be reflective of values
within different sub-cultures. The cultural context itself was
also found to influence security values and perceptions to-
wards artifacts and norms. These ideas were used to inform
the meta-model design for RQ2

The main contributions from RQ2 are complete, and
will be presented as a poster at RE’09. The IRIS meta-
model extends existing security RE meta-models by intro-
ducing the notion of security values, roles, personas, goals,
and tasks. The IRIS software prototype was developed us-
ing open-source components such as Python, MySQL, and
GraphViz. The requirements managed by this tool conform
to the VOLERE requirements specification template [26].
The tool supports many of the requirements stipulated by
Hoffman’s list of requirements for requirements manage-
ment tools [20], such as versioned changes to requirements,
traceability between model elements, and automatic docu-
ment generation. Additionally, traceability between most



model elements is automatically maintained by the IRIS
data model. Values held about different model elements,
such as threat likelihood, vulnerability severity, and task us-
ability are used to quantitively score and qualitatively rate
different risks and tasks. Metrics associated with usability,
risk, and requirements artifacts, together with their trace-
ability relations, can also be visualised.

A UCD process, which will be used to answer RQ3, has
recently been devised. The process is currently being eval-
uated using an industry case study.
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[13] I. Fléchais. Designing Secure and Usable Systems. PhD
thesis, University College London, 2005.
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