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Abstract: The reliance on Computational Fluid Dynamics (CFD) simulations has drastically increased
over time to evaluate the aerodynamic performance of small-scale wind turbines. With the rapid
variability in customer demand, industrial requirements, economic constraints, and time limitations
associated with the design and development of small-scale wind turbines, the trade-off between
computational resources and the simulation’s numerical accuracy may vary significantly. In the
context of wind turbine design and analysis, high fidelity simulation under full geometric and
numerical complexity is more accurate but pose significant demands from a computational standpoint.
There is a need to understand and quantify performance deterioration of high fidelity simulations
under reduced geometric or numerical approximation on a single small scale turbine model. In the
present work, the flow past a small-scale Horizontal Axis Wind Turbine (HAWT) was simulated
under various geometric and numerical configurations. The geometric complexity was varied based
on stationary and rotating turbine conditions. In the stationary case, simple 2D airfoil, 2.5D blade, 3D
blade sections are evaluated, while rotational effects are introduced for the configuration 3D blade,
rotor only, and the full-scale wind turbine with and without the inclusion of a nacelle and tower.
In terms of numerical complexity, the Single Reference Frame (SRF), Multiple Reference Frames
(MRF), and the Sliding Meshing Interface (SMI) is analyzed over Tip Speed Ratios (TSR) of 3, 6,
10. The quantification of aerodynamic coefficients of the blade (Cl , Cd) and turbine (Cp, Ct) was
conducted along with the discussion on wake patterns in comparison with experimental data.

Keywords: wind energy; horizontal axis wind turbine; computational fluid dynamics; high fidelity
simulations; sliding mesh interface; multiple reference frame

1. Introduction

With the continuing surge in the world population, the global energy demand is
set to increase in quite a considerate manner [1]. Environmental impacts of coal-based
thermal power plants and long gestation periods associated with hydro plants render these
technologies unfeasible for meeting future energy needs [2]. Wind energy presents itself as
a feasible substitute owing to large availability, higher reliability, and fewer Green House
Gas (GHG) emissions [3]. Wind turbines possess a considerable potential to increase the
share of wind power in the overall energy mix. They are usually classified based upon
their scale and configuration as a Horizontal-Axis Wind Turbine (HAWT) or a Vertical-Axis
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Wind Turbine (VAWT), installed in large- or small-scale capacities [4,5]. The large-scale
wind turbines are subject to the rough atmospheric effects and micro-scale turbulence
effects [6–8]. However, in an urban rooftop setting, the wind flow structure is complex
with larger skew angles, high turbulent content and large directional variability. Therefore,
concerning zero-emission neighborhood, small-scale HAWT’s have received increased
attention in urban rooftop settings owing to their higher power output [9,10] compared to
VAWTs and their ease of installation in an urban rooftop settings.

The significant interest in the deployment of small scale wind turbines calls for quick
yet efficient methodologies to be employed in the preliminary design and analysis phase.
Due to the higher costs affiliated with experimental setups, the reliance on numerical tools
such as Computational Fluid Dynamics (CFD) has seen a rapid increase over the years [11].
Due to unsteady and disrupted wind conditions [12], and higher turbulent flows [13,14] in
the urban neighborhood, CFD simulations becomes challenging and requires a careful se-
lection of numerical models and appropriate geometries to obtain realistic estimations [15].
The computational cost becomes the main bottleneck concerning the choice of a particular
modeling strategy.

In context of geometrical complexity, approximations based on simple two dimen-
sional (2D) geometry are found to be computationally inexpensive. Nevertheless, such
approximations offer significant implications on the accuracy of the final results. Studies
by Devinant et al. [16] and Ferrari et al. [17], suggested the inadequacy of 2D simula-
tions in accurately estimating the performance coefficients of wind turbines. Studies by
Abraham et al. and Emeksiz et al. [18,19] showed that 2D simulations all-together lack
providing details of flow disturbances caused by turbine structure (tower and nacelle) in
particular for the downstream wake region. They suggested that such approximations are
not deemed sufficient to draw general conclusions for a particular wind turbine model.
Studies by [20–25] further comprehend the inadequacy of 2D simulations and conclude
that three dimensional (3D) simulations are necessary to provide a clear assessment of
flow physics around the wind turbine. Studies in [26,27] show that full-scale high fidelity
simulations are viable choices to provide accurate estimations. However, the higher com-
putational cost associated renders their selection unfeasible. The studies show that the
optimal choice of the geometric approximation that maintains an optimal balance between
computational costs and accuracy has been partially investigated previously. An in-depth
investigation on a single turbine model is therefore imperative to comprehending such
effects properly.

In the context of numerical complexity, methods such as Blade Element Momentum
(BEM-CFD), Actuator Line model (ALM), Actuator Disk Model (ADM), Sliding Mesh
Interface (SMI) and Multiple Reference Frame (MRF), etc. have been used for simulating
flow past turbines. Rocchio et al. [28] suggested BEM-CFD based on ADM to predict the
aerodynamic coefficients for wind turbines. They introduced the presence of blades through
source terms in governing equations to predict the power coefficient of the turbine under
given operating conditions. However, their method at low TSRs deviated significantly from
the estimated solution. Guo et al. [29] performed a comparison of the BEM-CFD model
against full rotor geometry simulations to analyze the flow physics of wind turbines. Their
results showed that although the BEM-CFD coupled model is computationally inexpensive
yet it overestimated the power coefficient against the full rotor model. They also showed
that the BEM-CFD model reasonably predicted symmetrical features in wake profiles and
circumferential velocity. However, in qualitative analysis, the full-scale rotor model per-
formed better than the BEM-CFD model. The study by Siddiqui et al. [27] also showed that
small flow features could only be accurately modeled using high fidelity CFD simulations.
The comparison of ALM, SMI, and MRF by Tabib et al. [30] for an industrial-scale wind
turbine showed differences for ALM and MRF in the region closer to the hub. At the same
time, SMI captured the complex 3D captures accurately. Although SMI accurately predicts
the flow features, it is found to be computationally expensive.
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The computationally intensive nature of full-scale modeling and higher costs asso-
ciated with simulations have led researchers to approximate flow problems by adopting
simpler geometries. At one end, such modeling strategies have provided substantial
speed-up. Still, at the same time, the extent of such approximations has been somewhat
misunderstood due to the lack of wind tunnel measurements, which caused the drawing
of implausible conclusions [26,31,32]. Tabib et al. [33] performed one such analysis of the
flow patterns for megawatt turbines using full-scale 3D, 2.5D, and 2D approximations
for a stationary blade. The 2D geometry showed unsatisfactory results close to the hub
owing to three-dimensional complex flow structures, while a slightly better agreement
was obtained away from the hub. However, in their CFD study, they only incorporated a
stationary blade model while using additional source terms in the momentum equations to
the model rotation. Their study lacked modeling of the physical geometrical rotation of tur-
bine blades over the cycle. Siddiqui et al. [34] also investigated the modeling frameworks
and geometric approximations utilizing rotating configurations for an industrial-scale
turbine. High fidelity simulations are performed to capture the performance coefficient
and wake profiles at various TSRs. However, the study lacks significant experimental
evidence as there was no wind tunnel data to compare the solutions for the geometric
and numerical approximations. A similar comparison on H-VAWT was performed by
He et al. [35], who investigated the varying modeling complexity for 2D, 2.5D, 3D using
Unsteady Reynolds-Averaged Navier Stokes (URANS) and Large Eddy Simulations (LES).
However, the study is limited to a few test cases and does not investigate the influence
of the tower and nacelle on wake deficits downstream. Santoni et al. [36] investigated
the effect of the tower and nacelle on the velocity deficits in the wake region using CFD
and suggested a strong influence on the velocity profiles in the wake deficits. A similar
study by Abraham et al. [19] also suggested a strong influence of the tower on blade tip
vortex breakdown and behavior of the near wake, owing to the strong interaction between
the tower- and blade-generated flow structures. The aforementioned studies indicate a
strong need to use full-scale high fidelity simulations; however, due to the restriction of
computational resources and difficulty associated with full-scale modeling, it is imperative
from the design standpoint to quantify the consolidated impact of numerical and geometric
modeling on a single turbine model.

In the present study, an attempt is made to quantify a small-scale HAWT’s aerody-
namic performance compared to a full-scale modeling approach using stepwise increments
in geometric and numerical complexity. This study aims to analyze the extent of geometric
and numerical complexity to quantify the marginal trade-off between the accuracy and effi-
ciency of numerical simulations using CFD. the Reynolds Average Navier Stokes (RANS)
with the k − ω SST turbulence model is employed to simulate the aerodynamic coeffi-
cient and wake pattern under stationary and rotating conditions for a small-scale HAWT.
The stationary case evaluates (i) simple 2D airfoil, (ii) 2.5D blade, and 3D blade sections.
While in the rotating configuration, the simulations include geometries of (iii) 3D blade,
(iv) rotor only, and (v) full-scale wind turbine inclusion the nacelle and tower. In terms of
numerical complexity, a Single Reference Frame (SRF), Multiple Reference Frames (MRF),
and a Sliding Meshing Interface (SMI) are analyzed over TSR of 6, 10. The performance
parameters are quantified to calculate the extent of each approximation prediction against
high fidelity full-scale modeling as well as the experimental results of Krogstad et al. [37,38].
To the best of the authors’ knowledge, quantification of the consolidated influence of nu-
merical and geometrical approximation on the performance of a single small-scale HAWT
has not been conducted in the literature. Therefore, the present investigation provides a
stepwise quantitative and qualitative analysis of wake evolution and turbine aerodynamic
performance. It also highlights the extent of the prediction capability of each approximation
in connection to computational complexity.

The distribution of the article is as follows. Section 2 gives a brief insight into the
theoretical background and the definitions of performance parameters used for the study.
Section 3 describes the details of the computational model and geometric approximations
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considered in the present study. Section 4 highlights the important findings, along with a
discussion of results. Section 5 reports the conclusion and future directions of work.

2. Theory and Background
2.1. Definition of Important Parameters

The Power coefficient Cp is defined as the fraction of actual power produced by the
wind turbine to the total wind power available. Mathematically, Cp can be written as:

Cp =
Pout

1
2 ρAV3

w
, (1)

where Pout is power output from the wind turbine, A is the area, ρ is the air density, and Vw
is the wind speed. From the design standpoint, the optimal choice of Tip Speed Ratio
(TSR) is important for harnessing maximum power. TSR is defined as the ratio of the speed
of the turbine blade at its tip with the actual wind speed. In the present study, we also
investigate the effect of geometric and numerical approximations on the wake profiles and
Cp at different tip speed ratios. Notable aerodynamic parameters that will be used for the
study are dimensionless coefficients that are termed as the drag coefficient (Cd) and lift
coefficient (Cl) and defined as follows,

CD =
FD

1
2 ρV2 A

, CL =
FL

1
2 ρV2 A

. (2)

where FD and FL are the drag and lift forces, respectively, and V is the flow velocity.

2.2. Governing Equations
2.2.1. Single Reference Frame (SRF)

SRF provides steady-state solutions when a single center of rotation is considered for
a complete computational setup, and wall surfaces rotate at identical angular speeds. We
adopt SRF under rotational periodic boundary conditions around the axis of rotation.

The governing equations in the present analysis have the following form:

∇ · ur = 0 (3)
∂ua

∂t
+∇ · (ur ⊗ ur) + 2Ω× ur︸ ︷︷ ︸

Centripetal force

+Ω× (Ω× r)︸ ︷︷ ︸
Coriolis force

= −∇p +∇ · (ν + νt)∇(ur + (∇ur)
T (4)

The rotation is introduced as two source terms in the momentum equations that
account for the Centripetal and Coriolis forces.

2.2.2. Multiple Reference Frame (MRF)

This approach models flow under steady-state conditions using source terms (cen-
tripetal and centrifugal forces) into the governing equations to yield desired rotational
effects. For wind turbine related problems, two distinct rotational and stationary zones
along with periodic conditions along the central axis are required. The following systems
of mass and momentum equations are solved in the stationary zone:

∇ · ua = 0, (5)

∇ · (ua ⊗ ua) = −∇p +∇ · (ν + νt)∇(ua + (∇ua)
T) (6)

ua represents the absolute velocity as observed from outside the stationary zone, whereas,
inside the rotating region, the equations are written in the form of relative velocity ur in the
following manner:

∇ · ur = 0 (7)

∇ · (ur ⊗ ur) + 2Ω× ur + Ω× (Ω× r) = −∇p +∇ · (ν + νt)∇(ur + (∇ur)
T) (8)
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ua = ur + Ω× r (9)

In the equation above, p represents the pressure, ν and νt show the kinematic and
turbulent viscosity. The Ω depicts the angular velocity of the rotating zone. MRF solves
for steady-state, and the temporal terms are not accounted for in the governing system
of equations.

2.2.3. Sliding Mesh Interface (SMI)

This approach resolves transient flow characteristics around the turbine by utilizing
the mesh motion in a sliding manner. The mesh region encompassing the rotor phys-
ically rotates with every new time step. This method is proven to be computationally
expensive [26,39]; however, it demonstrates realistic estimates against experimental values.
The following system of equations is solved.

∇ · ua = 0 (10)

∂ua

∂t
+∇ · (ua ⊗ ua) = −∇p +∇ · (ν + νt)∇(ua + (∇ua)

T) (11)

2.2.4. Turbulence Model

The small-scale turbines in the built environment experience highly turbulent flow
in both upstream and downstream directions. It is paramount to resolve spatio–temporal
variations of all scales present in the flow field [40]. To resolve small eddies in the RANS
approach generated from the energy cascade mechanism from the large eddies, we adopt
the k−ω SST turbulence model as suggested by [41–43]. The details of this particular selec-
tion among the range of other models have been previously presented in the studies [27,44]
by authors.

The following equations of k and ω [43] have been solved.

∂k
∂t

+∇ · (u⊗ k) = τij∇u +∇ ·
[

ν + νt

σk

]
∇(k + (∇k)T)−ωk, (12)

∂ω

∂t
+∇ · (u⊗ω) =

γ

νt
τij∇u +∇ ·

[
ν + νt

σω

]
∇(ω + (∇ω)T)−ω2β + 2(1− F1)

σω2

ω
∇.k∇.ω (13)

3. Computational Setup
3.1. Geometric Turbine Model

Figure 1 illustrates the 3D CAD model of the small scale HAWT employed in the
present work. The turbine blades are built from the 14% NREL S826 airfoil with a twist
along the root to tip. NREL S826 airfoil is considered as an effective airfoil shape pertaining
to wind turbine designs developed for low Reynolds number flow applications such as in
the built environment. The turbine has a diameter (D) of 0.944 m and consists of three blades.
The CAD model is modified slightly from the actual experimental model at connections of
blades to the nacelle to ease mesh generation.

3.2. Investigated Cases, Mesh, and Boundary Conditions

To explore the effects of various geometric and numerical complexities on small-scale
HAWT performance, we categorize the study into five systematic cases. These cases vary
depending on a sequential increase in the complexity of the computational model. A new
geometric simulation technique is employed to quantify performance parameters keeping
fixed operating conditions for each case.
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Parameters Values

Diameter (D) 0.944 m

Chord length min (cmin) 0.014 m

Chord length max (cmax) 0.027 m

Blade length (b) 0.421m

Baseline inlet velocity (U0) 10.0 m/s

Tip speed ratio 3, 6, 10

Figure 1. HAWT-S826: CAD model of the turbine along with description of the geometric parameters.

Table 1 illustrates the domain and boundary conditions employed for each case.
Herein, we provide an overview of the case description.

Table 1. HAWT-S826: An overview of geometric approximations employed together with the numer-
ical techniques. Six levels of geometric complexities are considered, i.e., a 2D airfoil (Case-I), 2.5D
blade section, 3D full blade (Case-II), 120◦ blade (Case-III), 360◦ rotor (Case-IV), and complete turbine
structure with a nacelle and tower (Case-V). The first two cases discuss flow around a stationary
blade using SRF, while the rest is used to simulate flow around a rotating rotor with MRF and SMI.
However, Case-III utilized periodic boundary conditions with SRF for the numerical solution.

Case ID Dimension Rotor Geometry Method Mesh–Size Geometry

Case-I 2D – Airfoil SRF 8.2× 104

Case-II 2.5D – Blade section SRF 9.5× 104

Case-II 3D – Full blade SRF 3.5× 105

Case-III 3D 120◦ Blade SRF 9.7× 105

Case-IV 3D 360◦ Rotor MRF/SMI 2.8× 106

Case-V 3D 360◦ Rotor MRF/SMI 4.0× 106
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Case-I: In this case, 2D computational simulations are conducted for the stationary airfoil
to establish validation against experimental data for small-scale HAWT. The baseline
computational mesh is shown in Figure 2. Three sets of computational mesh are generated
for 2D S826 airfoil with mesh grading (G1 = 7.2 × 104 G2 = 8.2 × 104, G3 = 8.9 × 104)
parameters to achieve the mesh independence. The mesh grading of G2 with 8.2 × 104 cells
provide a mesh-independent solution. The y+ = u?y

ν (u? the friction velocity at the nearest
wall, y the distance to the most adjacent wall, and ν the kinematic viscosity) is maintained
in the log–law region and varied such that it remains between y+ of 1. This selection allows
the wall functions to calculate the field variables’ correct values for the neighboring cells
adjacent to the wall. The pressure coefficient profile along the airfoil surface is developed
for the α at 0◦. The variation of Cd and Cl is quantified as a function of α between 0 and 17◦.

(a) (b)

Figure 2. HAWT-S826: Computational mesh for the simulation of flow around the (a) Case-I: S826
airfoil. The computational mesh consists of 8.2 × 104 cells. (b) Case-III: the 120◦ blade. The hybrid
computational mesh consists of 4.8 × 105 cells.

Case-II: This case comprises 2D, 2.5D, 3D simulations conducted for small-scale stationary
HAWT. A 2D simulation configuration is similar to the one described in the Case-I. The
2.5D simulation corresponds to the blade section taken along the blade, including tapering
of the blade, absent in 2D simulations. In contrast, 3D approximation corresponds to
simulations conducted for a full stationary turbine blade. The mesh size was selected after
a mesh independence test. The final mesh sizes used for 2D, 2.5D, 3D were 8.2 × 104 cells,
9.5 × 104 cells, 3.5 × 105 cells, respectively.

Case-III: In this case, a 3D analysis of a single rotating blade is conducted with the 120◦

geometric approximation for small-scale HAWT. The analysis is conducted using MRF
and exploiting the axial symmetry of wind turbine rotor blades. The aim is to explore the
advantages of fewer degrees of freedom under reduced computational costs to analyze the
extent of these simulations to predict wake and aerodynamic coefficients. This configuration
is also expected help conduct a parametric analysis of the performance coefficient at various
TSR values. The mesh size of 9.7× 105 cells was achieved after the mesh independence test.

Case-IV: This case represents 3D high fidelity simulations under a 360◦ rotor; only ge-
ometric approximation was used to model rotational effects by SMI and MRF methods.
The simulations are conducted for TSR of 6 and 10. The results are demonstrated through
variations of obtained wake configuration and aerodynamic coefficients. A hybrid compu-
tational mesh is generated for this case. The mesh size of 2.8 × 106 cells was achieved after
the mesh independence test.

Case-V: In this case, 3D high fidelity simulations were conducted for full wind turbines,
including the nacelle and rotor, using SMI and MRF methods. These simulations provide
realistic estimates of the wake, aerodynamic characteristics, and an improved qualitative
understanding of the wake through velocity magnitude and vorticity plots. The hybrid
computational mesh is generated for this case, as shown in Figure 3. The mesh consti-
tutes structured elements in close proximity to the turbine structure, which transitions
to tetrahedral elements in an outward direction. On the one hand, this meshing strategy
allows a smooth shift from structured to unstructured mesh elements while reducing the
computational cost. A wake block with hexahedral cells is placed in the wake region to
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allow accurate wake estimates. The computational domain’s overall mesh size consists of
nearly 4.0× 106 cells after the mesh independence test.

Figure 3. HAWT-S826: The representation of (a) computational domain and (b–d) hybrid computa-
tional mesh generated for the full turbine in Case-V. The section view of the turbine blades is also
illustrated with the front view and the rotor’s snippet. The mesh constitutes structured elements close
to the turbine structure which transitions to tetrahedral elements in an outward direction. A wake
block with hexahedral cells is placed in the wake region to allow accurate wake estimates. The overall
mesh consists of nearly 4.0× 106 cells.

3.3. Solver Details and Boundary Conditions

The simulations were conducted under an incompressible flow assumption with a
fixed fluid density ρ of 1.225 kg/m3 and the dynamic viscosity µ of 1.82× 10−5 kg/m.s.
The reference flow velocity is set at 10 m/s. The rotational speed is varied such that simula-
tions would be conducted at TSR of 3, 6, 10. The solver is developed in OpenFOAM-6.0
(OF). It uses the Gauss divergence theorem to convert volume integrals into surface inte-
grals over the control volume. The geometric agglomerated algebraic multi-grid (GAMG)
is used to solve the discretized equations. The elliptic equation of pressure, momentum,
and turbulence equation are solved in a segregated manner using the PIMPLE algorithm
(in transient case) or the SIMPLE algorithm (in the steady-state case). PIMPLE is a com-
bination of Pressure Implicit with Splitting of the Operator (PISO) and the Semi-Implicit
Method for Pressure-Linked Equations (SIMPLE). The time-dependent variables are solved
by the first-order implicit technique to conduct the transient simulations. The Gauss lin-
ear corrector solves the diffusion term and the discretization of the convection terms is
achieved by utilizing the bounded Gauss upwind scheme. The simulations are run until the
convergence criteria is achieved (normalized residuals ≤ 10−6). In terms of computational
resources, the MRF simulation is run on 48 core desktop computers with a 2.6 GHz Intel(R)
Xenon(R) processor, and the SMI simulations run on 512 cores with Intel(R) Xenon(R)
E5-2670 processor (high-performance supercomputer Vilje).

The boundary conditions applied to the computational domain are depicted in Figure 4
against each selected case. The inflow and outflow boundary conditions are imposed at the
inlet and outlet for each case, respectively. The former uses uniform velocity at the inlet,
while the latter uses the zero diffusion flux condition to extrapolate flow values from within
the domain close to the outlet boundary. Alternatively, the no-slip boundary condition is
applied on the blade surface. The axial symmetry is introduced by employing the periodic
boundary condition in the 120◦ geometric approximation analysis.
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(a) Case-I (b) Case-II (c) Case-II

(d) Case-III (e) Case-IV (f) Case-V

Figure 4. HAWT-S826: Schematics of the geometric approximation with descriptions of the flow
directions, flow fields and boundary conditions. Six levels of geometric complexities were considered,
i.e., a 2D airfoil (Case-I), 2.5D blade section, 3D full blade (Case-II), 120◦ blade (Case-III), 360◦ rotor
(Case-IV), and a complete turbine structure with a nacelle and tower (Case-V).

4. Results and Discussion

Now, we present simulation results of geometric and numerical approximation as
described in Section 3. Herein, we focus on results with increasing orders of complexity
separately against stationary and rotating turbine conditions. In Case-I we first show
validation of stationary results against the experimental data for a 2D S826 airfoil. Following
the 2D simulations results in Case-II, we compare 2.5D and 3D geometries of an airfoil.
After that, we present a detailed comparison of numerical techniques (SMI/MRF) under the
geometric approximation of one blade, rotor, and full turbine in Case-III, Case-IV and Case-
V, respectively. In the end, we discuss flow structures, wake distribution, and qualitative
behavior of wake for different TSRs along with quantification of error.

4.1. Stationary Blade

Wind turbine blades are typically designed to withstand higher stress and moments
that originate under dynamic conditions. This modeling strategy usually works well for
large megawatt turbine designs, but small kilowatt applications on rooftops would also ben-
efit from stationary blade analysis for long-term successful deployment. Although standstill
conditions exist for a short period either due to maintenance purposes, yaw/pitch mis-
alignment, wind gusts, or intermittent wind directions. However, they require careful
integration to design calculations, as stationary or semi-stationary states result in a complex
flow that generates higher stresses producing additional fatigue loads. Understanding
such loads becomes vital from the standpoint of the turbine designer. Herein, we present
aerodynamic behavior of the turbine in a 2D/3D configuration to evaluate the extent of
numerical predictions in terms of Cd, Cl , Cp.

4.1.1. Case-I: 2D Blade

We conduct a 2D analysis of the S826 airfoil for different values α and validate our
results against experimental data of Krogstad et al. [37] for Reynolds number Retip of
105. Accurate estimation of aerodynamic coefficients (Cl , Cd) is important as the torque
generation is dependent on the lift produced by the blade sections. Figure 5a presents the
profile of the pressure coefficient for α of 0◦ along the surface of the airfoil. It can be seen
that the airfoil 2D simulation results are generally in good agreement with the experimental
data. Note that there are slight differences at the leading edge attributed to the transition
from the laminar to the turbulent regime over the blade surface.
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Figure 5. HAWT-S826: Illustration for (a) the pressure coefficient (CP) versus chord, (b) drag (Cd)
and (c) (Cl) lift coefficients versus varying angle of attack (α). Numerical results are plotted against
experimental results and BEM (taken from Krogstad et al. [37,38]) at a Reynolds number of 1× 105.

Figure 5 presents Cd and Cl as a function of α. The results show accurate estimates of
aerodynamic coefficients against experimental and BEM results. The Cd show an increase
with an increase in α, whereas Cl first increases and achieves a maximum value correspond-
ing to critical αcric and then starts to decrease again, which is indicative that the airfoil
has moved into stall regime. Figure 6 illustrates a flow pattern at range of α. The flow
around the blade at α of 0◦ is symmetrical, which results in a slightly better agreement for
lower α values. At higher values of α, the results show relatively less agreement, due to
a highly complex flow regime. The critical point identified for the S826 airfoil is α of 12◦.
A notable rise in the periodic oscillations is observed once α has been increased beyond this
point with strong flow separation starting from leading-edge resulting in the evolution of
von-Karman vortex street in the wake region. We also notice that BEM under-predicts the
aerodynamics coefficients, particularly in the stall region. It can be ascribed to assumptions
of strictly 2D flow that have been violated due to stall effects disrupting the assumption of
2D flow that is the basis of the BEM method [38]. Overall, we obtain a close agreement in
results from 2D CFD simulations, thereby providing confidence in the accurate selection of
solver and boundary conditions.

4.1.2. Case-II: 2D, 2.5D and 3D Blade

In standstill conditions, α between the blade and oncoming flow is determined solely
by free wind direction. While the turbine blade design is focused on loads originating under
dynamic conditions and relative wind direction, stationary conditions cause the turbine
to operate under a narrow operational range [26]. The flow becomes highly complex,
and its realistic modeling requires a geometric approximation in the third dimension. We
present a comparison of flow behavior for a stationary turbine blade through stepwise
characterization in geometric complexity from 2D, 2.5D, and 3D. Four sections along root
to tip are considered to determine the extent of flow dimensionality over the blade. Details
of each section corresponding to α and chord length are given in Table 2. The quantitative
comparison of aerodynamic coefficients is shown in Figure 7. We noticed that a generally
good agreement is obtained at blade sections located at the tip compared to those at the
hub. For 2D, the error margins for Cl at r of 0.1125 m and 0.42 m are 11.84% and 0.13%,
respectively. The same behavior was observed for Cd, which reports error magnitudes
in comparison to 3D at r of 0.1125 m and 0.42 m of 25.0% and 0.02%, respectively. This
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error was reduced for Cl at 2.5D geometric approximation for r of 0.1125 m to 10.26%,
while a marginal increase was observed at r 0.42 m to 0.27%. To illustrate in connection
to underlying flow physics, we plot the contours of velocity magnitude in Figure 8. We
noticed that three-dimensionality in the flow near the blade hub is the cause of differences
in results. The flow remains two-dimensional at the tip; therefore, a better agreement
among results from all geometric approximations can be observed. Meanhile, near the hub
center, 2.5D simulations show superior performance than 2D compared to 3D simulations
as shown in Figure 9.

(a) α = 0◦ (b) α = 12◦

(c) α = 18◦

Figure 6. HAWT–S826: Comparison of flow-patterns of the velocity contour (with superimposed
streamlines) at α of 0◦, 12◦ and 18◦. The streamlines depict the attached, mildly separated and stall
regions. At α of 0◦, the flow is symmetrical and streamlined; however, at the critical point α of 12◦, a
notable rise in the periodic oscillations is observed and an increase beyond this point started strong
flow separation with the generation of the von-Karman vortex street in the wake region.

Table 2. HAWT–S826: Angle of attack (α) and chord computed over the radial direction along with
the error in Cd and Cl for 2D/2.5D geometric approximations, compared to the 3D geometry. The 2D
approximation shows a significant error of 25% at the trailing edge, reported in Figure 7, which is
reduced as we move down to the leading edge of blade. The 2.5D simulation on the other hand
shows improved performance at the leading edge, but the performance drops to 24.42% at the 0.2 m
radial direction of the blade. However, it recovers quickly when moving towards the trailing edge.

Distance from Center (m) α (◦) Chord (m)
Error in Cd (%) Error in Cl (%)

2D 2.5D 2D 2.5D

0.1125 25.262 0.073126 25.00 4.59 11.84 10.26

0.2 13.067 0.051204 27.73 24.42 4.03 3.42

0.3 6.565 0.036201 0.10 0.22 0.00 0.08

0.42 1.097 0.02678 0.02 0.08 0.13 0.27
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Figure 7. HAWT-S826: Illustration of (a) drag and (b) lift coefficient over the radial direction from
the center for 2D, 2.5 and 3D geometric approximations.

(a) 2D (b) 2.5D

(c) 3D

Figure 8. HAWT–S826: Illustration of error for 2D, 2.5D and 3D geometric approximations simulated
under similar conditions. The flow patterns indicate strong two-dimensional flow at the outer section
of blade. Note: the velocity magnitude is restricted to 0–1 m/s to provide better contrast.

Figure 9. HAWT-S826: Illustration of the top view of flow streamlines for 2D, 2.5D and 3D geometric
approximations simulated for the inner section of the turbine blade. The flow patterns indicate strong
two-dimensional flow at the inner section.
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4.2. Rotating Rotor

To obtain realistic estimates of wake in a downstream direction and an accurate assess-
ment of aerodynamic performances of small-scale HAWT in a built environment, we now
perform simulations under the rotational effects. The rotational effects are simulated using
quasi-static (MRF) and computationally expensive dynamic (SMI) numerical simulation.
The geometric approximation includes the periodic blade, rotor, and the full wind turbine.
Herein, we present results to quantify aerodynamic performance (Cp and Ct) and spatial
distribution of wake for zero yaws at two positions downstream of the rotor plane, i.e., at
x/D of one and x/D of three for Case-III to Case-V. We also provide extensive comparison
using qualitative evidence obtained from high fidelity CFD simulations.

4.2.1. Case-III: 120◦ Blade

We present the results of the single blade modeled under axial symmetry approxima-
tion of 120◦ using SRF. Periodic boundary conditions on the two lateral surfaces account
for the rotational effects of the remaining two blades. The average time per iteration of
simulations for this case was approximately 2 s. Figure 10 presents the wake profiles
behind the turbine at TSR values of 6 and 10. The measurements for x/D of one show
good agreement as sharp peaks are captured reasonably well. Note that symmetry in
the wake profile appears due to replication of results in the opposite direction for better
understanding. The results at x/D of one match the experimental data in the horizontal
and vertical downstream direction. A rather good agreement is observed at the blade tip
than at the central blade hub. Note that the geometric approximation failed to capture a
sharp kink at y/D of 0.2, which is normally anticipated due to the turbine tower’s presence.

Following the results at x/D of one, we noticed that at the further downstream location
of x/D of three, the wake considerably recovers due to spanwise turbulent diffusion,
and plots show a significant reduction in distinct peaks. We also quantify the percentage
drop in accuracy in Table 3. Note that, at TSR of six, the error in Cp and Ct is 23.02%
and 20.68%, whereas, at TSR of 10, the error is 27.5% and 22.88%, respectively. Both
wake profiles and the aerodynamic coefficient show discrepancies in predicted values.
The two main reasons for the deviation of results are the absence of other two-blade, nacelle,
and support structures and the steady-state assumption while solving the governing system
of equations.

Table 3. HAWT-S826: Comparison of cases for the rotating rotor cases, (i.e., Case-III: 120◦ blade,
Case-IV: 120◦ rotor, and Case-V: complete turbine structure including the nacelle and tower) to
quantify the error in the power coefficient (Cp) and thrust coefficient (Ct). The error was calculated
against the experimental data at a TSR of 6 and 10.

Case-III Case-IV Case-V

SRF MRF SMI MRF SMI

Cp (%)
TSR 6 23.02 11.86 8.14 5.12 3.49
TSR 10 27.5 24.5 20.5 15.5 12

Ct (%)
TSR 6 20.68 13.91 11.49 8.05 4.02
TSR 10 22.88 15.42 14.41 7.29 3.39
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Figure 10. HAWT-S826: Comparison of the velocity deficit using Case-III (a 120◦ blade with axial
symmetry), at successive locations of x/D of 1 and x/D of 3 in the wake region and TSR values
of 6 (a,b) and 10 (c,d). Velocity profiles were predicted by MRF (solid lines) with the results of the
experiment (circles) taken from [37]. Successive profiles were offset for better clarity.

4.2.2. Case-IV: Rotor Only

We show the results of flow around the turbine rotor using MRF and SMI techniques.
The average time per iteration of simulations in Case-IV for MRF and SMI are 4 s and 19 s,
respectively. Figure 11 presents the wake profiles plot for TSR 6 and 10. The comparison
of wake profiles at x/D of one and TSR of six shows larger oscillation for SMI than for
MRF, which arises due to vortexes that emanate from the turbine blade and travel in the
downstream direction due to transient effects. Note that the recovery rate of the wake is
fast in comparison to Case-III. This behavior is ascribed to additional modeling of two
blades in MRF, which was absent in Case-III. Similar behavior is observed for TSR of 10;
however, the fluctuations in the wake behind the turbine increased considerably compared
to that observed in Case-III.

We note that, at TSR of 6, SMI simulations show a better agreement than that for
MRF for both axial directions. The wake measurements using MRF at x/D of one and
three fail to capture the second peak, which was visible in the experimental results at an
approximate distance of y/D of 0.2, whereas SMI predicts this behavior with significantly
lower magnitudes. We note similar behavior at TSR of 10 for MRF, but better prediction
with the experimental data at x/D of three is obtained. Following MRF results, we notice
sharp peaks with large wake expansion in profiles obtained by SMI simulations compared
to MRF at x/D of three. In terms of aerodynamic coefficients, Cp and Ct show satisfactory
results compared to Case-III. At TSR of six with MRF, the error for Cp and Ct is 11.86%
and 13.91%, respectively, while at TSR of 10 a corresponding error of 24.5% and 14.41%
can be observed. The SMI simulations, on the other hand, report an error in Cp and Ct of
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8.14% and 11.49%, at TSR of 6 and 20.5% and 14.41% at TSR of 10, respectively. Note that
SMI indicates a better approximation of results than the MRF; however, the error values
predicted at a TSR of 10 are still at the higher end of each method.
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Figure 11. HAWT-S826: Comparison of the velocity deficit using Case-IV (360◦ rotor), at successive
locations of x/D of 1 and x/D of 3 in the wake region and TSR values of 6 (a,b) and 10 (c,d). Velocity
profiles were predicted by MRF (solid lines) and SMI (dotted lines) with the results of the experiment
(circles) taken from [37]. Successive profiles were offset for better clarity.

To identify the reason for performance prediction under various TSR values qualita-
tively, we plot the flow field vectors over the domain in Figure 12. We notice that at lower
TSR, the turbine is working in the stall mode, due to which three-dimensional effects are
dominant over the blade surface. In particular, TSR of 6, the turbine is spinning under
design conditions making an optimum angle between the relative wind and blades. It has
produced improved lift resulting in the highest production of Cp. Further increase in the
TSR to 10 causes the relative velocity to become more in-line with the rotor plane, making
flow two-dimensional. It produces larger magnitudes of Cp as compared to the TSR of
three. We believe MRF capture such effects particularly well and show close estimates with
the measured values. We also notice that MRF results in better prediction than BEM theory
with a two-dimensional flow assumption that underpredicts the values at the TSR of three
(where in reality the flow has three-dimensional character), unlike the TSR of 10 where an
over-prediction is observed with two-dimensional nature of the flow.
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(a) TSR = 3 (b) TSR = 6

(c) TSR = 10

Figure 12. HAWT-S826: Comparison of flow-patterns for Case-IV at TSR values of 3, 6 and 10. At TSR
of 3 the turbine operates in stall mode and TSR of 6 corresponds to the design condition, with the
flow streamlined in direction to the blade. The flow becomes parallel to the plane of rotation at TSR
of 10.

4.2.3. Case-V: Full Turbine

Now, we show high fidelity simulation results for a full turbine with a tower and
nacelle. The average time taken for each iteration of simulations in Case-IV for MRF and
SMI are approximately 7 s and 30 s, respectively. Figure 13 compares results of wake
obtained using both numerical simulation techniques. Note that a good agreement in wake
profiles is obtained at TSR of six and x/D of one from both SMI and MRF simulations
corresponding to experimental values. In general, at x/D of three, SMI predicts the
wake recovery better than the MRF technique for both horizontal and vertical directions.
In particular, a sharp kink at y/D of 0.2 along with two other peaks reported in experiments
is adequately captured by SMI, which no other geometric approximation manages to
reproduce with this much amount of accuracy. While MRF lacks prediction of sudden
fluctuations, it manages to reproduce up to a certain extent the kink at y/D of 0.2, which
originates due to interaction of blade and tower wake interaction.

Figure 14 show the qualitative behavior of flow around full turbine using each nu-
merical approximation. It is visible that SMI captures sharp features of flow, including
tip and hub vortices, while MRF provides an averaged flow field behavior. In terms of
prediction of aerodynamic coefficients, Case-V shows a drastic reduction up to three times
for error compared to Case-III. We also notice that SMI simulation here outperforms other
approximations with an error in Cp and Ct of 3.49% and 4.02% at TSR 6; and 12% and 3.49%
at TSR 10, respectively. MRF, on the other hand, shows a marginal difference compared
to SMI. For example at TSR of 6 an error of 5.12% for Cp and 8.05% for Ct are reported,
whereas at TSR of 10 the error increased to 15.5% and 7.29% for Cp and Ct, respectively.
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Figure 13. HAWT-S826: Comparison of the velocity deficit using Case-V (complete turbine including
the nacelle and tower), at successive locations of x/D of 1 and x/D of 3 in the wake region and
TSR values of 6 (a,b) and 10 (c,d). Velocity profiles were predicted by MRF (solid lines) and SMI
(dotted lines) with the experimental results (circles) taken from [37]. Successive profiles were offset
for better clarity.

(a) SMI (b) MRF

Figure 14. Comparison of flow-pattern for the SMI and MRF simulation techniques on a plane
passing through the turbine center. The MRF was shown to provide a good assessment of the large
features of the flow field, whereas SMI also accounts for the small features present in the flow field.
Note: the velocity magnitude is restricted to 0–1 m/s to provide better contrast.
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4.2.4. Qualitative Behavior of Wake versus Tip Speed Ratio

Figure 15 illustrates flow wake dynamics for Case-V at various tip speeds in the
downstream direction to examine flow. It describes the contours of vorticity originating
from the tower and blade tip. We recognize that the flow is affected by the rotation of the
blades and the tower’s presence; which was neglected in the previous Case-III and Case-IV.

The wake is characterized by small eddies, whose length and shape depend on the
operating TSR. The tower wake is composed of spiral shape vortex structures with tinier
scales and representing non-homogenous flow disturbances, whereas the wake formed by
the rotor and tower was found to be more homogeneous. The rotor wake is combined with
the tower wake, and a vortex pairing can be observed. This pairing is more enhanced in
the core behind the tower than the tip of the blade and causes enhanced turbulent mixing
and faster recovery of the wake. Regarding the rotor and the tower’s wake interaction, we
observed the two wakes diffuse together and begin to interact at x/D of one. We also remark
that the tip vortices developed until x/D of three; after that, diffusion becomes active and
forces the outer wake to combine with the inner vortex core (see Figure 16). A slight
shift in the wake towards the leftward side was also seen, which is mainly attributed
to the opposite directions of the tower and the rotor wake. Concerning wake width,
the simulations predicted an increase in the wake’s width in the downstream direction,
which is in line with the measured profiles of the wake from SMI and MRF.

Figure 15. HAWT S826: Vorticity plots exhibiting the formation of coherent structures in two spatial
dimensions. Wake is composed of small eddies whose length and shape depends on the operating
TSR. The eddies generated by the tower have distinct patterns to those from the combined rotor and
tower. Note: the vorticity magnitude is restricted to 0–1 m/s to provide better contrast.

(a) TSR = 3 (b) TSR = 6 (c) TSR = 10

Figure 16. HAWT S826: Velocity magnitude exhibiting the wake distribution at TSR values of 3, 6, 10.
Note: the velocity magnitude is restricted to 0–1 m/s to provide better contrast.

5. Conclusions

Aerodynamic analysis of a small-scale Horizontal Axis Wind Turbine (HAWT) was
conducted using high fidelity Computational Fluid Dynamic (CFD) simulations to quantify
the performance parameters (Cp, Ct, Cl , Cd) and wake profiles. The study was developed
based on five selected geometric and numerical approximations of the wind turbine model.
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The performance was tested against an incremental level of geometric complexity under
the stationary and rotating conditions using the Sliding Mesh Interface (SMI) and Multiple
Reference Frame (MRF) simulations. The aerodynamic performance and wake in down-
stream direction were quantified for each set of geometrical and numerical approximations
on a single small-scale HAWT model. The important findings are outlined below.

• In the case of a stationary 2D airfoil (Case-I), the numerical approximations performed
better than the blade element momentum (BEM) method, producing close approxi-
mations to the experimental results. For the drag coefficient (Cd), the difference from
the experiments was minimal until the angle of attack (α) of 12◦. The increase beyond
this point resulted in the rise of periodic oscillations, which significantly increased
the error.

• The 2D simulation performed better than the BEM method at the blade root. However,
it is unable to capture complex flow fields near the hub. It was shown that 2.5D
captures this effect better with streamlines in three dimensions. The 3D showed
superior performance compared to both 2D and 2.5D. We found 25% error for Cd and
11.84% for Cl , at the root tip while the 2.5D model performed relatively better with
an error margin of 4.59% and 10.26% for each, respectively. We conclude that flow
dynamics can be predicted reasonably well by all three geometric approximations at
the blade tip. In contrast, at least a 2.5D geometric approximation must be used for
reasonable estimates in the inner section.

• Velocity profiles in the wake region for Case-III show a general good agreement with
experiments at x/D of one and three. In contrast, superior predictions were observed
for values at the blade tip than the central blade hub. However, Case-III with 120◦

periodicity failed to capture a sharp kink in experimental behavior at y/D of 0.2 which
was anticipated due to the presence of a turbine tower. Case-IV showed a fast recovery
rate of the wake due to 360◦ rotor modeling. However, the measurements from SMI
and MRF at x/D of one failed to capture the second peak of the experimental results.
The comparison of wake profiles for Case-V showed an overall good agreement with
the experiments for both SMI and MRF. While MRF reproduces a partially sharp peak
at y/D of 0.2, the SMI captured this and other peaks reasonably well, unlike other
geometric approximations.

• In terms of aerodynamic coefficients Cp and Ct, Case-III showed a deteriorated per-
formance with respective errors of 23.02% and 20.68% at TSR of six. The error was
significantly increased at TSR of 10 to 27.5% for Cp and 22.88% for Ct. The error
was reduced by the inclusion of two more blades in the geometry. Case-IV showed
improved performance with error dropping two- to three-fold compared to Case-III.
Case-V using SMI; although this was computationally expensive, it showed the most
accurate prediction of performance parameters, i.e., an error in Cp and Ct of 3.49% and
4.02% at TSR of six and 12% and 3.49% at TSR of 10, respectively.

An important inference that can be drawn from the present study is that flow inves-
tigation using simpler geometric and numerical approximations could be implemented
to obtain reasonable results of the flow field around wind turbines. However, one should
be aware of limitations in the results from such approximation to drawing plausible con-
clusions. In the future, we aim to further this study using Large Eddy Simulations (LES)
to identify small features of flow in the wake region. Although LES will be computation-
ally expensive, it is expected to help identify enhanced visualization of the wake region
downstream of the turbine.
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