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ABSTRACT

Signal Processing Techniques for On-Line Partial Discharge Monitoring of High
Voltage Electrical Machines '
John W Jamieson March 1994

Large A.C. electrical machines are found everywhere in modem industry.
Traditionally, electrical plant has had a high reliability, pﬁmarﬂy caused by the
complexity of electrical design leading to generous over-rating. However, modern
rotating electrical machines are now designed to tighter margins. In addition to this,
there is a strong economic incentive to continue running older machines, with a
relatively good thermal efficiency, up to and beyond their original design lifetime. It
is not surprising, therefore, modern industry experiences a small but significant
number of faults in their rotating plant, which, of course, eventually leads to failures
and subsequent loss of availability. ;

One cause of machine failure is insulation breakdown of the stator winding. This
can happen gradually and can be characterised by an increase in partial discharge
~activity over time. This ac}iVity Cail be measured using a well documented non-
invasive technique. However, current analyses relies on experts visually
interpreting results and making judgements based upon their knowledge and

. \
experience.

This work describes a completely new approach to the analys1s of partial

discharge data: v '

e A high speed analogue and digital electronic system was specified, designed
and developed that is capable of directly dlgmsmg the extremely short
duration partial dlscharges

e Modular software routines were designed to control the electronics and
display the digitised information for analysis.

* Additional software analysis routines were developed to process the discharge
information in the time domain. )



e A completely new technique was devised that allows the removal of
interference signals from the monitored data that could otherwise prevent
accurate analysis of the partial discharge severity.

¢ Different methods are investigated in order to measure the frequency content
of partial discharges. This had never been attempted before, primarily due to
the lack of suitable technology. |

e Finally, a suitable frequency analysis algorithm was developed and applied to
experimental data in order to investigate the feésibi]jty of using the frequency
content of partial discharges to ascertain their inception point within the stator

winding,
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OBJECTIVES

The research project described here is an addition to a well established and
comprehensive programme of research, at The Robert Gordon University, related to
on-line condition monitoring of large electrical machines. The work commenced in
1980 and, in recent years, has been funded by research contracts with industrial
organisations, including BP Petroleum Development Ltd. (now BP Exploration
Aberdeen) ’

The potential benefits of on-line condition monitoring are of greatest importance in
high cost continuous process industries, such as oil production and electrical power
generation. Techniques developed at the Robert Gordon University are already being
applied in these industries, in particular, to the detection of incipient fault conditions
in rotors of induction motors, and in high voltage stator windings of both induction

motors and synchronous generators. f

The work described here is directed tow:ards non-invasive measurement and analysis -
of partial discharge activity within the stator of high voltage electrical machines. To
that end, this investigation ‘is’ primarily concerned with the development of hardware
‘_ and software techniques that are /capabie of processing the semi-random partial .
discharge pulse patterns and identifying the characteristics which have most relevance

to the diagnosis of insulation condition.
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CHAPTER 1
INTRODUCTION

The research project described here is an addition to a well established and
comprehensive programme of research, at The Robert Gordon University, related to
on-line condition monitoring of large electrical machines. [1,2,3] The work
commenced in 1980 and, in recent years, has been funded by research contracts with
industrial organisations, including BP Petroleum Development Ltd (now BP

Exploration Aberdeen). - ' . .

The potential benefits of on-line condition monitoring are of greatest importance in
high cost continuous process industries, such as oil production and electrical power
generation. Techhjques developed at 'I"he Robert Gordon University are already
being applied in these industries, [4,5,6] in particular, to the detection of incipient
- fault conditions in rotors of induction mbtors, and in high voltage stator windings of .

both induction motors and synchronous generators.

" The work described here is directed towards non-invasive measurement and analysis .
of partial discharge activity withixi’the stator of high voltage electrical machines. To
that end, this investigation is primarily concerned with the research and development
of hardware and software techﬁiques that are capable of processing the semi-random -
partial discharge pulse patterns and identifying the characteristics which have most

relevance to the diagnosis of insulation condition.

A survey of published literature shows that there are various techniques and
instruments that successfully monitor partial discharge activity. However, high-speed
digitising of partial discharges and the subsequent application of digital signal
processing techniques, particularly high-resolution spectral estimation methods, are

relatively un-researched, especially in the area of on-line, non-invasive machine

condition monitoring.



1.1 Scope of the Thesis

Chapter 1 introduces the topic of electrical machine condition meonitoring with

particular emphasis placed upon partial discharge mechanisms, their causes and

consequences.

Chapter 2 deals with the investigation into the requirements of a practical partial
discharge monitoring system, and the resulting hardware development. A substantial
amount of hardware development had to be undertaken prior to the commencement
of the basic research as suitable commercial hardware was not available. Design
methodologies are detailed for all aspects of the prototype syétem.

¥

In Chapter 3 the software hierarchy is outlined and the rudimentary display and
storage functions described. In addition to this, signal processing algorithms, consist-
ing of various pulse analysis routines, used in preliminary studies into the practicality
of partial discharge processing, are detaile('L

I

Chapter 4 follows the evolution of the monitoring hardware into a system capable of
monitoring all three phases of a machine simultaneously.
, " "/" .
Chapter 5 describes the software design process for the monitoring system, including -
the investigation and eventual hﬁplementation of a technique to remove periodic
interference, commonly superimposed on the partial discharge data. This chapter also
details the exploration into the frequency domain of partial discharge signals.

Chapter 6 deals with the analysis of the results obtained from the spectral data of
partial discharges and describes how a rudimentary partial discharge location classifier

was formulated.

Chapter 7 collates all of the previous information by demonstrating how the
instrumentation system would be applied in real-life situations, and further, outlines
possible enhancements to the basic design and the direction that future research in this
area may take. Finally, Chapter 8 discusses the project's achievements and makes

some general conclusions.



1.2 Electrical Machine Condition Monitoring

Large A.C. electrical machines are found everywhere in modern industry; from
pumps to generators, their applications are endless. Traditionally, electrical plant has
had a high reliability, primarily caused by design parameter over-rating. However,
modern rotating electrical machines are now designed to tighter margins as
economics, and subsequently profit, take on greater significance in a very competitive
marketplace. In addition to this, there is a strong economic incentive to continue
running older machines, with a relatively good thermal efficiency, up to and beyond

their original design lifetime.

It is not surprising, therefore, that in a climate of such harsh economic reality, modem
industry experiences a small but significant number of faults in their rotating plant,
which, of course, eventually leads to failufes and subsequent loss of availability.
’ .

The financial costs of such losses in av’ailability of machines in-service commonly -
represents a significant percentage of the capital cost of the machine. This is
especially so in high-cost operational environments, such as offshore oil and gas
production, where an entire platform/ may have to shut down if a particularly crucial |
machine fails. For this reason, on-line condition monitoring of electrical machines has
taken on considerable importance, allowing operators to more accurately schedule
maintenance and provide significant pointers regarding imminent machine failure.

The benefits that condition monitoring can bring to any particular machine depend on:

. The amount of warning that can be given about an impending failure.
. The value of the machine itself.
. The total cost of the machine failing, including;
. loss of production due to the failure
. direct cost of repair or replacement
. whether standby capacity or a spare machine is avallable
. The cost and reliability of the monitoring system itself.



The amount of warning that can be given about an impending failure is very much a
function of the monitoring strategy employed, as well as the time taken for the fault

to develop.

e.g. If a monitoring scheme 'could only detect a fault one second before the
machine fails, then this scheme would not be of much use to the operators.
But, if a scheme could progressively monitor the development of a fault over
a number of weeks or months; it would be of considerable value to the
bperators. However, some faults can develop very rapidly and even
continuous monitoring may not detect them quickly enough to prevent

breakdown.

Condition monitoring of an electrical machine will only yield benefits if:

. The monitoring system is reliable a!nd can give sufficient warning of a failure
in most cases.

. The machine can be taken out of service and repaired at a cost substantially
less than the likely cost of repairs following failure. '

. The results of monitoring produde significantly less of a production loss due
to maintenance scheduling, as opposed to unexpected failures.

o /
/

1.2.1 Fault Mechanisms in‘3-Phase Induction Motors

The most prevalent machine found in modern indu»stry today is the induction motor.
Found in all sizes, the induction motor is used in household and light industrial
applications, as well as heavy industry and power generation. Consequently, it is
important to be familiar with the fault mechanisms and some of the monitoring
techniques associated with induction machines.

Large induction motors are often used in harsh or hostile environments, such as mines
or offshore oil exploration and production platforms. Especially in places such as
offshore platforms, these machines are exposed to diverse amounts of contamination
and are often operated quite hiifshly (direct on-line starting is prevalent whereby a
machine is started at full load resulting in high mechanical and thermal stresses)



which, not surprisingly, can lead to faults not commonly experienced in machines

used in more moderate applications.

The manifestations of faults can be either electrical, mechanical or a combination of
both, and include such faults as cracked or broken rotor bars, eccentricity problems,

bearing faults and winding problems

Rotor bar breakages are quite a common fault found in motors, caused when the
conducting bars in the squirrel cage rotor break away, or just crack, at their junction
with the conducting end-ring of the rotor. This may happen for a number of reasons,
such as casting problems during manufacturing producmg weaknesses, or excessive
vibration caused by operational factors.” When a bar cracks it produces a high
resistance joint on the end-ring, causing overheating which may eventually lead to the
bar completely breaking, This, in turn, leads to further mechanical damage to the
motor, caused by the resulting torque ﬂuctuatlons and corresponding change in

vibration pattems

Eccentricity is when the air gap between the rotor and stator is non-uniform and
comes in two forms: static eccentlicit};, whereby the air gap profile is constant (i.e.
the minimum air gap always appears at the same point, for example: a rotor/stator
misalignment), and dynamic eccent;icity where the minimum air gap rotates with the '.
rotor(e.g. bent rotor shaﬁ).\\ The problems caused by eccentricity are two-fold:
firstly, in severe cases, the rotor ﬁiay actually make contact with the stator, causing a
rub” and damaging both the stator and rotor.” Secondly, the non-uniformity of the
air gap, and thus the magnetic flux, may cause abnormal mechanical stresses and
vibration patterns, resulting, among others, excessive bearing wear which may in turn

lead to yet greater levels of eccentricity.

Stator winding faults are very commonly (30-40%) the cause of machine failure.
They may develop as a result of insulation contamination, conductor vibration,
voltage transients/ impulses due to welding, or insulation degradation due to internal
discharges. If the insulation breaks down, then a short circuit can locally occur
between coils, causing even more damage. Severe insulation degradation, if
undetected, may propagate through the stator in a very short time.



Most faults, however, develop gradually (e.g. as the insulation material ages or
contamination increases) so periodic monitoring can help prevent catastrophic failure

of the motor, as well as providing guidance in scheduling maintenance.

1.2.2 Condition Monitoring Strategies

Two common methods of monitoring induction motors are vibration and stator

current monitoring,

Vibration monitoring utilises a number of transducers, usually fixed around the
bearings of the motor, to monitor the varying patterns of vibration. This can provide
an indication of different types of faults, as the vibration is caused by the changes in
flux pattern of the air gap producing mechanical vibrations or acoustic noise. This
monitoring method has been employed successfully in a number of industries, but has
the inherent disadvantage of having to ‘affix transducers to the machines being

monitored, often in quite inaccessible places.

The current drawn by an ideal motor should have a single cm;lponent at the supply
. frequency. Any changes in load will cause speed fluctuation and modulate the
amplitude of the current, prpducing sidebands around the fundamental when viewed
in the frequency domain. Defectsf{iﬁ[ the rotor will generate further sidebands which -
can be used as the basis of a monitoring strategy [1]. This technique has the
advantage that no direct access to the motor is required as the phase current can be
monitored by a simple clip-on current transformer placed around the phase wire at the

control room end.

Winding faults are monitored using different techniques, and as they are of particular
importance to this project, will be dealt with in more detail.

1.3 Condition Monitoring of Electrical Insulation

It is known that 30-40% of all large motor failures are attributable to the breakdown
of the high-voltage stator insulation. Irrespective of the incidence of insulation faults,
it is clearly advantageous to periodically monitor the state of the insulation with a



view to identifying a problem before it becomes a disaster, or to allow repair work to
be scheduled in a way to minimise loss of production.

Traditionally, diagnostic testing of machine insulation has been done off-line [8],
whereby the machine is disconnected from the normal supply and various non-
destructive tests performed using“techniques such as DLA (Dielectric Loss Analyser)
or simply using a Megger. This system of monitoring has inherent disadvantages, not
the least of which is that these tests can only be carried out during routine

maintenance shutdown periods.

On-line diagnostic techniques are now becoming more popular because Lhey can be
applied whilst the machine is running in normal service. Also, these tests can be
applied as often as is considered necessary, and the resultmg measurement
characteristics reflect the motor's true oper,ating role.

i

1.3.1 Causes of Insulation Degradation

The mechanisms that cause the electrical insulation to break down within large
machines can be split into four broad categories: thermal stress, electrical stress,
mechanical stress and envirgnmental stress.
. /
K
Any increase in the temperature of a machine will cause thermal ageing of the
insulation. At high temperatpres the insulation will break down very rapidly: for
every 10°C above its rated limit, the insulation life is halved [9]. Thermal
degradation results in delamination, cracking, embrittlement or depolymerisation.

This leads to further wear of the winding, speeding up the breakdown process.

Electric stress across a gaseous inclusion causes ionisation and there is a current flow
or partial discharge through the ionised gas. Progressively, the ionisation process
changes the chemical properties of the surrounding resin and channels are cut into the
insulation base. These discharges occur external to or within small voids in the coil
insulation structure and are generated as part of the normal stator winding
characteristic. Figure 1. 1 shows the discharge process within a small gas filled void in
the insulation structure.



As the electric stress builds up across the insulation, following the high voltage
supply, a corresponding increase in stress builds up across the void. Upon reaching
the breakdown threshold of the gas inside the void, a discharge occurs across it,
temporarily relieving the electric stress. If the supply voltage is still rising, the stress
then begins to build up again until the whole discharge process repeats. The entire
process repeats each half cycle. )

Insuletion void

NN
N

____________________ , —_—————————— Breakdown Threshold
Electric Stress
NN

T

Figure 1.1 Partial Dischafge Mechénishl

The erosion effects due to electric stress may be accelerated by transient pulsing from
switching surges and other system disturbances, such as direct-on-line starfing.
Dischafge erosion, especially slot discharge erosion whereby a surface current of 'cor-
ona' flows between the outside of the insulation and the core laminations, can affect
the fit of the coil in the slot by damaging the winding insulation or core packing,
leading to accelerated erosion due to increased mechanical stresses.



Mechanical stresses produce fretting between the copper, insulation and core and can

result from any number of causes:

. Differential thermal expansion and contraction.
e Severe direct-on-line starting duty.

. Stator core or tooth vibration.

. Electromagnetic excitation.

. Inadequate bracing or packing of the slots.

Contamination of the end-windings from substances in the operational environment,
such as water and salt, also contribute to the breakdown process. Contamination of
the insulation can change its electrical properties which, in tumn, can result in
increased partial discharge activity and more rapid degfadation [5]. This
environmental stress factor is of particular importance for machines operated in harsh

conditions, as in offshore oil and gas prodT’ction platforms.

!
i ¢

1.3.2 Review of On-Line Diagnosﬁc Test Techniques

Certain measurable quantities can directly correlate with insulation damage. These

. ‘ . T / s g g

include mechanical vibration, gaseous products and partial discharges [10]. All three -
L4

quantities are, to some degree, measurable during normal operation.

A}

x

Mechanical vibration may be caused when a bar or coil loosens within a stator slot.
Measuring the magnitude and rate of increase of such vibrations can provide an
indication of the severity of the damage and can be a pointer to ultimate insulation
failure. Vibrations can be measured by means of accelerometers attached to the
stator frame. However this technique is not normally used as it will also pick up
vibrations due to other causes, such as the rotor faults discussed earlier.

Certain dielectric's,” when exposed to heat or partial discharges, evolve various
gaseous by-products that can be identified and quantified using gas chromatography
or spectroscopy. Additionally, discharges occurring in air external to the insulation,
produce ozone which can also be detected. The resulting level of evolved gases

provide a direct measure of the damage occurring,



Partial discharges are measurable using a variety of techniques[7,9,10,12]. These
include wrapping a high frequency current transformer around the neutral connector,
detecting pulses developed across a blocking capacitor which is attached to the
terminals of the machine and detecting the radio frequency energy, generated when a
partial discharge occurs, by placing a RF aerial inside the machine.

In addition to this, there are a number of off-line techniques used to measure partial

discharge activity, but these have inherent disadvantages [5] and are not considered

further: ‘ '

e Tests can only be carried out during routine maintenance shutdown periods which
may be 2 years or more apart and therefore may not detect rapidly developing
faults. ' '

e Test equipment is expensive and bulky.

e Whole phase winding is stressed to the same potential so the test is not

. . '
representative of normal service. |

The on-line technique adopted in this pr{)ject uses Rogowski coils, essentially high
frequency current transformers, which are connected to the phase windings of the
machine and detect the high frequency current pulses, caused by partial discharge
activity, as they propagate out of/the stator winding. Before this technique is

reviewed further, it is useful to examine the characteristics of partial discharges.

v

1.3.3 Partial Discharge Characteristics

When a partial discharge occurs in the insulation structure of a high voltage stator
winding, a short-duration current pulse is generated‘in the HV conductor adjacent to
the discharge site. This current pulse effectively replaces the energy lost to the
insulation structure when the discharge occurs. The shape of the current pulse
reflects the time sequence of the partial discharge 'sparking' process. i.e. it has a very
sharp rise time and a slower fall time. the resulting electrical disturbances travel
away from the discharge site, along the winding conductors, at a speed which is a
characteristic of the winding. It has been shown that the stator winding behaves like a
transmission line to high frequency events, with frequency-dependant attenuation
[11]. During the propagation process, the shape of the pulse changes, due to the

10



frequency-dependant attenuation characteristic, such that on arrival at the machine
terminals, where it can be measured, the shape of the pulse bears little resemblance to

the original discharge pulse.

It has been shown [12] that the current pulse arriving at the terminals of the machine
is, in fact, made up of two separ.éte pulses, a low magnitude fast pulse and a higher
magnitude slow pulse, Figure 1.2. Depending upon the inception site of the
discharge, a variable time will elapse between detecting the fast and slow pulses.
Also, the fast pulse has a lot higher frequency components than the slow pulsé,
therefore the frequency response of the detection system can dictate if either, or both,
pulses are measured.
Figure 1.2 highlights the differences in measured partial discharges when they occur
in different parts of the winding. The upper plot shows the resulting detected pulse
when a pulse is injected three coils dista’nt from the HV terminals, and the lower
graph shows the same but for a discharge,’injected seven coils distant. Examining the
two graphs, attenuation of the higher frequencies associated with the slow pulse can
be noted as the pulse travels further thrf)ugh the winding. Also the difference in the
propagation speeds can be highlighted by examining the time intervals between
detecting the fast and slow pulses infbbth cases.

;
The propagation delay of the‘svlow pulses is used as a basis for a location technique to
identify discharge sites within a stator winding [3]. |

11
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Figure 1.2 Typical Fast & Slow Propagating Pulses
Note: Amplitude information in Figu,fre 1.2 is included for comparison purposes only

as no information is given on the elfergy content of the injected pulse.
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1.4 Insulation Monitoring Using Rogowski Coils

It is very desirable, from an operators point of view, that the basic transducer used to
obtain on-line partial discharge information should be of a totally non-invasive nature
thereby reducing installation costs. This means that ideally the coupling between the
high voltage circuit and the momtormg system should be inductive, rather than

capacitive.

1.4.1 The Rogowski Coil

A Rogowski coil is essentially an air-cored current transformer wound in a toroid.
Such coils have been used for many years in a variety of roles ranging from the
measurement of high-energy electron beam current pulses to the momtormg of power

frequency shaft currents in large rotating machines.

At power frequencies (50-60Hz) the R'ogowski coil has a very low inductive
impedance, necessitating the use of integrating circuitry to measure power frequency
primary currents. However, this low inductive impedance is clearly an attractive
feature for partial discharge monitoring )pulposes, since the high voltage circuit will
often be carrying a motor supply current of hundreds of amperes in the presence of
relatively minute discharge ‘current pﬂses. The higher frequency content of partial
discharge pulses means that the Rogowski coil no longer needs integrating ‘_
termination and can be des1gned to reject the power frequency components whilst
passing the higher frequencies associated with partial dlscharge activity [5].

The voltage distribution in the phase winding of a machine is graded uniformly from
the line terminal down to the star point. In practice, this means that most of the high
energy discharges occur in the first few coils adjacent to the line-end. Therefore, the
‘ideal location for the Rogowski coil for on-line monitoring is at the line-end terminals
of the machine. It is possible to make measurements at the star point however, but
the attenuation characteristics of the winding mean any monitored discharges would
be severelfattenuated due to the distance that they have to travel through the
winding. It is also possible to make measurements at the switch gear end of the
supply cable as the attenuation characteristics of the cable are less pronounced than
those of the stator winding itself. However, a number of machines are typically

13



connected to the same high-voltage busbars via relatively short lengths of cable, so
any measurements made could be contaminated by signals from different sources.

1.4.2 Monitoring Configuration

The typical monitoring arrangement adopted when using Rogowski coil transducers is

shown in Figure 1.3.

A Rogowski coil is connected around each phase supply cable. The output from each
coil is then fed into an amplifier to boost the signal level. Once amplified, the
resulting partial discharge signals are displayed on an oscilloscope or special
discharge detector, as well as recorded on magnetic tape for later analysis, or just as a

permanent record.

The phase reference unit is used to produc’:'e a reference supply waveform with which
the partial discharges, from any given phase, can be correlated. A typical display
!

example is shown in Figure 1.4.
t

From Figure 1.4, it can be seen that the larger partial discharges normally occur in
bands, 180° apart, at the points of maximum electric stress, referred to the supply
] (( .

voltage. 7
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1.4.3 System Calibration

The measured partial discharge current pulses need to be quantified in some way that
| pertains to their discharge energy. This is done by calibrating each machine under
test by imjecting a pulse of known charge content into the motor terminals. The
simulated discharge is produced by means of a low voltage source capacitively
coupled to the high voltage line. Once this calibration pulse has been detected and
processed by the system, all subsequent detected partial discharge pulses can be
compared to the calibration pulse and thus their charge content inferred in pico-

coulombs.

Fortunately, each motor/cable combination needs only to be calibrated once, as the

calibration process is most conveniently carried out when the machine is shut down.

1.4.4 Interference Signals f

Typically, in an industrial situation, several high-voltage machines will be connected
to the same busbars. Under some conditions this could lead.to signals from one
machine contaminating the results obtéiqéd from another. However, extemal signals
travelling along the supply cable towards the machine under test will already have
experienced significant attenuation due to energy being transferred onto multiple
connections on the busbar [5]. In addition, the Rogowski coil is relatively insensitive

to external interference signals in this application.

In some situations external interference signals do find their way into the monitoring
system. These are typically attributable to high power switching applications, such as
thyristor speed controllers for large motors. These controllers produce signals of
very similar frequency content to partial discharges, but of a signiﬁdantly greater
amplitude so they tend to get propagated into the monitoring system and swamp any

discharge activity that is occurring at that time.

These interference pulses have a regular repetition rate so can easily be distinguished
from the random nature of the partial discharges. This means, that as far as an expert
is concerned, the interference signals are no more than an inconvenience. However,
they pose a significant problem when developing an automatic monitoring system.
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1.5 Summary

Electrical machine condition monitoring is a very diverse and complex field. Various
techniques have been outlined that are capable of monitoring specific faults as they
develop.  Such techniques are continually being adapted and improved as a
competitive marketplace demands more accurate and reliable methods.

A non-invasive technique has been described, that is used to monitor partial discharge
activity within the stators of high voltage electrical machines. This techniqué is used
as the basis for the further development of hardware and software to process the
discharge pulse patterns and to investigate means with which to extract further useful

information from the available signals.

-?
e
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CHAPTER 2

SINGLE-PHASE PARTIAL DISCHARGE
HARDWARE

2.1 Introduction

The concept of a computer-based instrumentation system for the detection and
analysis of partial discharges is by no means a new one. Austin and James [15], back
in 1976, demonstrated the feasibility of such a system, limited only by the available
technology. = Tanaka and Okamoto [16,17,18], using superior technology,
considerably advanced the capabilities of the computer-based measurement system.
These systems invariably relied upon some form of pulse-stretching or similar
detection techniques to capture the partial‘discharges. Technological advances now
make it possible to directly digitise partial discharges and analyse their properties

1

using the new generation of microcomputers.

The design of such a system, however, is not straightforward as there are a number of

) - - ~ £ . - . -
technical, as well as operational, constraints to be taken into consideration.
,f’

2.1.1 Technical Constraints

The non-invasive method of detecting partial discharge activity results in signals of
very small energy (2000-8000pC), immersed in noise [5]. This places stringent
design requirements upon the initial analogue processing stages, specifically the need
for adequate amplification whilst maximising bandwidth and limiting noise.

The digitising process also has far-reaching design implications: most importantly, the
speed and resolution of the analogue to digital converter has to be a compromise
between the bandwidth and noise performance of the amplifier, the specification of
the anti-alias filter, the subsequent memory requirements for storing the digitised
discharges, and the information processing speed of the microcomputer.

3
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2.1.2 Operational Considerations

Ultimately, any monitoring system developed would be operated in an industrial
~ environment, therefore the relevant working practices and conditions have to be taken
into account during the design process. Special consideration has to be given to the
effect of electrical interference upon the system, potentially the most serious of which
is the thyristor switching of DC motor speed controllers. These electrical drives
produce periodic pulses of relatively large amplitude (>100000pC) with similar
frequency content to partial discharges, thus they tend to be processed by monitoring
instrumentation, swamping concurrent partial discharge activity, leading to difficult
diagnoses. ’ ' ‘

Having outlined the important design constraints, the system hardware can now be
described in detail.
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2.2 System Hardwai‘e

. A block diagram of the initial partial discharge monitoring system can be seen in

Figure 2.1.
ROGOWSKI . : '
COIL . : DATA STORE
\ LOW-NOISE ANTLALIAS WFLASH®
I = nGH.GAN o 6@
/ AMPLIFIER FILTER AD @

0@

==

\ / |
Figure 2.1 System Overview

v

This system was designed to monitor a single phase of a high voltage machine under
test, and was built primarily as a development tool to investigate the feasibility of

analysing digitised discharges.
The operation of the system is as follows:-

The basic transducer, a Rogbwski Coil, is clamped around the supply cable to one
phase of the machine under test. The transducer picks up any high frequency current
pulses, caused by partial discharge activity, as they propagate out of the stator
winding back towards the supply, and the resulting signals are passed to a low-noise,
high-gain amplifier to boost their inherently low amplitudes. Once amplified, the
partial discharge signals are applied to an anti-alias filter network to limit their high

-
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frequency content in order to prevent sampling errors occurring when digitised. After
the signals have been fully conditioned, they are digitised at a rate of 15MHz before
~ being placed in a bank of Static RAM, ready to be processed by the host computer. -

The system was designed to be as flexible as possible in order to accommodate future

expansion as well as facilitating design and/or processing changes.

The following sections deal with the individual system components in more detail.

2.2.1 The Rogowski Coil

On-line condition monitoring applications ideally require non-invasive transducers to
gather the relevant information. In the case of partial discharge monitoring, special
Rogowski Coils have been developed[5], discussed earlier in Section 1.4.1.

2.2.2 The High-Gain, Low-Noise Amplifier

‘The partial discharge pulses, detected by the Rogowski Coil, are of several millivolts
amplitude. In order to quantify the design requirements of the initial amplification
stage, investigations had to be carried out into the exact nature of the signals that

would ultimately be applied fo the sysfem.
, /

The amplitude and shape of partial discharge pulses vary both with the size and origin
" of the discharges within the stator winding. In order to extract the maximum amount
of information from such pulses, a high bandwidth system with good dynamic range
and accompanying noise performance is required. Previous experiments using the
Rogowski Coil measurement technique [5] have shown that the upper frequency limit
need not be as high as initially expected. This led to the upper amplification
frequency limit to be fixed at 4MHz, a reasonable compromise between frequency
resolution and subsequent design difficulty. '

In determining the necessary performance{ of the amplifier stagé, laboratory
experiments were conducted on a 6.6KV stator winding, the general set-up of which

is shown in Figure 2.2. ‘ - a4 « ¢



Artificial discharges of known magnitude were applied to the line-end of the stator by
means of a voltage generator (E) in series with a capacitor (C), with the terminating
" network constructed to mimic the surge impedance of the machine supply cable.

C.R.O.
*
PRE-AMPLIFIER
, f
STAR PHASE WINDING ’
POINT =7 @
ROGOWSKI' 7
GND L ol— colL T

/ GND

Figure 2.2 Experimental Set-up

The first amplifier design tested on the laboratory set-up used an ultra-high frequency
operational amplifier AD5539, the circuit of which can be seen below in Figure 2.3.

The opérational amplifier, AD5539, used in this pre-amplifier design, has a gain-
bandwidth product of 1-4GHz, a unity gain bandwidth of 220MHz and a high slew
rate of 600V/us. The small signal open-loop gain and phase plots show that the
device is stable with noise gains greater than 5, when used as a non-inverting
amplifier. However, lead compensation was subsequently required to modify the
frequency response of the amplifier to improve its stability..
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Figure 2.3 Amplifier Circuit Diagram .

The pre-amplifier was constructed on a printed circuit board and tested using the
arrangement of Figure 2.2.} Simul:itéd discharges of 1000pC in magnitude were
injected into the line end of the stator winding, using the relationship Q=CV to
determine the size of the simulated discharge. The relatively high surge impédance of
" the stator winding means that most of the injected pulse is transmitted to the ter-
mination unit, which merely acts like a length of feeder cable. Thus the simulated
- discharges are detected by the Rogowski Coil and-applied to the pre-amplifier circuit.

Initially, a capacitor of 100pF was used with applied voltage steps of 10V, resulting
in charge injections of 1000pC into the stator winding. The output from the pre-
amplifier was measured to be approximately 0-48V pk-pk with 10mV of background

noise.

With charge injections of 10-15pC the resulting output voltage from the pre-amplifier
was found to be in the region of 30mV. However the output amplitudes for these
differing charge injections were not in proportion, therefore 100000pC charges were
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injected to verify that a problem existed. The output measured in this case was 1-5V
pk-pk, not saturated as expected. The Rogowski Coil was then disconnected and the
~experiment repeated, with the results indicating that the majority of the signals being
applied to the pre-amplifier were not originating from the transducer, but instead were

directly attributable to pick-up.

The amplifier was then placed in a screened box, to help alleviate the interference
problem. However, this only served to make the amplifier unstable, probably
attributable to the poor layout of the pcb. It was therefore decided to build a new
amplifier version with additional features incorporated to alleviate the instability

problems.

The second pre-amplifier design can be seen in Figure 2.4.

——

8V ‘

36K
50K

47R

Figure 2.4 Second Amplifier Design
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The pcb of version 2.0 has various options incorporated into its design, namely the
ability to configure the op-amp in non-inverting or inverting mode, the option of
driving the input cable screen from the feedback network, facilities for both lag and
lead compensation, as well as the possibility of signal DC blocking.

The RC lag network (Figure 2.4) was designed to introduce a pole at approximately
1MHz in the open loop response. This pole does not affect the closed loop response
until about 10MHz, well above the frequency range of interest, thus improving
amplifier stability without compromising the desired response. In addition to the lag -
network, lead compensation was introduced in order to fully stabilise the amplifier

response by giving an extra 90° phase margin at 10MHz.

The amplifier configuration of Figure 2.4 was evaluated experimentally and was
found to have a gain of about 40 from DC to 14MHz, before falling off sharply. The
original test arrangement was then used to'see if any anomalies still existed in the
amplifier design, but again, pick-up prevented true gauging of the amplifier
performance along with the Rogowski Coil. Further evaluation of the amplifier design
led to the conclusion that the AD5539 operatronal amplifier was not ideally suited for
a pre-amplifier stage as its noise performance could lead to problems if a high gain
system was needed. It was subsequently decided to design a low-noise "front-end"
using discrete transistors, to produce a stage with an overall gain of about 20, so

reducing the need for such high noise performance in subsequent stages.
A block diagram of the envisaged system can be seen in Figure 2.5.
The criteria behind this configuration of amplifier relies on the principle that the

overall noise performance is predominantly dependent on the first stage. In order to

achieve better noise performance discrete transistor amplifier configurations were

investigated.
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Figure 2.5 Block Diagram of the Overall Amplifier

Many different configurations of transistor amplifier were tested with results
indicating that a FET input stage was most desirable, providing high input
impedance, coupled to further bipoli;r transistor stages for the main gain of the
amplifier. Further investigations led to the conclusion that designing a suitable pre-
“amplifier would be too costly in ﬁme, for what was not the main area of the
project. Therefore it was decided that a specialist pre-amplifier would be bought
at a later stage in the project, allowing work to continue on the next stages of the

analogue circuitry.

The next step in the amplifier design process was to develop the main amplifier

stage, based on an op-amp, to produce a gain of about 30.

At this time a new operational ami)liﬁer became available, from Analog Devices, the
AD840 wideband, fast settling op amp. This new device offered a gain-bandwidth
product of 400MHz and was stable at gains of 10 or more. This meant, in practice,

that no compensating circuitry was necessary as the required gain was 30.
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A complete amplifier system was constructed, incorporating the discrete input stage
and subsequent AD840 op-amp stage. The resulting amplifier was encouraging, but
~still subject to high levels of noise, presumably due to its power supply and pcb
layout. It was subsequently decided to "buy in" a suitable amplifier and concentrate

on the other aspects of the system hardware.

2.2.3 The Anti-Alias Filter

It can be shown by Fourier methods that the spectrum of a sampled signal is an
infinite series of repeats of its continuous time spectrum, Figure 2.6. If the sampling
frequency is at least twice the highest frequency component of the original, then these
"copies”" of the original are distinct, and the information cbntaiqed in the o}iginal
signal is not corrupted by the sampling process. If this condition is not met, then the
low frequency components of one copy mingle with the high frequency components

of the adjacent lower copy, Figure 2.7. X

F(w)

Wy w, . W, ) W, t W, W-‘.w"| w. whw

Continuous Signal Spectrum Discrete Signal Spectrum Sampled at w,

Figure 2.6 Signal Spectrum Comparison

~
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Figure 2.7 Aliasing Effect

This condition of high and low frequfeﬁcy components intermingling is called aliasing,
In effect, a signal that is sampled at too low a frequency has an a apparent spectrum
which is not that of the original, due to high and low frequency components being

intermixed.

Any analogue signal which is sampled prior to digitising is liable to aliasing unless the
sampling frequency is chosen high enough to prevent it, or the relevant high fre-
quency components of the signal are attenuated to below some appropriate level.

This means, in practice, that aliased components must be kept below the noise”
threshold of the signal channel. This is achieved by using anti-alias filters to limit the
frequency content of the signal prior to sampling, and by specifying a sampling
frequency which is high enough to create enough bandwidth for the filter attenuation
slope to bring the aliased cémponents down to the desired level.
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Anti-alias filters are commonly implemented using cascaded active filter networks,

designed using the traditional active filter polynomials.

In this case, a number of factors influenced the design of the anti-alias filter network:-

. The sampling frequency had been dictated, by other constraints, to be
15MHz. ‘
. The signal to noise ratio of the system was approximately 48dB (8-bit

analogue to digital converter).
. A large signal bandwidth was desired in order to maximise the amount of

usable, extractable information on the partial discharge activity, without
compromising the noise or phase integrity of the signal with a large filter

network.

Certain of the common filter polynomial a}’)proximations are designed for optimum
amplitude characteristics, with less Mpo#mce placed on phase behaviour. The
Butterworth and Chebychev polynomials fall into this category. The Bessel
polynomial approximations are more appropriate for anti-alias filter design as they
lead to linear phase response filters. Unfortunately, Bessel filters have an inadequate
rolloff characteristic for this ‘application, so a compromise had to be reached. This
came in the guise of Thompson—Butterworth filters. This class of filters are a
compromise between the classw Bessel and Butterworth designs, which glve

.improved attenuation characteristics whilst mamtammg a linear phase response.

The particular circuit configuration employed in this type of filter is the standard
Unity-Gain, Sallen-Key, second-order low pass section, shown in Figure 2.8.

A number of alternative design possibilities exist for this configuration, with -

Figure 2.9 showing the various attenuation characteristics for 6th-order
Thompson-Butterworth filters. ’
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Figure 2.9 Thompson-Butterworth Filter Characteristics
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A Compromise between the Best Delay and Flattest implementations was chosen,
with an upper signal frequency limit of 2:5MHz and section design values of:-

First Section Second Section Third Section
Freq. Damping Freq. Damping Freq. Damping

1268 1-945 1-301 1-521 1-382 0-711

This gives approximately 48dB attenuation at 7-3MHz (3-times f and fy/2).

The component values for each stage are calculated as follows:-

Ci=cx?2 ‘ Cr=—xCy RxC=— L
2 D ; 27X fax fe

f, - Normalised frequency
f; - Cut-off frequency
D - Damping ‘ /

Ist Stage

f, = 1-268
D = 1-945

1

RxC = - :
27%x2-5x10°%1-268

Given €—=0-9725 and C1=C'x0-9725
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Now an iterative process is used to find the best fit for preferred values of R, C1 and
C2

let (
<1072
Ci\=27pF and C=—2j—
0-9725
4 12
C2=BZ—XC1 =27'76x10

~ 57 pF

R= 1 ~-12
27%5x10°x1-268x27-76x 10 \

=1K8Q) ’
The component values for stages 2 and 3 are calculated in a similar way, giving the
anti-alias filter circuit of Figure 2.10, with its corresponding frequency response
characteristic depicted in Figu‘re 2.1 1.{ /!

I

Figure 2.10 Anti-Alias Filter Circuit
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Figure 2.11 Anti-Alias Filter Frequency Response

2.2.4 Analogue to Digital Converter

The specification of the analogue tcf digital converter (ADC), more than any other
single component, influences the overall system design, because the digitising speed
dictates the necessary performanée and size of the subsequent data storage module,
as well as the bandwidth of the preceding amplifier and anti-alias filter. The resolution
of the ADC, again, has a direct effect on the size of the data store, in addition to

placing constraints on the system noise performance.

These decisions regarding the analogue to digital converter have important
ramifications on both the cost and overall performance of the prototype systeni, s
initially, a balance was reached between cost, performance and design difficulty, so
ensuring that the prototype had adequate performance with the option of upgrading at

a later stage.
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The particular device chosen for the prototype system is a Micro Power Systems
MP7684, CMOS, 8-bit, "flash” analogue to digital converter. The converter can
‘operate at speeds up to 20MHz without the need for any sample and hold circuitry,
thus simplifying the design. The ADC requires a unipolar analogue input,
necessitating design of a circuit to add a DC offset of /2Vyer to the analogue input

sigual.‘

The circuit employed for the analogue to digital converter can be seen in Figure 2.12,
along with the offset generator, which is incorporated into the anti-alias filter

network.

Vref

' MP7684 |
ADC

From Anti-Altas Filter 7
i DS [

2K2 .
D6 [

DY fe— -

Figure 2.12 Analogue to Digital Converter Circuit
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2.2.5 Hardware Controller & Data Storage Module

The roles of the hardware controller and primary storage modules are to oversee and
control the sampling process, as well as providing a temporary storage facility for the

digitised signal.

A data storage module is necessary due to the high sample rate of the system; a
computer that is capable of a data transfer rate of 15N[Bytes/sec would be required if

a hardware storage module were not to be used.

The initial design problems revolved around choosing the size of the storage facility.
This had to be a trade-off between cost, speed and the amount of data that it had to
.. hold. The main criteria influencing this decision was the need to provide enough data
samples to produce meaningful results and facilitate removal of superimposed

thyristor noise pulses, mentioned previously in section 2.1.2.

If the latter requirement is examined, bearing in mind that the noise is periodic in

nature, but can occur anywhere in the mains cycle, then in order to uniquely identify

the noise pulses a number of consecutive 50Hz mains cycles need to be captured.

Assuming that three complete cycles are needed to unambiguously ascertain the

position of, and consequently; elimjnaté the thyristor interference, then it is a simple

matter to estimate the required size of the data store. '
Period of 3 x 50Hz waveforms = 0-06 seconds

Number of samples in 3 cycles = period x sample rate
' = 0-06 x 15x100

=900 000 samples

This means that a large amount of Static RAM had to be employed to cope with the
amount of data being produced by the analogue to digital converter. Real-time data
compression methods were considered in order to reduce the memory overhead,
however a minimum figure could not be arrived at for the success of any scheme, as
it would be dependent upon the level of partial discharge activity at any given time.
Also, the control circuitry to compress data at 15MBytes/second would be extremely

complex.
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The method chosen was to build a bank of 880KBytes (901120 bytes) of Static RAM
to act as a temporary data store. In order to make this cost-effective, slow Static
RAM had to be used, and therefore a novel architecture had to be conceived if the

data conversion rate was to be maintained (Figure 2.13).

Each memory board is accessed once every four samples, in a "round robin" fashion,
effectively quadrupling the memory bandwidth. Once the memory is full, the data can

be transferred to the host computer for processing.

The entire sampling and subsequent transferring of data is controlled, at the hardware
level, by dedlcated control logic. This takes the form of an ASM (Algonthmlc State

_Machine), and is implemented in a Programmable Logic Device.

CODATABUS . Sl

. Controller
&
Address
Generator

Host
Computer

Figure 2.13 Mémory Architecture

36



Use of an ASM, facilitates an algorithmic description of the controlling sequence, and
hence, allows simple translation to the logic functions required to implement it. A
flowchart of the controlling sequence can be seen in Figure 2.14. :

The flowchart itself is quite meaningless until the functions of the terms used are

explained.

e The outputs of the state machine are as follows:-

J The memory address generator can be cleared by setting its reset line low
(CCLR in the ASM chart).

. The analogue to digital converter is activated by settmg the signal ADCEN =
1.

. The computer is informed of a completed operation by the signal FINISH = 1.

There are four inputs to the controller:- ‘

. The hardware is informed of a data sample request by using the S input.

. Transfer of the captured data is initiated using the R input.

. Z_C allows the controller to synchronise the sampling ﬁfocess to the 50Hz
mains cycle by using a zero-cross detector, connected to the reference supply.

e The F input indicates that the memory is full, or that all of the data has been

transferred. s

Initially, the controller starts in ihe idle state (0). The address generator is clear and
inactive. On reception of a 'sample' signal, S, it checks for initial synchronism with the
reference 50Hz mains waveform; the zero-cross detector signal, Z C, has to go
HIGH then LOW for synchronism to be achieved. If Z_C is HIGH then the system
proceeds to state 1, with the address gemerator still kept' inactive. If Z C
subsequently goes LOW, synchronisni with the 50Hz mains reference has been

achieved and the data capture process can begin.

Data capture begins when the controller enters state 2. The analogue to digital
converter is enabled and the address generator started (by removing the reset signal).
Sampling proceeds until the hardware indicates that the memory is full, F, and the
system then enters state 3, informing the computer that the operation is complete
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(FINISH), and disabling the address generator. It stays in this state until the computer
recognises the completed operation by removing the 'sample' command, S. The
‘system then reverts back to the idle state (0).

CCLR | | Y ‘N
FINISH|®

Figure 2.14 Controller Flowchart
The read cycle is very similar m operation, but without the synchronising aspect.

When in the idle state v(O), if the sample signal is LOW and the read signal, R, is set
- HIGH then the controller enters data transfer mode by proceeding to state 4. Here,
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the address generator is activated and the transfer of data then proceeds until the read
- signal, R, is removed, or the hardware indicates that all of the data has been -

transferred (F). If the read signal is removed at any time, the controller simply revert;
back to the idle state (0). If all of the data has been transferred, then the controller
tells the computer that the operation has been completed (FINISH) and waits for the

read signal to be removed before reverting back to the idle state.

The state transition table for the controller ASM chart can be seen in Table 2.1, and
by allocating binary addresses to each state, a truth table can be found, Table 2.2.

Next "~ Qutputs -

Present Inputs
State State
) ) R |ZC| F CCLR | ADCEN | FINISH

0 0 0 | X X or"' 0 0 0
0 1 X 0 | X 0 0 0 0
0 1- X 1 | X 1 0 0 0
0 0 1 X | X 4 0 0 0
1 X | x 0 | X 2 0 0 0
1 X X 1| X 1 0 0 0
2 X X X 0 2 1 1 0
2 X X X |1 3 1 1 0
3 0 x | x| x| o | o 0 1
3 1 X X | X 3 0 0 1
4 X 0 | X | X 0 1 0 0
4 X 1 X 0 4 1 0 0
4 X 1 X |1 5 1 0 0
5 X 0 X | X 0 0 0 1
5 X 1 X | X 5 0 0 1

X -Don't Care

Table 2.1 ASM State Transition Table
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Present Inputs Next State Outputs
State

Q|0Q|on|s|R|zc| F | Qs+ | Qi+ | Qo+ | CCLR | ADCEN | FINIS

H
ololo]olo| X |[X] O 0 0 0 0 0
ololof1]|x]| o0 |X]} O 0 0 0 0 0
ofolo|1lx] 1 |X} o 0 1] 0 0 0
olololo|1] X |[X} 1 0 0 | 0 0 0
olo|1]x|x]o|X}] o 1 0 0 0 0
ool 1|x|x]1|X}] o0 0 1 0 0 0
ol1lolx|x|x|o}j o 1 0 1 1 0
ol1}lo (XXX |10 1 1 1 1 0
ol1|1]o]xX| X |X] O 0 0 0 0 1
ol 1|1 |1{x| X |[X]O 1 1 0 0 1
Tlololxlol x|xl o] o} o 1 0 0
1{olo|x|1| X |0f 1 0 0 1 0 0
tlolo|x|1| x {11t .0} 1 1 0 0
tlol1|{x|o] X |X}§O 0 0 0 0 1
1ol x| x| xf /] o 1 0 0 1

X \-~Don't Care

Table 2.2 ASM Truth Table

Using the truth table, logic exprquions can be found for the next state variables and

the outputs, in terms of the present state variables and the inputs.
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D2=0:.01.00.5.R+02.0.00.R+02.0100.R
Di= 0500007 + 010100+ 02.01.00. S

Do=03.01.00.5.Z +02.01. 00.Z + 02.01.00.F + 02.01.00.8 + 02.01.00.R.F +02.01.00. R

CCLR = 02.01.00+02.01.00
ADCEN =0:.01.00

FINISH = 02.01.0s. +02.01.00

Using these logic expressions, the entire controllf;,'r can now be implemented with flip-
flops and NAND gates. The flip-flops hold the present state variables, whilst the logic
determines what the next state will be, when the system is next clocked, according to
the present state and the pattern of the inputé. The outputs are merely determined
from the present state variables( ‘i.é. a M/oore machine). A diagram of the ASM

7

controller can be seen in Figure 2.15.

The ASM controllér is implemented in a Electrically Programmable Logic Device
(EPLD), along with some other logic functions, whilst the time-critical functions,
such as the address generator, are implemented using discrete 74F series devices. A
schematic of the full contents of the EPLD can _be seen in Figure 2.16, with Figure
. 2.17 showing the configuration of the 20-bit address genelrator.‘
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Figure 2.15 ASM Controller
The ASM controller is initialised to state 0 during power-on by attaching a simple -

power-on-reset network, consisting of a resistor and a capacitor, to the RESET line

of the flip-flops.
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| Figure 2.16 EPLD Contents
“All of the logic designs were extensively simulated using Apollo DN3000

workstations in order to find any unforeseén problems in the design, so ensuring

minimum chaﬁges during testing of the constructed hardware.
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Figure 2.17 Address Generator

The upper 18 address bits are applied to each memory board, and latched when each
board is enabled. The memory boards are each enabled in turn by decoding the lower
2 address bits, using a 2 to 4 decoder (implemented on the EPLD).

The five highest address bits are applied to a NAND gate to produce the F input for
the ASM, indicating that the external memory boards are full
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The data acquisition and transfer cycles have their own clocks associated with each
process; the sampling operation is carried out using a 15MHz clock, whilst data
transfer to the host computer is carried out using a sofiware generated clock signal
that allows the computer to transfer data as its own rate. The ASM controller always

uses the 15MHz hardware clock.

From the EPLD schematic, Figure 2.16, it can be seen that each clock signal can only
~ be routed through to the output if it is accompanied by its appropriate enable signal, S

or R. This ensures that the data acquisition clock is applied to the external hardware
(i.e. the memory and address generator) only when a 'sample’ operatlon is ongomg,
and the transfer clock can only be applied during a 'read' operation. - .

TWo enable signals for the data latches, of the analogue to digital converter and the

computer interface, also need to be derived from the S and R inputs to ensure that
there are no data collisions on the bus dunng an operatlon Figure 2. 16 also shows the

simple logic implemented to achieve this.

Each memory board is basically the same. Each board consists of 8, 32K x 8-bit
Static RAM ICs, various data and 'address/laitches and an EPLD to implement the
miscellaneous logic functions necessary .to generate the controlling signals. A
schematic of a memory board can be seen in Figure 2. 18 with the contents of the

EPLD shown in Figure 2.19.
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Figure 2.18 Memory Board Schematic

Each memory board only stores one sample out of four, thus both the data and the
address need to be latched in order to give the memory time to complete its write
cycle. Also during the ‘read’ cycle, .only one memory board at a time can place data
_on the common bus, therefore a tri-state buffer (74F24l) is required for use during

the read cycle.

All of this means that various enable signals need to be generated. This is taken care

of in the EPLD, Figure 2.19.
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Figure 2.19 EPLD Contents

The clock used to latch both the address and the data is derived from the board
enable signal and whatever clock signal is applied to the memory board from the
controller. The address latch output enable signal (ADLOE) is simply the XOR of the
- 'read' and 'sample' signals; thus the address latch is active whenever one of the signals
is active. The data latch output enable (DLOE), used during the data acquisition
process, is active when the read signal (R) is LOW, with the sample signal (S) set
HIGH. The' enable signal for the tri-state buffer (RDEN), used during data transfer, is

derived from the sample, read and board select signals.
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The individual RAM IC enable signals are produced when the three highest address
bits, supplied to the memory boards, are decoded using a 3 to 8 line decoder. The
RAM write enable and output enable signals are simply the read and sample signals

inverted (WE and OE are active LOW).

2.2.6 ‘Host Computer System

The host computer system is the central component of the system in that it provides
all of the operator interaction, controls data acquisition, processes the partial
discharge information and displays the results for interpretation by the user.

A decision was made, early in the project, to use the IBM family.of personal
computers as the processing platform because of the large amount of extra hardware

and software available for them. y

{
The computer used during the development of the single-phase partial discharge
monitoring system is an IBM AT type machine with EGA graphics and 1MByte of
memory. The external hardware is interfaced to the computer using a digital /O card,

which occupies one expansion slot of the PC and provides 48 programmable

input/output lines organised into 6 ports ) /
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2.3 Summary

Investigations were carried out into the exact requirements of a new computer-based
partial discharge monitoring system. This included experiments with a laboratory
stator winding to determine the necessary performance of the amplification stages, as
well as setting system parameters such as ADC sample rate and subsequent memory
storage capacity. These parameters, once set, allowed detailed design of the various
system modules to proceed and eventually combined into a coherent prototype.

The next stage in the prototype development involves examining the software design
process necessary to operate the.hardware and implement the data processing

functions.

PR
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CHAPTER 3

SINGLE-PHASE DISCHARGE
MONITORING SOFTWARE

3.1 Introduétion

A comprehensive software project was undertaken to satisfy the initial objectives of

the system. These objectives were:-

. Provide a user-friendly environment that could be used to test the existing -

system, and which could expand througholut the duration of the project.
Incorporate different processing algorithms to extract useful information from

the raw data. . .t
. Provide the facility to display the results in graphical form for intexpfetation

by the user, and provide easy operator interaction.
B ‘ . //

To accommodate all of these, the expandjilg menu system, shown in Figure 3.1, was

devised. . j \

The system can be split into three broad sections, each of which deal with a different

aspect of the discharge monitor:
'« Data acquisition and storage

*  Waveform display
e Partial discharge pulse analysis’
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3.2 Data Acquisition and Storage

Before analysis of partial discharge activity can occur, the raw data must be made
available to the host computer. In addition to this any instrumentation system must
have a facility to permanently record the information for later processing or for
comparison with subsequent measurements. This may take the form of a paper log,
such as a chart or graph, or a direct record of the raw data stored on magnetic tape

or disk.

3.2.1 Controlling the Data Acquisition Hardware

Control of the custom-built hardwar.é is achieved using a programmable interface card
which plugs into an expansion slot in the computer. This card then effectively appears
in the memory map of the computer and can be wntten to and read from as if it were
standard memory locations. The card itself has 48 programmable mput/output lines,
organised into 6 ports, each of which has a number of addresses associated with
them. One port was configured to read the data from the external hardware, whilst

another was used to control the data acqu151t10n process by activating the appropriate
control signals outlined in the previous chapter.
‘\ /'
f

3.2.2 Storing the Raw Partial Discharge Data

A facility had to be incofporated into the software to allow the user to permanently
store the acquired data on computer disk. This would enable the operator to process
the raw data at a later date, or use the recorded information to make a comparative-
analysis once more measurements have been taken or new processing routines added

to the system.

The newly acquired data, still resident in the hardware, is read into the computer a
byte at a time and then placed in a file on disk, the name of which is supplied by the
~operator. Each file stored uses approximately 900000 bytes of disk space, however,
this space can be reduced by using standard file compression programs.
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3.2.3 Retrieving Partial Discharge Data Files

Obviously if the facility is available to store acquired data in files, then a
corresponding retrieval facility must also be provided. Here, the user has the option
of switching between the data acquisition hardware and a previously stored file, for
the primary data source. This means that they can acquire (and process) data using
the external hardware, with that data being resident in the external hardware, and

make direct comparisons with data stored in a file.

3.3 Waveform Display

The first step in the analysis process is to display the acquired data in graphical form.

A typical display can be seen in Figure 3.2 (typical scale of microseconds and

* millivolts). I’

Amplitude

pe e e = L kO il Ehndy )« s
Red Zoom Menu . Partial Discharge Monitor
F1 -Next Saeen Data Seurce : Extarnsl )
F2 -Curser Mode Dispisy Raelution : Hardware Ssmple Rate
F4-Exde

" Figure 3.2 Typical Waveform display
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The operator has certain parameters that he can change to alter the display. One

parameter controls the effective displayed sample rate, by averaging a number of

samples before plotting. This facility puts a larger portion of the acquired data record
on the screen at one time allowing the user to quickly scan through the data record.
The available choices are 5, 10 and 100 averages per displayed sample. Another
parameter allows him to control the source of the data displayed on the screen, file or

direct.

In addition to the standard display routine, the user can call up a cursor that tracks
along the displayed data record, giving amplitude and time information, Figure 3.3.

Time

! Amplitnde

iy

Partial Discharge Monitor
Data Sewrce : Extarasl

Dirplay Resclution : Hardware Sample Rels
1 . Sample Value : -85
Fé-Dxdi¢ . SampleNumber : 128456

Cursof Mode

Use Arrew Keys Te Move Curser

Figure 3.3 .Tracking Cursor Display
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3.4 Partial Discharge Pulse Analysis

Three different pulse analysis schemes were researched in order to gain information
about the general characteristics of partial discharge activity within the machine under
test. The first scheme to be developed was Pulse/Height Anélysis. This entailed
designing a software routine to identify, measure and count individual partial
discharge pulses within the 900 000 data samples, and ultimately produce a plot of
the results on the computer screen for operator interpretation. Figure 3.4 shows an
typical Pulse Height Analysis plot for a machine with a large number of small
discharges and a few large ones. Using this analysis option, a skilled operator can get
a graphical indication of the severity of discharges, as well as their repetition rate for,
any given machine. Note that the range of pulse heights can only vary between -128
and +127, due to the 8-bit digitising hardware.

400

"Count

- A28 Height (Uncalibrated) - ' 127

Figure 3.4 Pulse Height Analysis
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The second analysis scheme developed was Phase/Height Analysis. This scheme
involved identifying and measuring the height and overall phase of individual
discharges within the period of the 50Hz supply fundamental. A typical plot of this
can be seen in Figure 3.5, and shows the distribution of maximum positive and
negative discharge pulses throughout the 20ms cycle period. Using this processing
option, a skilled operator can see where the large discharges occur in the supply
cycle,' and can therefo}é spot any anomalous behaviour that may be indicative of

some unusual discharge phenomena.

Height

Figure 3.5 Phase/Height Analysis

The final anélysis scheme developed was Phase/Coul_lt Aunalysis. Thjs scheme

. involved splitting the 50Hz mains cycle into 180 phase "windows" of 2° angle, then

counting and displaying graphically the number of discharges that occur in each. A
tYﬁical plot of this can be seen in Figure 3.6, and shows the distribution of partial
discharge a‘ctivity throughout the 20ms cycle period. Using this processing option, a
skilled operator can see where discharge activity is occurring within the mains cycle,
and can therefore spot any anomalous discharge behaviour. Because this processing
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option does not take into account the amplitude of the discharges, it is more useful in

identifying repetitive low-amplitude discharges which may otherwise have been
missed.

100

Count -

360

Phase (Degi‘ees)

Figure 3.6 Phase/Count Analysis
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3.5 Summary

An éxpanding menu system was developed that allows new features to be easily
incorporated into its structure, as well as providing a basic user-friendly environment

to interact with the operator.

The facilities described encompass data storage and retrieval, waveform display and
rudimentary pulse processing algorithms. All of these facilities combined produce a
prototype system that is capable of elementary discharge monitoring, for a single

phase of a high voltage electrical machine.
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CHAPTER 4

THREE-PHASE PARTIAL DISCHARGE
HARDWARE

4.1 Introduction

Having demonstrated the feasibility of a high speed data acquisition system for partial
discharge processing, the next logical step was to enhance the system so that it could
analyse the discharge properties of all three phases of a machine simultaneously. A
three-phase monitoring system has a number of inherent advantages over a single-
phase approach, such as the ability to detect diﬁ’erfant types of discharge phenomena,
“and a greater potential for noise rejection. A block diagram of the three-phase system

can be seen in Figure 4.1.

4.2 System Hardware . /"

o
The new 'system hardware differs considefably from its single phase counterpart in
that the earlier system used four banks of discrete RAM Integrated Circuits to hold
the discharge samples. These banks of memory were written to in a "round-robin”
fashion, effectively quadrupling their bandwidth, making real-time data acquisition
possible. With advances in memory technology, and corresponding price reductions,
256K fast static RAM ICs became available and have completely replaced the banks
of discrete memory. This means that the data samples for one complete mains cycle
can be stored in a single IC with no added complications, and a correspondingly large
reduction in physical size. Each phase has its own data acquisition pcb with two

’ additional' PCBs, one controlling the process and interfacing to the computer, with the
other containing the three phase amplifiers. Figure 4.2 shows how the system PCBs

are arranged.
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A separate pcb is used for the amplifiers to enable them to be easily mterchanged,
depending on the amplification requirements - on line machine measurement, taped
data analysis or laboratory machine experimental measurements.

Common Signal Bus

256K RAM 256K RAM 256K RAM
Analogue/Digital Analogue/Digital Analogue/Digital Interface
Converter Converter Converter .
Anti- Alias Filter | | Anti- Alias Filter | | Anti- Alias Filter ASM Control
y )

Three Phase Amphf ers

Host Computer

\ /.

/

Figure 4.2 PCB Arrangement
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The sample rate of the digitising process had to be reduced so that a complete
digitised supply cycle (20ms) could fit into 256K of memory. It was accordingly
decided to reduce the sample rate from 15MHz to 10MHz, which necessitated a
routine alteration of the analogue processing stages. In addition to this, the change in
architecture in the three-phase system demanded a radical re-design of the control
logic. More stringent requirements were also placed on the control circuitry due to
the faster memory write cycle (the write cycle had to be completed every sampling
interval, as opposed to every 4 intervals in the single-phase system).

4.2.1 Three Phase Amplifier Configurations

A-number of three-phase amplifier configurations were needed by the system;
namely, a medium gain, low noise amplifier f(:r use during expeﬁménts on the
laboratory-based stator winding, a low gain amplifier for analysis of taped data
recorded from on-line machines, and finally a high' gain, low noise amplifier to use for
obtaining data directly from on-line machines. Only the first two amplifier
configurations needed to be developed because on-line measurement opportunities

were never available. ~ /;
)

7

Figure 4.3 shows the amplifier configuration used on one phase of the system for
experiments on the laboratory machine; the other two phases are exactly the same.
The gain of this amplifier Stage is approximately 100. The reason that the gain does
not need to be very high is that the simulated discharge pulses that are applied to the

laboratory stator are of high amplitude.
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Each phase monitor has its own dedicated analogue to digital converter, so
accordingly each phase needs a dedicated anti-alias filter network. The filter networks
employed are similar to the one used in the single-phase hardware, but with different
component values to reflect the lowering of the system sample rate. It will serve no
useful purpose to re-iterate the design process used for the anti-alias filter networks,
suffice it to say that each was designed for a cut-off frequency of 1.5MHz.

| AD841 _y | AD341 | | |
iy .

10K

1K ‘
\ /

¢
=

A}

'Figﬁre 4.3 Amplifier Configuration

4.2.2 Hardware Controller

The hardware controller for the syétem commands each single-phase data acquisition
" module simultaneously and prbvides the interface to the host computer. Figure 4.4

shows a block diagram of the controller.
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Figure 4.4 Controller Block Diagram

/

\
There are three connections to the hardware controller pcb, one to receive command

signals from the computer, another to send the captured three-phase data back to the
computer and finally a connection to the common bus system connecting all of the

hardware together.

In addition to the usual latches and buffers required for interfacing purposes, the
majority of the discrete logic devices used in the hardware controller are employed in
_ the address generator. The address generator, as its name suggests, has to provide
valid address information for the individual banks of RAM used to hold the digitised
data. Each phase module has its own A/D converter and associated RAM, therefore
each address generated can be applied to all three banks of memory simultaneously.
This means that the address generator needs only to be capable of producing 256K
addresses - 18 bits. This is achieved using five 74F163 binary counter ICs.
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Again, central to the controlling function is an algorithmic state machine, along the
same lines as before but with more output signals, which are used by discrete logic
devices in the data acquisition process. The ASM flowchart for the system can be

seen in figure 4.5.

The outputs of the state machine are as follows:

o The memory address generator can be cleared by setting its reset line low

(ACLR in the ASM chart).

The analogue to digital converters are all activated when the ADC signal is set
high.
. The internal 10MHz data sampling clock is gated through to -the address

| generator and acquisition PCBs when SEN is set high.

. The clock generated by the host computer used to transfer the data is gated
through to the address generator and memory banks when REN is high.

The data latches used to hold the output from the A/D converters are enabled

*

when SL is low.
Data can be read out of the memory banks when the OE line is set low.

. The data latches used to hold the output data from the memory are enabled

when RL is low. Y
. The memory ICs are enabled wrth a low CS signal.
The computer is informed of a completed operation when the signal FINISH

is set high.
The inputs to the controller are the same as before:

Thehardwareis informeti of a data sample request using the S input.

. Transfer of the captured data is initiated using the R input,
The sampling process is synchronised to the 50Hz supply fundamental by

using a zero-cross detector which provides the Z_C signal.
The F input indicates that the memory is full, or that all of the data has been

transferred
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Figure 4.5 ASM Flowchart

Before the operation of the ASM chart is discussed, a small problem with the address
generator has to be highlighted. This problem only came to light during testing of the
single-phase system and whilst not serious, proved inconvenient. The problem arose
" with the particular configuration of binary counters needed to produce a sjrnchronous
count of 20 bits using a 15MHz clock. The configuration, shown in Figure 4.6,
reqﬁired that the IC used to provide the 4 most significant address bits was not
connected to the system clock, but rather the MSB of the next lower counter. This
meant, in practice, that when the reset signal was appliéd to the address generator, the
four lower counters reset but the counter producing the 4 most significant address
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lines did not, as there was no transition on its clock input. This failure to reset the
four highest address bits meant that the signal indicating that the memory was full, F,.
would still be set, as it is derived from the most significant address bits. Thus under
certain circumstances the controller would be fooled into thinking that the memory

was full or that all of the data had been transferred to the host computer.

CCLR SR
: TC
B — PE
CER Al
) CEP QB Al
CK ck A2
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. 1C
? PE
. : CER qa ; Ad
CEP QB ; AS
‘_{ K QC| ) A6
| - A7
74F163 :
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. TC
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QD T AlS
74F163 -
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. TC
——C] PE
CER QA Al6
CEP QB - A17 -
Kk Q€ & AI8  FINPUT

Figure 4.6 Address Generator

The threé—phase system requires 18 bit addresses, so five counters still needed to be
used, with the same problem resulting. The solution to this problem is implemented in
th¢ ASM chart and uses the fact that the F input is attached to the 19th bit of the

.
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address generator (only 18 bits are needed, but the generator is capable of producing
~ 20). The ASM checks for address bit 19 being set, and if it is set then the address
generator is clocked until a transition occurs to reset it. This prevents the ASM

receiving false information about the state of the memory.

Initially, the controller starts in the idle state (0). The address generator should be
clear and inactive. If not, then it is made clear and inactive. On reception of a 'sample’
signal, S, it checks for initial synchronism with the reference 50Hz mains waveform:
the zero-cross detector signal, Z C, has to go HIGH then LOW for synchronism to
be achieved. If Z C is HIGH then the system proceeds to state 1, with the address
generator still kept inactive. If Z_C 'subsequently goes LOW, synchronism with the,
50Hz mains reference has been achieved and the data capture process can begin.

Data capture begins when the controller enters state 2. The analogue to digital
converters are enabled, along with their assocmted latches and memory, the address
generator is also started (by removing the reset signal). Sampling proceeds until the
hardware indicates that the memory is full, F, and the system then enters state 3,
informing the computer that the operation is complete (FINISH), and disabling the
address generator. It stays in this state until the computer recognises the completed
operation by remoVing the 'sample’ comma_nii, S. The system then reverts back to the

idle state (0).

A

The read cycle is very similar in operation, but without the synchronising aspect.
When in the idle state (0), if the sample signal is LOW and the read signal, R, is set
HIGH then the controller enters data transfer mode by proceeding to state 4: here,
the address generator is activate_d, also each bank of membry and associated latches
are enabled and the computer-generated clock gated through. The transfer of data
then proceeds until the read signal, 'R, is removed, or the hardware indicates that all
~ of the data has been transferred (F). If the read signal is removed at any time, the

controller simply reverts back to the idle state (O), after resetting the address
generator. If all of the data ’has been transferred, then the controller tells the
computer that the operation has been completed (FINISH) and waits for the read

signal to be removed before reverting back to the idle state.
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The truth table for the algorithmic state machine can be seen in Table 4.1.

Using the truth table, logic expressions can be found for the next state variables and
the outputs, in terms of the present state variables and the inputs.

D. =§2—.-Q—1.é—o. F+ Qz.Qx.Qo.R.E.F+Qz.§.§o+Q2.@.Qo.R+Q2.Q|.Q—0.F+Q2‘Q1.Q0.F
Dy =@_Z‘)_LalF+@.@.QQ—Z--'--Q—;_QI_Q;-"Q—Z.QI.QO.S+Q2.—Q'—l.@.‘}_?.+ QZ.QI.aO.F""QZ.QLQO.F

Do=03.01.008.Z.F +0r 00002 + 00000 F + 010100 S + Qz.géj§+Qz.—Q—n.§8.R.F +02. 0100 R+ 020100 F
=0 (01008 ZF + 010100 Z + 010000 F + 0201008 +02.01.00. R+ 02.01.00.F +02.01.00 R+ 020000 F

ACLR =0r. 01 0o+ 0000 Do+ Q1.0 Do+ 020100
=00+ Qz.é—o+ Ql.ao

ADC = QOO0 ‘

ﬁEN:Q;@.'QlT, ‘ V f

RL =REN

CS5 = 0:.0:. 00+ 02.01. Qo+ 02.01. Qo+ 02.01. Qo+ Q;.Qn.§o+ 020106 ,
=01.0h +@.§+Qo

FINISH =02.01.00+02.01.0o

»Using these logic expressions, the entire controller can now be implemented with
flip-flops and NAND gates. The flip-flops hold the present state variablés, whilst
the logic determines what the next state will be, when the system is next clocked,
' adcording to the present state and the pattern of the inputs. The outputs are

merely determined from the present state variables
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0
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0

0 0 X

0

1.0 X

0
1

X0 X X

X
0. X X - X

X X X

XX X

XX

1

1 X X

1.X..X

0 X X X
1. X X X
X X X -

0
1

X.X. X

0
1

X X X

X X X

0 .

0

0

0
0
0

0
0

Table 4.1 ASM Truth Table



The logic expressions produced for the mext state variables could be further
simplified. However, there are two reasons for not simplifying them further: Firstly,
there are no real advantages in simplifying the expressions manually, as when they are
implemented in the EPLD, the design software automatically reduces the logic
expressions. The second, and main, reason for not further simplifying the logic
expr’essiousvis one of future design change, in that if any changes were made to the
functionality of the ASM, the implementation of these changes in the EPLD could be
accomplished easily, simply by moving a few NAND gate connections on the EPLD

CAD software.
A diagram of the ASM controller can be seen in Figure 4.7.

The ASM controller is implemented in a Electr'ically Programmable Logic Device
(EPLD), along with some other logic functions, whilst the time-critical functions,
such as the address generator, are implemented uéing discrete 74F seﬁe;s devices.

In addition to the four inputs to the ASM, thé EPLD has two input clock lines: the
hardware clock, SCK, used by the ASM ,logic and the rest of the system when
acquiring data, and the computer-generated clock, RCK, used when transferring data 4
to the host computer for analysis. There is also a reset line to initialise the system
“when first switched on;'this is extemally'conne'cted_ to a power-on-reset circuit. '
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Figure 4.7 ASM Controller -

4.3 Summary

Enh;liicing the prototype system to produce ome capable of simultaneéusly
monitoring all three phases of a machine under test was no easﬂl task: the memory
architecture had to be completely re-designed, with accompanying ramifications for
the controlling hardware. Lessons learned during the development of the initial

system were put to good use here, resulting in the new system having no discernible '

hardware bugs.
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CHAPTER S
THREE-PHASE MONITORING SOFTWARE

5.1 Introduction

Considerable changes had to be made to the existing software to enable it to fully
utilise the new three-phase monitoring system. In addition to this, the host computer's
graphics capability was upgraded from EGA to VGA, the higher resolution allowing
more information to be displayed on the screen at one time. ' :

The basic hierarchy of the software remained the same however, most notably, all of
the display functions had to be updated in order td show the three phase information.

An expanding modular-based software hierarchy was developed early in the project,
to allow easy upgrading of individual routines as well as facilitating the continual
addition of new processing and display options. A diagram of the hierarchy can be

seen in Figure 5.1. A N

From the diagram it can be seen that the hierarchy is in three main sectibns; a section
that actually performs all of the processing and display functions, a section that
- allows the user to alter certain important paraméters in the processing and display
“functions, and a final section that allowsd the captured partial discharge dafa to be -

stored as a file for later use.
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5.2 General Display and Pulse Analysis

5.2.1 Ceneral Display Functions

There are a number of display options that the operator can choose from, once the
discharge information has been captured by the hardware or retrieved from a file.

Figures 5.2, 5.3 and 5.4 show the sort of options available. *

Firstly the operator can view the "raw" data for each phase on the screen, Figure 5.2.
Only a small portion of the Vdigitise("i information can be viewed at any one time, but
using the facility to alter the display resolution ("sample rate"), the operator can
obtain a compressed picture of the data. With this display option a skilled operator
'can scan the data, directly comparing all three phases visually, to get an overall idea

- of the sort of dlscharges that are occurring. ,
i
|

Time (ps)
E
@
E Red
E‘ .
Phase-Phase—
Discharge™] ‘| Yellow
Blue
Display Menu Partial Discharge Monitor l
F1 -NextSarem Data Seurce : External
- Ze
:: i ::_d o= s Display Resolution : Har dware Sample Rate

Figure 5.2 Three-Phase Data Display
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At any time during the procesé of scanning the data, the user can opt to zoom in on a
specific phase, Figure 5.3, receiving enhanced display resolution and the further

option of a tracking cursor.
Time (us)

Partial Discharge

Amplitude (mV)

Sl A e S s sk s BT et T e
ol G Rt

" Partial Discharge Monitor

ERNE S s L i o8 S

Red Zoom Menu

F1 - Next Sareen Data Sewrce : External

F2 - Cursor Mode Display Resolution : Hardware Sample Rate
F4 - Exit .

14

Figure 5.3 Single Phase Zoom

Upon zooming in on a specific phase, the bperator can optionally invoke a tracking
cursdr, Figure 5.4. This allows a movable cursor to track across the waveform on the
screen, giving amplitude and timing infor;nation about each data sample in tﬁm. The
additional information given to the operator would allow him to quantify relative
discharge amplitudes and get an idea of where they occur within the complete data

record.
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s

. Cursor Mode k Parhal Dlscharge Momtor

Data Source : External
Use Arrow Keys To Move Curser | Display Resolution : Hardware Sample Rate
Sample Value : -85
F4 - Exit Sample Number : 123456

Figure. 5.4 Tracking Cursor Display
v /'( .

5.2.2 Three-Phase Pulse Analysis Functions

Pulse Analysis, within the menu hie‘rarchy,' incorporates the three pulse analysis-
algorithms explained earlier: Pulse/Height Analysis, Phase/Height Analysis and
Phase/Count Analysis. When applied to three phase data, these routines simul-
taneously display the corresponding analysis for all three phases' to allow operator
. comparison between phases. Flgure 5.5 shows an example of the sort of results an

operator mlght obtain using the Pulse/Helght Analysis optlon V
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F1 - Pase/Height Analysis Data Sollve External

F2 - Passe/Helght Analysis Display Reselutfen : Hardware Sample Rate
F3 - Phate/Count Analysls Pubie Threshsld : 40 :
F4 - Exit "

Figure 5.5 Pulse/Hgight Analysis
’ \ // .

Here, individual partial discharge pulses are first identified, their height measured and
a count kept of the number of pulsels‘ that occur at that height. Note that the ampli-
tudes of the discharge pulses can be positive or negative and this is reflected in the
resulting graphs. From the _diagram it can be seen that the Yellow phase has more
large amplitude discharges, whilst the Red phase has a greater number of smaller
dlscharges This additional comparatlve information will undoubtedly assmt an
operator in his eventual diagnosis of machme insulation health,

In Phase/Height Analysis, each phase sample record is broken down into 180
sections, each section representing 2° phase of the reference 50Hz sﬁpply. Each
section is then scanned, in turn, and the largest positive and negative discharge pulses
identified. At the same time, the total number of discharges is also established; this is

used in Phése/Count Analysis.

78



Using the Phase/Height Analysis option, Figure 5.6, a skilled operator could identify
regions in the plot where common discharges are occurring. These could be indicative
of phase-phase partial discharges, or areas where the discharge activity is swamped by
high-frequency noise, emanating from equipment such as thyristor converters. (The
subject of noise rejection is a complex one and will be covered in a later section.)

Dsicharge Bands

e s Lt 5 Helght b
Pulse Analysis Menu ’ Phase Height Analysis
F1 - Pube/Height Analysis Data Source : External
F2 - Phase/tleight Amnalysls V.  Display Resolution : Hardware Sample Rate
F3 - Phase/Count Analysls N Pulse Tiweshold : 40 :

Figure 5.6 Phase/Height Analysis

The Phase/Count Analysis option, Figure 5.7, allows the operator to view the
distribution of pulse repetition rates throughout the 50Hz supply period. This option,
in itself, is not a particularly useful one, but does give an additional perspective and
may detect some anomalous discharge behaviour that the other two analyses did not

highlight.
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1 F4 - Exit .
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Figure 5.7 Phase/Count Analysis
Y
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5.3 Noise Rejection

Any practical monitoring system has to overcome the problem of superimposed noise
generated by converter equipment. The switching on and off of thyristors used in
such equipment cause high frequency energy pulses to be transmitted onto the mains
supply. These noise pulses are periodic in nature and can number up to 24 in a’single
mains cycle, depending upon the type of converter equipment under use. Thyristor
switching noise is of little significance to other devices connected to the mains, but

can have a profound effect upon partial discharge monitoring equipment.

High frequency noise, such as that routinely generated by thyristor converters, has a
similar frequency content to partial discharges and therefore cannot be removed by
filtering. This noise, if processed, would undoubtedly affect the outcome of the

analysis routines as, on the whole, thyristor noiee has a greater energy content than
partial discharges. This in tum could lead td erroneous conclusions about the

insulation health of a machine under test.

Considering the periodic nature of this interference, Figure 5.8, several elimination
possibilities exist: the simplest of these is subtraction of successive 50Hz cycles
whereby the periodic interference would be eliminated with the random partial dis-
charges remaining unaffected. However as the partial discharges are not totally
random in nature, but usually occur ih the same general area of successive cycles, a
subtraction algorithm would also alter the discharge patterns. A far more suitable
scheme is to first locate the positions of the interference within the supply reference
cycle and then "window" out the portions that are affected. In most cases this will
' have minimal eﬂ’ects on the dlscharges because the n01se will have totally swamped

any discharge actmty in that section. This statement only holds true if the noise
pulses do not coincide with the discharge bands. If this happens to be the case, there |
are no alternatives but to re-acquire a new set of data samples until the discharge
bands are not concurrent with any noise pulses. (Converter pulse patterns can move

within the mains cycle over time.)

In practice, a number of data sets would be acquired in order to minimise the
possibility of missing discharges that occur less frequently or those that have been

swamped by the imposed noise. -
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Locating the noise pulses in the cycle is by no means an easy matter as the most
relevant signal processing algorithms, namely autocorrelation and cross correlation,

are unsuitable due to the nature of the signals under scrutiny.

N W aWaWaN
VAV VAV

Discharges ‘ »
+ Noise - - - - - - R N ] -

v

Thyristor Noisé

P L R "

v
\

Figure 5.8 Thyl;istor Switching Noise

5.3.1 Autocorrelation ’

- The autocorrelation function (ACF) of a éignal waveform is an average measure of its -
time-domain properties, which makes it especially relevant for random signals. -

Formally the autocorrelation functlon is defined as

f t+r

0

rxx J'
. T0—>°° To
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It is equal to the average product of the signal f{t) and a time-shifted version of itself,
and is a function of the imposed time-shift, . The above expression applies to- a
continuous signal of infinite duration. If it is used for a signal of finite length, such as
a phase data record, the average product over a very long time interval T would tend
to zero at all values of 1. It is necessary therefore to use a modified version of the
autocorrelation function, generally called the 'finite ACF', which is defined as

*

Here, as the signal is a sampled data one, the product of the signal and its shifted

version only has non-zero values when the shift is equal to a multiple of the sampling
interval T, therefore the ACF is defined as: ' ! '

/
o

7 N
XX k = ].im SN— m, Xm
b ( ) frares (2N+1) maZ—Nx Xm+k

A /‘4

s
/

Where x;, and xp+k represent two sample values separated by kT seconds, and the
summation has (2N+1) terms with the integer parameter m taken between -N and +N.

The ACF of a sinusoid, Figure 5.9, demonstrates the inherent problem in using this
technique to identify the positiohs‘ of periodic thyristor noise. ’

From the diagram it can be seen that maximum correlation's occur periodically: i.e. -
when peaks of the delayed signal occur simultaneously with a pbsitive or negative
peak in the original signal. This means that it is very useful for highlighting periodic
signals immersed in random noise which, at first glance, is exactly what is required to
determine the positions of the periodic thyristor noise pulses, Figure 5.8. However,
“bearing in mind the definition of the ACF, if an estimate is made of the result of an
ACF on the sampled signal it is found that the ACF reaches a maximum value at a
time shift of 0 (the signal exactly correlates with‘it_self) and again at shifts equal to
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multiples of the mnoise period, Figure 5.10. Therefore, essentially all the

autocorrelation function discloses is the period of the thyristor pulses, not their

positions within the reference supply cycle.

ANANVANA
f(‘)UUvatlme

AN NNN S
UUUU\/“‘“’

¥ /
7

Figufe 5.9 Autocorrelation of a Sinusoid

\

The larger peaks in the autocorrelation function in Figure 5.10 correspond to delays '
when the discharge pulses as well as the thyristor pulses correlate. ie. the delay is
equal to a multiple of the partial discharge bands, which are a function of the supply

voltage.

=

84



Supply

Voltage
A
Discharges
'+ Noise |
Thyristor Noisé . : ;
i ~ ' '
ACF \,MVJ\_M\/\,(\/J\ /\_//\/\J\ -
: 1 Delay
|

7
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~ 5.3.2 Cross-Correlation

The cross-correlation ﬁmction (CCF) describes the similarity between two signals
in the same way as the ACF does for one. The CCF may be defined as:

To

()= Jim 2 [ £0). 7l o)

2

The corresponding definition for a sampled system is:

rxy(k) = lim 1

N
foiool (2N+l) me.ymu

m=-N -
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In practice this means that the CCF is the average product of one signal and a time-
shifted version of the second, Figure 5.11. Here, a random signal is cross-correlated
with a time shifted version of itself. The resultant CCF plot gives a maximum when

the delay of the CCF exactly equals the original time shift t.

\ .
£(t) "
l /\/\ /\V/\ /\J\ e\ ﬁJ\/I .
v “\’ L) Vg \_/ VY time
A :
f ‘
KU N NN ANA /v\ -
I A
A j
CCF - o ¥
Y delay=

N . \
Figure 5.11 Cross Correlation of a Random Signal

o

In order to use this function to determine the positions of the thyristor pulsés in the
" single phase sample record a signal corﬁp_rising of a single thyn'stof pulse must be
available to cross-correlate with the sample record, Figure 5.12. This solution is not a -
very practicai one as there is no easy way to acquire, or simulate; a single thyristor

noise pulse.
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5.3.3 Three Phase Statistical Scheme

Thyristor interference is present on all three phases of the machine simultaneously:
i.e. The noise pulses"coincide almost exactly when digitised, Figure 5.13. This,
coupled with the noise periodicity, means that, by using the three phase data, the
. positions of each noise pulse. could be-determined and all the data at that point

ignored, leaving the remaining partial discharge information free to be processed nor- )

mally.

The first problem in such a scheme is to somehow enhance the noise pulses to make
them easier to identify. Partial discharges very rarely occur on three phases -
simultaneously, so if all three phases are added together any common information,
such as the noise pulses, will be enhanced whilst everything else will tend to remain
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constant. Having enhanced the noise pulses, a detection algorithm had to be
developed that could discriminate between noise pulses and partial discharges.

Figure 5.13 Three Phase Interference

USing rudimentary statistical analysis, once all three phases had been summed to
produce a single common record, the mean level of the data samples is computed

o

. ;=li3ﬁ

nyg

using:

where x; is a sample of the summed record.

" All of the pulses in the Summed record that exceed the mean level by an operator
adjustable factor are marked. Next, the distanqe between each marked pulse is
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measured, simply by comparing sample numbers, and the mean distance calculated

using:

Where dj is the distance between two identified pulses out of a total of & pulses.

The standard deviation of the distances is found using:

The standard deviation is found in order to help d1scnmmate between valid noise
pulses and large-amplitude discharges, wlnch otherwise could be identified as

4

potential noise pulses.

The noise pulses are periodic in nature, so, starting from the largest detected pulse in
the summed data record (it is assumed to be a noise pulse), the data is scanned using
the mean and standard deviation of dlstance to pick out all other noise pulses. These
marked pulses are then displayed on ' the screen for operator approval, Figure 5.14,"

before being removed from each data phase.
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The removal prbcess involves detégnining an optimum window size for each noise
pulse that will remove it in its entirety without. losing too much partial discharge
information. This is computed along the samévljnes as the noise detection algorithm,
whereby a threshold above the mean level of the summed signal is set. Each noise
.puls“e is then scanned to find the optimum window size to completely remove it. The
sample addresses that these windows coffgspond to are then used to remove the noise .
pulses from each phase record in turn (by setting the‘sample value at each address to-

0).
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5.4 Application of Pulse and Noise Analysis

So far, the discussion has been centred around the design and development of the - -

relevant hardware and software routines necessary to implement a rudimentary partial
discharge monitoring system. Having integrated these into a smgle package, the
system could be applied to real partial discharge data.

A lot of partial discharge data, from many different machines, ‘was available as
analogue records on magnetic tape. Some of these were used to test the algorithms
developed and to demonstrate the practical application of such a monitoring system.
The data record used in the subsequent pages was obtained from site measurement on
one particular 11KV machine operating on an offshore platform in the North Sea.
~ This record was chosen because it demonstrates the common probleﬁl of thyristor
converter interference. )

‘f
The following diagrams are a direct representation of the computer screen during
processing: a routine was developed to allow’ the image shown on the computer
screen to be dumped as a bit-map to a printer. Unfortunately, no colour information
can be reproduced so the full effect of the information on display is lost.

_ ‘ /

Figure 5.15 shows the three-phase pulse /height analysis for the machine under test,
prior to the thyristor interference -removal. The absence of colour information
necessitates some explanation about the plot: the top-left plot represents the red

phase, the lower plot is the yellow and the top-right plot is the blue phase pulse/helght

analysis.
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Figure 5.15 Pulse/Height Analysis

From the diagram it is not readily apparent that there is any interference on the partial
discharge data. The plots* show a relatively small amount of discharge activity, but
with some higher discharges occurring: readings at the extremes of each box indicated

=

- pulses of large amplitude.

If the Phase/Height Analysis is performed, Figure 5.16, a different picture emerges.
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Figure 5.16 Phase/Height Analysis

This plot shows a completely different story to that of the pulse/height analysis. Here,
each phase sample record is split into 2° phase windows and the maximum positive

and negative pulses found and plotted within each window.

>

From the diagram, the periodic, large-amplitude interference pulses can be seen. -

These interference pulses, if not recognised and removed, would uﬁdoubtedly lead to

an over-estimation of the partial discharge problems within the machine.

If the statistical noise removal scheme is now applied, Figure 5.17 results..
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Figure 5.17 Noise Pulse Distribution

The diagram shows the summed record of the three phase data, with the prospective
noise pulses highlighted by the series of lower lines. The prospective pulses are high-
lighted to allow the operator to view the pulses which will be removed so that he can

override the decision if an eITor OCCUurs.

.

In this case However, the highligh;ed pulses are indeed interference i)ulses and need to

be removed. Once the highlighted pulses are accepted as noise pulses, the program
calculates the necessary window size for each pulse and creates a copy of each phase

data record, minus the interference pulses.
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Figure 5.18 Pulse/Heigﬁt Analysis Without Noise
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Figure 5.18 depicts the pulse/height analysis of the three phase data record after the
identified noise pulses have been removed. If this plot is compared with the previous
pulse/height analysis plot, Figure 5.15, it is evident that a lot of the larger amplitude

pulses have been removed, giving a much better view of the true level of discharge .
activity within the machine.(Note that the plot heights are auto-scaling making the

comparisons difficult) The differences are particularly noticeable on the blue phase
(top right) as it is the "quietest”. The differences become even more obvious if a new
phase/height analysis plot is taken.
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Figure 5.19 Phase/Height Analysis Without Noise

\

Figure 5.19 shows the phase/height analysis of vthethree—phase data once the thyristor
interference pulses have been removed. If this plot is' compared with that of Figure
5.16 it becomes apparent that the larger pulses that swamped the previous plot have

"9

" been removed.

If the noise removal algorithm is invoked again, Figure 5.20 and ébmpared with thé
previous result, Figure 5.17, the gaps where the interference pulseé have been

removed are visible.
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Figure 5.20 Noise Pulse Distribution Showing Gaps

The above diagram shows the cumulative effect of windowing out the previously
identified interference pulses. It is only included to graphically demonstrate the result
of the process. ' )

-
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5.5 Frequency Analysis

The work, so far, has concentrated solely on time domain analyses of partial
discharge activity. This work produced a number of analysis options, such as Pulse
Height Analysis, where partial discharges are counted and categorised according to
their amplitudes, with the resulting graph indicating the relative energiés and
repetition rates of the potentially damaging discharges.

The next logical step in the development process is to investigate frequency analysis
of partial discharges, to see if further useful diagnostic information can be gained
from them; this involves finding. a method that would . umquely characterise the

frequency content of mdmdual partial discharge pulses. ’

 Partial dischafge pulses, as they propagate through a stator winding, are modified by
' the response of the winding. The response of a stator winding to such a high fre-
quency disturbance is very complex, but essentially it behaves like a transmission line
with frequeucy-dependant attenuation [11]. The frequency-dependant attenuation
characteristic will obv1ously vary from machme to machine, but the fact still remains
that the further a pamal discharge pulse has to travel through a wmdmg, the more its
shape will be altered by the ﬁequency-dependant attenuation characteristic of that
winding. If a method is found which can accurately decompose a detected partial
discharge pulse into its frequency content, then it may be possible to estimate where

the inception of the discharge occurred within the winding,

Obviously such a facility vwould,vprove very useful és it couid identify areas where
localised damage is occurring, as well as saving time and effort during maintenance
work by guiding the engineers to the areas of the winding directly affected by

discharge activity.

~ However, before such schemes can be investigated, a method has to be found to
characterise the frequency content of individual discharges. Difficulty arises due to
the fact that each discharge only lasts for a very short time (typically <10us), thus
obtaining results” with a' good frequency resolution is difficult when using
conventional frequency analysis algorithms; this is because the frequency resolution is
indelibly linked to the length of sample being analysed. However, good frequency
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resolution may not be necessary for most purposes, therefore it was decided to
initially investigate Fast Fourier Transforms (FFT) applied to individual partial

discharges.

5.5.1 Fast Fourier Transform

A physical process can be described either in the time domain, given some quantity as
a function of time, e.g. f(t),' or else in the frequency domain, where theiprocess is
described by giving its amplitude as a function of frequency, e.g. G(w). One can
traverse between these two representatlons by means of the following equatlons |

jh e~ dt : C
1%
=— [G(w)e’™d
710)= 5 [Glelpdo

!

In most common situations, f{t) is sampled at evenly spaced intervals in time and is of
finite duration. Therefore the expression for the Fourier transform becomes,

. -1 / 2mbt
X(k ( ) ane N k=0,1,2,...N"‘1

“n=0"
\

for a finite-duration sequence x(n) of length N. This produces frequency samples
X(w) at equally spaced frequencies wi=27k/N. This relatlon is called the Discrete
Fourier Transform (DFT). :

There is a very simple relatlonslup between the resulting frequency resolution of the

transform, the number of samples N and the sample rate At, -

where Af is the frequency resolution: i.e. the line spacmg of the resulting spectrum,
and fg is the sampling frequency. :
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The main drawback of the DFT algorithm is that it takes N2 operations to compute.
The discrete Fourier transform can, in fact, be computed in NlogyN operations with
an algorithm called the Fast Fourier Transform, or FFT. Such is the efficiency of the
FFT over the DFT that the former is invariably preferred to the latter when it comes
to implementing a frequency analysis algorithm. The only drawback with the FFT is
that the number of samples needs to be a power of 2; this restriction does not apply

to the DFT. . L

Fast Fourier Transform algorithms are now fairly common-place in signal processing
systems, so instead of developing one from first principles 1t was decided to adapt an
existing algorithm, the capabilities of which had been proven The algorithm chosen

was one listed in the book "Numerical Recipes in C" [20].

The main problem with spectral analysis of partial discharges using a conventional
FFT is the lack of frequency resolution. If we ?xamine the relationship that defines

the spectral line resolution,

A =— _6r

Z [

it is apparent that the resolutionv Qf the relsultl;ng spectrum depends on the number of
samples applied to the FFT. Now, partial discharges have a very short duration,
therefore they will have a correspondiﬁgly short sample lengh, between 100 and 200
samples when digitised at 10MHz. This means that short data records have to be

applied to the FFT algon'tlnil, resulting in poor spectral resolution.

]

Applying some numbers to the equation:

let N =512
£, =10MHz

[, 10.10° |
Af =2e= = 19-5KH;
AT ‘
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Therefore, if a 512 sample Fast Fourier Transform is employed, the resulting
spectrum would have a frequency resolution of approximately 20kHz. This means
that the frequency spectrum of the analysed discharge is displayéd as discrete lines
20kHz apart. If a 256 sample FFT were employed, then the resultant frequency
spectrum would have discrete lines 40kHz apart, giving less information.

However, before any frequency analysis algorithm could be implemented some
software routines had to be developed which would allow individual discha}ges to be
selected for analysis. Figure 5.21 shows a screen representation of how the user

selects the data for application to the FFT.

Time (ps)
—————
TR
E
A
@
-] Red
2
=
E
Yellow
Blue

o AT
Select Menu . Freq

Use Cur'sor Keys
Fi - Start , Data Seurce : External )
F2 - Step Display Resolution : Hardware Sample Rate
Frequency Reselution : 512 Point (20K1z)

Figure S.21 Data Selection

The user can scan through all of the captured partial discharge data and select any
discharge from any phase for analysis. This data is then placed in an array, and made
the required length by padding with zeros, before being passed to the FFT algorithm
for analysis. An example of the resulting analysis can be seen in Figure 5.22.
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Figure 5.22 FFT ‘Analysis

A potential solution to the frequency resolution problem would seem to come in the
guise of zero-padding, whereby the lengthy of the sample record passed to the FFT is
increased by padding with zeros. Whilst this does indeed result in a spectrum with
more frequenéy lines, it does not increase the resolution of the plot, Figure 5.23.

From Figure 5.23 it is apparent that zero-padding the sample record jixst causes the
FFT algorithm to produce intermediate spectral lines that are interpolations between
" the original spectral lines, derived from the non-zero samplés This limitation is -
fundamental to the conventional FFT and means that other spectral ana1y51s '

algorithms may be more suitable for analysis of pamal dlscharges
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Figure 5.23 Effect of Zero-Padding the Data Record

Having perfected the frequency analysis and resulting display routines, experiments
were carried out to see if the simple FFT algorithm could distinguish between

discharges that originate from different locations within a stator wmdmg The

experimental set-up is shown in Figure 5.24.

A large laboratory-based 6-6kV stator winding was used for this experiment, with the
insulation stripped at regular intervals from the inter-coil connections so that the
artificial discharge source, represented by the voltage generator E in series with the .
capacitor C, pould be connected to the wmdmg at alternative positions.

103



O@&E1xa

Custom :
Hardware

A
STAR PHASE WINDING /¢
POINT e I;l 27N\
3 " ? ROGOWSKI COIL z
GND ] C :: * Ts
GND

Figure 5.24 Experimental Set-up
Artificial discharges of known magnitude were injected at different locations in the
winding, up to 10 coils from the hne end, and the resulting signals saved on disk for

later processing.

\

Once the data gathering had been completed, the fesulting files were processed. The
artificial discharge data was applied to a 256 point FFT algorithm, resulting in a
spectral plot with discrete frequency lines approximately 40kHz apart. In order to get
" a comprehensive frequency profile of each data record, a number of pulses were .
analysed, the average profile found, as well as the standard deviation. These were -
then dlsplayed graphically for comparison with the results from pulses mjected at

different locations.

Obviously, it would have been very time consuming, and prone to error, for the
"operator to manually select each pulse before calculating the average frequency
profile. To overcome this, the software algorithms developed to detect pulses for the
time analysis routines were copiedland customised. These operated first by scanning
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through the data store looking for a discharge peak, and once found, moving back a
set number of samples in the store to before the inception curve of the pulse, then
placing the next 220 data samples in the centre of a register that had been pre-loaded
with zeros. This register was then applied to the FFT routine for analysis.

The number of data samples that could have been applied to the FFT was obviously
256, but the discharges were deemed to have ceased after approximately 200
samples. However, the full register width of 256 data samples was used for analysing

pulses injected from deeper in the winding.

The following graphs are direct computer-screen reproductions and display the
findings of the FFT analysis for artificial discharges injected at 1 coil intervals, up to
-10 coils into the stator winding. In each case, the top graph shows one FFT analysis:

- the upper part displaying the pulse as a function of time. (i.e. the contents of the data

¥
register used in the analysis with 256 samples of data corresponding to a time record
of 25.611s.) The lower part displaying the corresponding spectral plot.

é

The bottom graph shows the mean frequency profile of 50 such pulses, along with the
standard deviation for each averaged spectral line. The standard deviation plot
indicates when the results of the averaging process become unreliable,

ie.  Ifthe amplitude in the Mean \plot is x and the standard deviation amplitude is

y, then the actual value at that spectral point is x#y. Obviously, as y
approaches x the true results of the mean become ambiguous.

oy
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Figure 5.26 FFT Results for 2 Coils Inside Stator
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Figure 5.34 FFT Results for 10 Coils Inside Stator
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Before the individual graphs are discussed, it is apparent from all of the plots that
some high frequency interference has been superimposed onto the experimental data.
This noise, from the ensuing spectral analyses; has components of sufficiently high -
frequencies to cause concern about the prospect of aliasing on the lower frequency

bands.

The digitised interference can be plainly seen in the upper time plpts manifesting itself
as a number of small pulses, typically 2 or 3 pixels in height, re-appearing
periodically. It is most likely caused by high frequency interference from the host
‘computer finding its way into the power supplies of the digitising hardware. This
means that it can bypass the anti-alias filters and impose itself directly on the
analogue to digital converters themselves. However, the frequency plots plainly show
that the interference does tend to be attenuated as the spectrum approaches SMHz.
This, coupled with the fact that the interference is common to all the data, led to the

. assumption that the interference problem was not too significant in this investigation.

Examining Figure 5.25, the FFT results for discharges injected one ¢oil distant from
the line-end of the stator, it can be seen that the plot of a single FFT analysis is
somewhat different to the average analysis, Although the automatic averaging process
takes a considerable amount of time, comparison of the two plots shows that it is
necessary in order to obtain relatively consistent results, confirming that individual
spectra are indeed "spectral estimates". Of course, if a larger population is used in the
averaging process the results should become more representative. The exact number
of FFT analyses used had to be a compromise between computation time and ensuing

precision.

The results for Figure 5.25 show that pulses injected one coil distant from the
termination have decreasing freqluencyicomponents up to about 1.7MHz. However,
comparing the mean and standard deviation of the components above 1MHz it can be
seen that the standard deviations become larger than the mean components, indicating

that individual pulses have cqnsiderably different spectral lines at these frequencies.

Clqse compadson of Figures 5.25 and 5.26 show that, as'éxpected, when the injected
pulses travel further their higher frequencies are attenuated. Figure 5.26 shows

116



spectral components only up to about 1.4MHz, with corresponding decreases in some

of the lower components also.

Although Figure 5.27 shows a slight decrease in higher frequency components, it is
not as marked as the decrease between coils one and two.

This trend is further noted in the graphs of Figure 5.28, four coils inside the stator.
Comparing this to the results for the previous coil, it can be seen that the graphs of
individual pulses show marked differences, whilst those of the averaged pulses show

- very little.

Close comparison of the results obtained for coils four and five, Figures 5.28 and
"5.29, reveals small but significant differences from about 500kHz-1MHz

The initial results of the frequency analysis, ;whilst showing a difference between
successive frequency profiles, does not seem to demonstrate a consistent change in
speciﬁc frequency components that would allow a fixed algorithm to determine the
pulses inception location. However, this/ conclusion relies purely on a visual

interpretation of the results; chapter 6 w1}1 deal specifically with detailed analysis of
the results. ‘ N

5.5.2 Maximum Entropy Metliod |

The FFT is not the only way to estimate the powef spectr'um‘of a p}ocess, nor is it
necessarily the best way for all purposes. The method that has found most
widespread use as an altemative to the FFT is that of Autoregressive (AR) spectral
analysxs Apart from giving improved resolution and reduced leakage, which make the
AR method suitable for time-varying signals, it also offers large data reduction
facilities, making it particularly suitable in speech synthesis work. In addition, AR
spectral analysis has inherent smoothing of the spectra, contrasting wnh the large

spectral variance associated wuh the FFT.

Like other methods of spectralv estimation, the AR technique has quite a long history.
Yule [23] and Walker [24] used AR models for forécasting trends in economic time
series and determining periodicity's in sunspot data. Burg[25] introduced the
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Maximum Entropy Method (MEM) for the analysis of geophysical data, while Parzen
[26] formally proposed AR spectral estimation. Since then AR spectral analysis has
been applied in radar, sonar, imaging, radio astronomy, biomedicine, oceanography,

ecological systems etc.

The MEM estimation, originated by Burg [25], is a function of continuously varying
frequency. There is no special significance to specific, equally spaced frequencies as
there was in the FFT case. In fact, since the MEM may have sharp spectfal features,
it can be evaluated on a very fine mesh near specific features and more coarsely

farther away.

]

What this means in practice, is that for a small data sample length, say 256 samples,
the resolution of the resulting spectral lines are not limited to 40kHz steps, as was the
case for the FFT, but rather can be as small or as large as desired. This is because the
power spectrum is estimated in two parts: ﬁ’rstly the Maximum Entropy Method
spectral estimation is calculated using the data sample and by specifying the desired
number of coefficients to be produced by the 'estimgtion. Once the coefficients have
been computed, a different function can evaluate the estimated power spectrum as a
function of fA (the frequency times the samphng interval). This means that the power
spectrum can be estimated for arbltranly small steps in frequency, merely by
supplying small changes in fA to the power spectrum evaluation algorithm.

The number of coefficients produced by MEM spectral estimation has a direct
bearing on the resulting >powe‘r spectrum, and, of course, the time taken to compute
the estimate. The estimation produces poles, corresponding to infinite power spectral
density, on the unit z-circle. Such poles can provide an accurate representation for the
underlying power spectra beipg estimated. The number of poles produ'cedf
correspondé to the desired order, or number of coefficients, of the MEM estimation
and, correspondingly, more poles mean more "peaky" power spectra, sometimes
resulting in spurious spectral features. If the desired order of the estimate is too small,
the result is a very smooth power spectrum, but crucial details may be lost. Care must
* therefore be taken, when applying the Maximum Entropy Method, to specify a
suitable number of poles such that spectral details are preserved but not at the

expense of spunous spectral peaks
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The Maximum Entropy Method algorithms used here were again adapted from those
produced in the book "Numerical Recipes in C" [20]. To evaluate the MEM
algorithms and produce a meaningful comparison of performance, the same data that
was used by the FFTs was applied. Figure 5.35 shows the MEM estimate of a pulse
originating from coil 1, with the MEM order 80 and 400 spectral lines, each spaced

12.5kHz apart.

119



_NN\//W g o

18

dB

C(MHz) 0

Maximum Entropy Method
80

Order 3
Lines @ 400

! Llll-lrnl

2 3

Ll R
4

FREQUENCY . ANALYSIS

FREQUENCY

ANAL YSIS

Fl- %1 . Data Source : Data File =5 r:tl

F2 - X 2 Display Resolution : Harduware Sample Rate
F3 - X3 HMEM Resolution : 256 Sample

F4 ~-EXIT MEM Amplitude Multiplier ¢ X I

;
I

Figure 5.35 MEM Estimate of Pulse From Coil 1: 80 Poles
(top part shows time-domain pulse, the bottom part shows MEM Estimate)

The above figure shows the effect of too large an.order in the spectral estimation. If
this plot is compared with that’ produced by the FFT Flgure 5. 25 the presence of

spurious peaks can be noted.

If the number of poles estimated is reduced, say to 40, then the resulting analysié
shown in Figure 5.36, shows a marked decrease in spurious peaks.
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Figure 5.36 MEM Estimate of Pulse From Coil 1: 40 Poles

\

Although most of the spurious peaks have gone, comparison with the FFT result,
Figure 5.25, shows that the peaks that remain are more pronounced, indicating that

the order is still too high. Figure 5.37 shows the resulting estimate if the order is
reduced further to 20. g o 4 - '
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Figure 5.37 MEM Estimate ‘of Pulse From Coil 1: 20 Poles

The above plot is quite similar to that of the FFT analysis, Figure 5.25, but, just for

completeness, an estimate was produced using just 10 poles to see the effect, Figure
5.38. ’ '
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Figure 5.38 MEM Estimate of Pulse From Coil 1: 10 Poles

Here, the result of reducing the number of poles too muéh can be observed: the
power spectrum is very smooth with little detail.

Having examined the different spectral estimates, it was decided to use a MEM order
of 20 to evaluate the power spectrums of the experimental data. For thesé
evaluations, the spectral line re_sblution was expanded to produce 400 lines, from 0-
2.5MHz, each spaced 6.25kHz apart. In practice, a small alteration was made to
speed up the processing: Most of the frequencies of interest lie below 2MHz, so a
saving on computational time would be achieved by plotting only 320 lmes still
spaced by 6.25kHz, in the frequency range 0-2MHz
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The following graphs are direct computer-screen reproductions and display the
findings of the MEM analysis for artificial discharges injected at 1 coil intervals, up to
10 coils into the stator winding. These graphs compare directly to those of Figures‘ |
5.25-5.34 for FFT analysis. As before, in each case the top graph shows one pulse as
a function of time, and its corresponding spectral plot. The bottom graph shows the
mean frequency profile of 50 such pulses, along with the standard deviation for each

© averaged spectral line.
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Figure 5.39 MEM Results for 1 Coil Inside Stator
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Figure 5.40 MEM Results for 2 Coils Inside Stator
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Figure 5.41 MEM Results for 3 Coils Inside Stator
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Figure 5.42 MEM Results for 4 Coils Inside Stator
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Figure 5.44 MEM Results for 6 Coils Inside Stator
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Figure 5.45 MEM Results for 7 Coils Inside Stator
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Figure 5.46 MEM Results for 8 Coils Inside Stator
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The MEMs were evaluated over the frequency range 0 - 2MHz with a spectral line
spacing of 6.25kHz. This means that the high frequency noise components are not

visible at all on these plots. However, this does not mean that they were no longer ”
there, but merely disregarded for the purposes of this investigation, for the same

reasons as stated earlier.

Examining Figure 5.39, the MEM results for discharges injected one coil distant from
the line-end of the stator, it can be seen that the plot for the single pulse does not
differ significantly from that of the mean, bearing in mind the differences in scale. It is
" not until the standard deviation plot is examined that it becomes apparent that there
must be significant differences from pulse to pulse. From figure 5.39, it appéars that
- the MEM produces spe‘ctral components up to 1.25MHz, before the amplitude of the
" standard deviation makes further measurement assumptions meaningless.

‘Figures 5.40 and 5.41 and 5.42 show little dxﬁ'erences from each other, all with
significant spectral components up to around 1MHz, but when compared with the
plot for one coil distant (Figure 5.39), they are seen to have attenuation across the

entire spectral range.

. ‘ » . \ I/'
Figure 5.43, the plot for discharges injected 5 coils distant from the line-end shows a
spectral peak at around 400kHz which is not as prominent in the previous plots. |
Comparmg this with the FFT analy81s (Figure 5.29), a 400kHz component can also be
seen, indicating that the measured peak here i is unlikely to be directly attributable to a

'spun'ous by-product of the MEM analysis.

Figure 5.44 shows a less prominent peak at 400kHz, bﬁt otherwise is very_wsimilar fo
that of the previous plot. ‘

Figures 5.45, 5.46, 5.47 and 5.48 are very similar in appearance, showing gradual
spectral attenuation as pulses have to travel further through the winding. :
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Both spectral analyses, Fast Fourier Transform and the Maximum Entropy Method,
can only operate on one pulse at a time. Therefore, in order to get an average

frequency profile of the injected pulses, additional software routines had to be
developed that could automatically identify these pulses, pass them to the analysis
routines, one by one, and finally find the mean frequency profile, as well as the

standard deviation of each spectral line.

The standard deviation of each spectral line is a direct measure of the'stability, or
certainty, of that particular line being at a given level after the analysis of any pulse
| originating from the same point: i.e. if the mean level of the 100kHz component of a
pulse from coil 2 is 40dB, given that 50 pulses were analysed, and the standard
~ deviation of the 100kHz component is 2dB, then we can say with a large degree of
‘ucenainty that any pulse originating from coil 2 will have a 100kHz component of
40+2dB. This means that the standard dev1at10n of the spectral lines will play an
‘important part in identifying which, if any, hnes can be used to estimate where the

analyses pulses originated from.

[

The mean and standard deviations of each spectral plot were stored in text files for

later, more detailed, analysis. | y
. /

/

5.6 Summary

The three-phasevmonitoﬁng software, whilst retaining the "look and feel" of the

prototype system, was considerably enhanced to incorporate the three-phase display
and pulse analysis routines. Addltlonally, a statistical 1101se removal scheme was
developed which can automatically 1d_ent1fy and remove the unwanted thynstor
switching pulses that can interfere with correct diagnoses of partial discharge activity.

Finally, two different frequency analysis schemes were implemented to investigate
the frequency content of partial discharges at different inception points within stator

windings.

The next chapter deals with a more detailed analysis of the spectral data obtained

earlier.
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' CHAPTER 6 |
ANALYSIS OF SPECTRAL DATA

6.1 Introduction

Visual inspection, alone, cannot realistically discriminate between pulses which
originate one coil apart. However, two display options were investigated to try and
highlight the differences that do exist between the frequency profiles.

6.1.1 Three Dimensional Display Options

" The first display option that was investigated involves directly displaying all 10 mean
coil proﬁles isometrically, beside one another In addition to this, the degree of
uncertainty of each spectral line is also shown by shading each spectral line to =+ the
standard deviation of each line. The result of thrs can be seen in Flgure 6.1.
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Figure 6.1 Comparison of Frequency profiles - 1
\

The above plot shows the mean frequency profiles, using the MEM order 20, for
artificial partial discharge pulses injected at ten different distances inside a large
machine stator winding. Each profile shows the mean of 50 analyses, with the

standard deviation of each spectral line superimposed as a shaded area.-

The profile appearing at the rea_f of the plot is for pulses injected 1 coil from the line-
end of the stator, whilst the profile at the front is for pulses injected 10 coils from the

line-end.

It can be seen from the diagram that pulses that have been injected near the ﬁne;end
of the stator have a higher overall frequency content than those that have had to
travel further through the winding before being detected. This adheres to the general
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frequency-dependant attenuation characteristic expected from the stator winding,
This information can be displayed in another way, depicting a better view of the
attenuation of certain frequencies as the pulses travel further through the winding,

Figure 6.2.

Here we see a sort of 'relief map' of the frequency profiles: all spectral lines of the

same frequency are joined together.

If one particular line is chosen, as we travel left to right along the graph, we can see
how that particular frequency changes as discharge pulses have to travel further

through the winding. _ o,
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Figure 6.2 Comparison of Frequency Profiles - 2

A

Irrespective of how convoluted the display of frequency data is, there are mo
alternatives to proceSsilig the 'raw’ numbers in order to accurately ascertain if partial
discharge location is at all feasible.

Considering the MEM analysis, each winding location in the experiment produced
320 mean values and 320 standard deviations. Given that experiments were carried
out at 10 different winding loc.:ations,' 6400 items of data needed to be processed.
Furthermore, this figure would increase dramatically if individual spectral estimations

were used instead of the average values.
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Bespoke software routines could have been developed to analyse the data,
incorporating both the processing and dlsplay features However, until the appropnate

analyses were identified, this would be extremely time consuming,.

Software products exist, most notably spreadsheets, that have been specifically
designed to manipulate numbers. Such products could be utilised if the data was in a
format that the spreadsheet could recognise. Not only this, but a spreadsheet has a
number of built-in graphical display routines that could displhy'the results without

further software development.

s e
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6.2 Microsoft Excel as a Data Analysis Tool -

Microsoft Excel is a integrated spreadsheet package that runs in the Microsoft

Windows environment. It allows multiple spreadsheet files to be open simultaneously,
and can produce graphs of many different styles from the data contained in those

spreadsheets.

6.2.1 Spreadsheet Introduction

A spreadsheet is basically a large grid, initially empty, each cell of which can be
uniquely addressed with a letter and number combination. Individual columas are
given letter identifiers, whilst every row is assigned a nurhber, thus single cells within
_the gﬂd are addressed using the column letter and the row number, e.g. A12, BX234

etc.

i

: /
Individual cells can contain numbers, characters or formulae, and the size of the cells
can be changed to accommodate display of thelr contents. An example of a simple

spreadsheet can be seen in Table 6.1.
#

The spreadsheet in Table 6.1 shows an example of yearly accounts for a fictitious
firm. It serves merely to illustrate the versatlhty and strengths of spreadsheets, and to
provide a good introduction to their application in analysis of large amounts of data.

. \ .
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B C D E

1 |Sales 1989 1990 1991 1992
2

3 Widgets| £54,568| £1568,667) £478,5678| £457,667
4 Sprockets £578 £1,758 £6,567 £64,746
5 Cogs| - £2,452| £26,767] £34,234 £4,676
6 |Total Sales £57,598] £187,092| £519,379| £527,089
7

8 |Expenses .

9 R&D £4,766( £78,678| £80,698 £34,256
10 Marketing £3,214f £57,867| £168,989| £143,356
11 Admin| £46,757| £34,654| £165,767| £175,767
12 (Total Expenses £54,737} £171,199] £415,454( £353,379
13 : ’ . .
14 |Operating Income £2,861| £15,893| £103,925| £173,710
15 |Profit Margin 4.97% 8.49%( 20.01% 32.96%
16

17

18

Table 6.1 Example Spreadsheet

| | |

Individual cells within a spreadsheet can ,‘ihold text (Al), numbers (A3), or
formulae(B6). The cells that hold formulae, do not display the actual formulae
themselves, but rather the result of their calculation. So, for example, cell B6 shows
the Total Sales for 1989, but what it actually contains is a formula for calculating the
total sales for 1989: i.e. B6 = B3 + B4 + B5. In practice, this means that whenever
any data is changed, in cells B3-BS5, their total is automatically re-calculated. Not
only this, but other calculations using this result are automatically updated, so, for
example, the Operatilig Income, cell B14, subtracts the Total Expenses
(B12=B9+B10+B11) from the Total Sales, and if any cell used to calculate the Total
Income is changed, then every result that references t]ns cell, directly or indirectly, is

automatlcally re-calculated.
Formulae are not restricted to operating on individual columns: they can reference
any cell within the spreadsheet, or even cells in another spreadsheet. Additionally,
formulae can be copied so that their cell references remain relative to their positions:
e.g. The formula for Operating Income (B14=B6-B12) can be copied with a few

keystrokes into the adjoining cell (C14) such that the cell references automatically
adjust to column C, i.e. C14=C6-C12. This saves repetltlvely re-typing formulae,

some of which can be very long
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The results produced by the spreadsheet can be left as numerical values, displayed in .
tables, as shown in Table 6.1, or an be presented in any number of graphical formats:
bar, pie, line, or scatter charts, or whatever combination suits the data. ,_

6.2.2 Data Analysis Using Microsoft Excel

Each spectral analysis produced, in the case of the MEM, 320 mean values, and 320
standard deviation values, each correspondmg to individual frequencies 6.25kHz apart
in the range 0-2MHz. This meant that the frequency analysis for each experiment (10
in all) produced 640 pieces of data, and when all of this data was collected together,

some 6400 numbers had to be processed.

l

- Before any spreadsheet could be set up, the analysed data, produced from the FFT
and MEM routines, had to be converted to a format that the spreadsheet could
recognise. In the end it proved a simple matter to get the data into a suitable format,
merely by saving the mean and standard dev1atron data in text files. These text files

could then be directly read into the spreadsheet. .

The spreadsheet was set up to hold all. of the mean frequency profiles and the
standard deviation results for all 10 experlments Next, taking the experimental data
for pulses injected 1 coil into the wmdmg as a reference, the differences between the
mean frequency profiles of the other coils and the reference profile were calculated:
i.e. how much each frequency dropped with respect to a pulse injected at coil 1, was
found for those injected at coils 2,3,4 etc. This could then be plotted ina graph to vis-
ually display the difference. Figures 6.3 to 6.11 show the results of the calculations
for each coil, using the data produced from the Maximum Entropy Method frequeucy

analysis routines.

The graphs show the original mean frequency profiles of pulses from coils 2 through
10, and the mean frequency profile of pulses injected at coil 1, as well as the differ-
ence between them and the standard deviation result for the deeper coil. |

The standard deviation graph is important if we consider that to identify a pulse as
coming from, say, coil 3 then, the difference in frequency profile between 1 & 3 must
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exceed the standard deviation of coil 3, as, statistically speaking, the average profile

of a pulse from coil 3 can rise or fall by up to one standard deviation.

- Each graph has two vertical axes, one (the solid line) contains the scaling information
for the frequency profiles, whilst the other (dotted line) scales the mean differences

and standard deviation plots.
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Figurc 6.4 MEM Analysis for Coil 3 vs Coil 1
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Figure 6.5 MEM Analysis for Coil4 vs Coil 1
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Figure 6.6 MEM Analysis for Coil o vs Coil 1
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Figure 6.9 MEM Analysis for Coil 8 vs Coil 1
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Figure 6.10 MEM Analysis for Coil 9 vs Coil 1
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A similar spreadsheet was constructed using the FFT data and graphs plotted for each
coil analysis: comparison of the resulting graphs showed that the MEM analysis
method produced more precise results than that of the FFT. Figure 6.12 shows the

graph, using FFT data for coil 10.

Comparing this with Figure 6.11, the same graph but using MEM analysis, it can be
seen that the FFT result has a 'coarser' appearance, with sharp, narrow peaks and a
higher overall standard deviation. This detracts from ifs usefulness for identifying
specific frequencies that could be used for classifying individual discharges. As a
A consequence of fhis, efforts now concentrated solely on analysis of the Maximum

*

Entropy Method results.
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Examining Figure 6.3, it is apparent that there are three main peaks in the difference
profile, though not very large. These arise whenever the mean frequency profile for
coil 1 exceeds that of coil 2 by more than the standard deviation of coil 2. The peaks
occur at approximately 200kHz, 600kHz and 1.1MHz. Considering these peaks, in
conjunction with the standard deviation plot for coil 2, it can be seen that all three
peaks are larger than the standard deviations associated with each peak, therefore, on
the evidence of this graph, it may be possible to use those three peaks in the
difference profile as a starting point for classifying pulses 'on'ginating from coil 2.

Examining Figuré 6.4, we see a larger peak, of about 4.5dB, in the difference profile

~ at 200kHz. The second peak seems to have shifted up in frequency slightly, to |
~ 650kHz, whilst the third has shifted down slightly, and increased in amplitude. ‘An
“increase in amplitudes of the difference profiles is to be expected as profiles from
deeper coils are examined. However, comparing the difference profiles from Figures
6.3 and 6.4, we see no increase in the peak' at about 650kHz, but a doubling at
200kHz: this could be used as a basis for dlscnmmatmg between pulses emanating
from coils 2 and 3. ;

’ ki ,

Switching to the graph for coil 4, Figure 6.5, as expected the peak at 200kHz is seen
to rise, to about 6.3dB, and th:e peak a/t 650kHz rises also. However, there is no
longer a peak at 1.1MHz and, given the standard deviation at that point, statistically
the level of the spectral lines there will be quite uncertain and could lead to anomalies
in classifying pulses from coil 4: i.e. the difference profile at 1.1MHz is about 1.8dB
+ 1.9dB due to the standard deviation of frequency proﬁies from pulses injected at

coil 4.
Moving on to Figure 6.6, a sllght drop is noted for the peak of 200kHz aud in fact,
the peak has moved down in frequency to about 150kHz. The 600kHz peak is seen to

rise to 8dB, whilst the absence of a third peak is also noted.
- Figure 6.7 shows quite unexpected results: the peaks at 150kHz and 6001d{z drop,

and a peak at 1.1MHz reQappears. This would normally be represenfative of pulses
injected nearer the line-end of the winding, not 6 coils inside. The reasons for this
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occurring are uncertain, but whatever the cause, the particular combination of
frequency peaks shown, should enable classification of pulses emanating from coil 6.

The results, depicted m Figure 6.8, extend those shown in the previous diagram, in
that the two peaks at 150kHz and 600kHz rise, and the peak at 1.1MHz is starting to
disappear. These results indicate that the anomalies of Figure 6.7 are not due to

~f

experimental error, but some other property.

Further investigation into this spectral anomaly are outwith the boundaries of this
particular project. However, speculating on a possible cause, it could be that the
stator winding inductance and capacitance 6 coils distant from the line end are acting
~ as some sort of tuned circuit whose resonant frequency is 1.1MHz or some sub-
" multiple thereof. If this were the case then a partial discharge behavidg, to all intents
and purposes like an impulse, would supply enough energy at the resonant frequency
to amplify its affected spectral components whllst travelling through the region of the
stator where this is occurring. Thereafier the travellmg pulse would be attenuated as
normal. If this explanation were true, then all other pulses emanating from deeper in
the winding would also be affected. However, as they have already travelled some
distance through the stator before reachmg coil 6, their spectral energy at the
excitation frequency may be so reduced that the resonance has little effect.

The difference profile of Figure ’6.\9- conforms to expectations, in that the two main
peaks rise further, but the lower frequency peak shifts sﬁghtly up in frequency.
Comparing this to the next plot, Figure 6.10, it can be seen that the lower peak is the
only one that could be used to distinguish between pulses from coﬂs 8 and 9, because -
the peak at 600kHz: remams constant for both.

Finally, Figure 6.11 shows a slight increase in both main peaks, but given the level of
standard deviation, it seems unhkely that a classifier could dlstmgulsh between pulses
emanating from coils 9 and 10. This ability is not too important as most partial
discharges occur near the line-end of the stator winding, where the electric stress is

highest.
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Gathering together all of the difference profiles, an overview of how the peaks build
up, as pulses are injected deeper into the winding, can be obtained, Figure 6.13.

Here, each plotted lineArepresents the difference between individual profiles and the

reference, and further subtracting the standard deviation. .- -

e.g. The line for coil 3 is:
meanl - mean3 - sd3

This graph tends to highlight the frequency attenuation charactenstlcs as pulses travel
~ further within the winding, and can be used to visually 1dent1fy potent1al frequencles
" to be used in an automatic classifier, capable of recognising where a pulse originates

from. .
!

Figure 6.13 is quite cluttered, but it does highlight the changes in the two main
frequency peaks in the diﬂ’erence' profiles. It can be seen that these two peaks tend to
swing up and down the spectrum, and vary in width, as pulses travel further through
the winding. However, these two peaks could well be used as a basis for an automatic
classifier, therefore, it was decided to/ examine frequencies around 150kHz and
600kHz with a view to developmg a rudimentary partial discharge location classdier

in order to investigate the feasibility of such a scheme.
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6.3 A Rudimentary Partial  Discharge Location
Classifier

The main problem in designing a partial discharge location classifier is identifying
specific features that are unique to pulses from individual locations. Examining the
two previously identified frequencies, 150kHz and 600kHz, for all 10 pulse locations,
Figure 6.14, it can be seen that the combination of the two selected frequencies
change for every location within the stator. However, if an uncertamty factor is
added, utilising the standard deviation, the situation changes somewhat Figure 6.15.

Figure 6.15 takes the two frequencies of interest, 150kHz and 600kHz, and plots how
they vary as pulses from different locations within the wmdmg are analysed. Instead
. of displaying one value for each location, the diagram depicts a range, statistically
within which the value should be, given analysis of an unknown pulse. The range
displayed is calculated using the standard deviation values: i.e. On the whole, a
analysed pulse will have its frequency component within the mean + one standard

deviation.

'
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Examining the situation for pulses coming from coils 8, 9 and 10, it becomes apparent
that, for the two frequencies of interest, the range of probable values makes it very
difficult, and sometimes impossible, to uniquely categorise a pulse as coming from .
coil 8, 9 or 10. Closer examination of the value ranges for the other coils reveals
overlap regions, whereby it would be possible for certain analysed pulses to appear as

if they could come from one or more locations.

e.g. If an analysed partial discharge pulse had a 150kHz ébmponent (when subtracted
from the reference) of 4dB and a 600kHz component of 5dB, then examination of
~ Figure 6.15 reveals that the pulse could be from coil 3 or coil 6!

, This overlap effect, due to the variance of 50 analysed pulses from the same location,
“means that these two frequencies, 150kHz and 600kHz, are unlik.ely to be very
successful if they are used as the only criteria in a partial discharge location classifier.
Therefore, one or more other suitable frequencies have to be identified.

Re-examining the mean frequency profiles for all 10 locations, Figure 6.13, a
frequency is required which changes quite a lot from location to location. Comparing
the 300kHz components for coils 3 and §, it can be seen that they vary substantially.
Thus if a third frequency component, at 300kHz, were to be added to the location
classifier, an improvement in diz;gliostic‘: capabilities would undoubtedly result.

In order to demonstrate the feasibility of partial discharge location within a stator
winding, a rudimentary classifier was developed. ft is a very simple routine that just
compares the amplitudes of the three frequency components of an unknown pulse, to
that of the reference data from coil 1. Given the relative amplitudes of these three fre-
quexicy components, the classifier then makes a decision a§ to where the unknown
pulse originated from. A flowchart of the algorithm can be seen in Figure 6.16.

The partial discharge location classifier proved to be quite successful when used on

the experimexital data: it can successfully idenﬁfy where 80-90% of unknown pulses |
come from. Considering it only compares 3 frequencies, and the decision thresholds
are fixed and set by inspéction, it ably demonstrates that a practical classifier could be

readily developed.
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6.4 Summary

Analysis of the raw data using the features of a spreadsheet is far simpler than
designing specific analysis algorithms. Spreadsheets allow the rapid manipulation—of '
data into different "what if' scenarios. This makes them ideally suited to the

investigation into the correlation between different data sets.”

The differences between the spectral analyses were highlighted and utilised to build a
simple location classifier. Whilst this classifier demonstrated the principle, it is a
rather false example as it was tested purely on the experimental data that was used to
build it. A large amount of further work would need to be done in order to produce

any practical application of this method. - §
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CHAPTER 7

SYSTEM APPLICATION AND FUTURE
DEVELOPMENT "

7.1 Major Achievements»

At the moment, partial discharge analyses rely upon experts visually interpreting
results and making judgements based upon their knowledge and experience.
- Techniques have been shown here that describe a completely new approach to the ‘

analysis of partial discharge data:
. ), |
e A high speed analogue and digital electronic system was specified, designed
' !
and developed that is capable of directly digitising the extremely short

¥

duration partial discharges.
Modular software routines were designed to control the electronics and

display the digitised information for analysis.

Additional software analysis,,routines/ were developed to process the discharge .
- information in the time domain. '

A completely new techniqut\a. was devised that allows the removali of .
interference signals from the monitored data.that could otherwise prevent
accurate analysis of the partial discharge severity.

Different methods were investigated in order to measure the frequency
content of partial discharges. This had never been’ attgmpted before, primarily
due to the lack of suitable technology. '

Finally, a frequency analysis algorithm -was devised and applied to |
experimental data in order to investigate the feasibility of using the frequency
content of partial discharges to ascertain their inception point within the stator

winding.
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7.2 Monitoring Setup

The ultimate aim of this work was the development of an instrumentation system that
would have the capability of processing the semi-random pamal discharge pulse‘ '
patterns and identifying the characteristics which have most relevance to diagnosis of
insulation condition. To this end both dedicated hardware and appropriate software

algorithms have been developed.

Present conditioning monitoring of the insulation health of machines uses a ‘set-up
similar to that depicted in Figure 7.1. This arrangement only shows one phase of a
machine being monitored. In reality, all three phases are monitored and their signals

recorded. : . '

This monitoring technique relies upon an expert who can visually examine the
changing pulse record and pick out the relevant large discharge peaks, .correlating all
e ,
three phases to see if any other unusual discharge effects are present.
f

The new system aims to directly replace the process, display and tape recorder
sections of Figuré 7.1, giving the expert access to diagnostic algorithms that are not
directly available using the existing set-up.

The existing method of visually ei(amining the partial discharge pulses is supported,
using the variou; display options, as'it is still the best way of quantifying discharge
activity within a machine. But, the additional pulse, noise removal and frequency
analysis algorithms can.serve as a very useful supplement in the diagnosis of
insulation health, especially when integrated into one complete instrumentation

=

system.
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7.3 Time-Domain Pl"oc'essing

Time domain processing can be split into two areas: visual analysis of the digitised

record and pulse processing. Each area only has a "snapshot" of all three phases,
digitised for approximately 20ms (1 period of the 50Hz supply). This has the
disadvantage that the digitiséd peridd“may not be truly ;epresenfative of the overall
machine insulation condition: i.e. there may be large dischargés occurring, perhaps

once every 10 periods.

This drawback is inherent in any system designed for high-speed data acquisition; the
| Iﬁgh—speed sampling needed for practical frequency analysis produces a large amount
of data that has to be stored and processed. However, this drawback can be
minimised simply by repeatedly acquiring new data until the user judges that a true
representation of the discharge proﬁle has been obtained. -
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7.3.1 Visual Analysis

Visual analysis of the acquired data is presently the main weapon in the partial
discharge monitoring arsenal. With it, an expert can estimate the level and severity of
partial discharge activity within a given machine. In addition to this, he can inspect the
discharge pattern for particular signatures that indicate previously encountered faults.

Visual analysis is supported in a number of ways:

The digitised data for all three phases can be displayed on screen at once and
the entire captured record scanned. This enables the user to pick out large dis-
charges and correlate the information from all three phases, identifying such

phenomena as phase to phiase discharges.

¥

The user can limit the display to one phase only, thus increasing amplitude
resolution and, using a tracking cursor, make amplitude and duration

measurements of individual captured discharges.

The option exists to change the horizontal resolution of the display,

effectively allowing more information to be squeezed onto the screen at once.

This would allow the operator to quickly scan through the sample record
S / '

These visual analysis routines effectively allow the system to be used as a specialised

digital oscilloscope, albeit a very éxpensive one.

7.3.2 Pulse Proceésing

Visual analysis is supplemented with an integrated package of puls‘eA processing
routines that perform a number of analyses on existing pulseé within the data record.

The current analysis options include:

. Pulse height énalysis, whereby identified iiulses are counted Emd categorised
. according to thfeir amplitudes. This produces a graph which gives information
on both discharge pulse amplitudes and their repetition rates within the data

sampling period.
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Phase height analysis, whereby the entire data record is split into phase
"windows". Each window corresponds to a number of data samples, within
which the maximum positive and negative pulses are found and plotted. This |
results in a "map" of large discharges according to where they occur w1thm

the complete data record.

Phase count analysis, where once again the data record is split into phase
windows, but, this time the number of pulses which occur within each window
is found. This produces a "map" of repetition rates for the partial discharges

as the sampling progressed.

v

Noise removal, whereby periodic interference superimposed on the acquired
partial discharge data, commonly caused by thyristor converters, is identified
and removed. If this were not done, it could lead to a faulty diagnosis, as the
interference pulses are usually very much larger than partial discharges.

These pulse analysis options, when used in ’cyoujunction with visual‘ analysis, amount
to a powerful partial discharge monitoring tool. However, only time-domain

applications have so far been discussed. / '

-

7.4 Frequency-Domain ProceSsing '

Frequency analysis of partial discharges potentially offers the capability of
approximately locating discharge sources within the winding of aitﬂnachine by making

use of the frequency dependant attenuation characteristics associated with pulse

propagatlon in a stator wmdmg

Problems arise due to the nature of the signals being analysed. Partial discharges
are transient events, typically lasting less than 10ps. This leads to complications
when applying conventional frequency analysis algorithms, as these require a large
number of data samples to estimate the spectral components with any precision.
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After initial investigations into the practicalities of frequency analysis of partial
discharges, a rudimentary partial discharge location classifier was developed. As it
stands, however, this classifier remains impractical until it is developed further to .

overcome some outstanding problems:
‘ &

The classifier was constructed using repetitive pulses of the same amplifude. In
practice, partial discharges have a diverse range of amplitudes.

o Discharges do not occur as single entities, but may be superimposed upen one

another, altering the overall pulse shapes.

~« Discharges characteristics will vary depending upon the type of insulation, the
machine under test, as well as the type of fault occurring, '
. Dischafges occur along the entire length,'bf the winding coils, nof just at the
~ specific measurement points that were used to develop the classifier.

All of these practical considerations underline the fact‘ that this system was designed
merely to investigate the possibilities, with further work building upon these ﬁndmgs

to fully exploit their potential. /‘/

-
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7.5 Future Development

The system developed here was primarily designed to investigate the processieg '
possibilities for partial discharge monitoring of large electrical machines. Any
subsequent system would greatly benefit from the lessons learned in this investigation

and could be practically applied in an industrial situation.

7.5.1 Existing System Specification

The specification of the current partial discharge monitoring system is based upon the
need to gather as much information from individual discharges as is possible, without

. sacrificing system practicality.

Investigations carried out on the prototype system indicated that for, laboratory-
based measurements, initial amphﬁer stages of gain 100 was all that was required.
Digitising speed was set at 10MHz due to the practical constraints of the available
256K Static RAM as well as the apparent over specification of the prototype system
(i.e. System has to be capable of holding partial discharge information for 1 complete
digitised SOHz mains cycle to enable thyl;istor pulse interference removal).

s

The system hardware, shown in Flgure 7.2, has three identical analogue/dlgltal data
acquisition units (one for each machine phase). The data acquisition units connect to a
PC by means of a custom-designed hardware controller and PC interface card.

7.5.2 Future Hardware =

The hardware for a future monitoring system will greatly benefit from the mev1table |
advances in technology, not only in computational processmg speed but also in the

associated data acquisition electromcs
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This study has shown that arhigh bandwidth system is not necessarily needed,
particularly if time-domain processing is all that is required. It is entirely feasible that
all of the digitising electronics could be bought "off the shelf and fitted in the
expansion slots of a PC, leaving only the signal cénditioﬁing units to be designed or
bought. The digitising speed: of the system need not exceed 1-2MHz if pulse .
processing is all that is required. This can be amply illustrated by examining Figure

7.3.

Figure 7.3 shows pulses digitised at 10MHz. Obviously, there is a lot of scope to
reduce the sampling rate further, whilst still acquiring the important data such as

amplitude and duration.

To implement frequenéy-based processing, a higher bandwidth system would be
required. Not necessarily as high as the prototype system: the spectral analysis plots
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contain important components only up to 1.6MHz, but a digitising'speed of around
5MHz would be a practical compromise. Using such sampling rates, it would still be
feasible to install the data acquisition hardware in the expansion slots of a PC, greatly
increasing the data transfer rate and hence processing speed. Additionally, it may even '
be possible to utilise the PC's expanded memory as the main data store.

The processing speeds of Personal Computers have advanced considerably since the
prototype system was developed, giving future developers access to processing
options that were considered impractical on the existing system. However, the
' additional processing necessary to implement a practical partial discharge frequency
analysis algorithm would be considerable: Consider a typical partial discharge record
for one phase of a machine under test: one period of the supply frequency could
“produce anything from 100-1000 discharges. A three phase system would therefore
have to cope with up to 3000 discharges ever 20ms, too much for even the fastest
'486 PCs to perform frequency analysis on in r’eal time. A liractical system would still

have to capture the data and then process it later. -
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7.5.3 Future Software and Pnocessing ‘

There are a large amount of future processing options that can be explored; in fact,
more than enough to merit another project. :
The most obvious enhancement to the emstmg tnne-domam pulse processing optlons
would be the provision of database support. This would allow subsequent sampled
records to be compared with earlier versions, allowing the operator to chart the
~ development of faults over time. The existing software routines could be enhanced to
provide comparative pulse-analyses of the current monitoring record with those
stored for the same machine in the database. The provision of database support could
also be expanded to allow the operator to store notes along with the data records,
containing information on the monitoring set-up, conclusions made, updates to the

.-

176




maintenance schedule etc. In addition, automated reports could be set up to print the

results of the monitoring.

Additional processing routines could be developed, once sufficient information
becomes available, to recognise the different types of discharges that can occur (slot
discharges, phase-to-phase discharges etc.) and then provide diagnostic information
about each. Quantifying slot discharges may require some sort of pattern recognition
software to be employed in order to distinguish them from other partial discharge
activity. This, however, could prove difficult as each incident of slot discharge
activity would be subtly different from the last, making it difficult to identify
common features of slot discharges that could form the basis of identification.

"Fulther research would be required before a frequency-baéed partial discharge
location classifier could be practically implemented. Once perfected however, it
would be a very useful addition to the suite of;' existing time-domain routines, in that
the existing routines could be used to determine which machines require further
examination in the frequency domain. The;e would then be examined using the
frequency analysis routines, linked to the location classifier in order to ascertain
where the main problems are occurring within the winding. Obviously the rules for
the classifier would be different for’eéch machine type and possibly, location.
However, once the classifier had been configured for a particular type of machine it
could then be used on other machines of the same type. The existing system could
well be utilised to produce a more accurate classifier simply by analysing more
experimental data and applying the results to the Data Solving application within a
Spreadsheet program in order to calculate the rélationships between the sets of

figures. -

A pictorial representation of the future system, using the above components, can be

seen below in Figure 7.4.
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Figure 7.4 Software Components of a Future PD Monitor

Here, data is collected from a‘machine/ under test and stored as a record in the
database for this machine. The data is then examined using the time-domain pulse
processing techniques developed in this project, with the results stored in the database
for future reference. Then, the results of the current test are compared with previous
tests, stored in the database, to ascertain if any ﬁu_ther degradatlon in the insulation
has occurred in the time between tests. The outcome of the comparisbn_ can then be
stored in the database as well as any comments or recommendations that the expert

performing the tests thinks necessary. -

After the pulse processing analysis, the expert can invoke the frequency anaiysis
routines. The results of these would also be placed in the database for future
reference, before invoking the location classifier to ascertain where the discharge
activity is taking place. Note that the database ‘would provide the classification rules
for each test, as different machines and configurations may have an effect on the
pulse shaping characteristics of their windings. The outcome of the location classifier
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could then be compared with results obtained previously to see if any significant
changes have occurred within the machine since it's last test, and to try and spot
trends in the results in order to recommend a course of action. The results of these _
comparisons could then be stored in the database along with the expert's

recommendations. o

The provision of database support is the first step towards a fully integrated Expert
System. In simple terms, once case studies of actual faults have been gathered and
stored in the database, the faults can be diagnosed by a human expert and a course of
action recommended in each case. This éxpert knowledge can then be transferred into
a expert system shell where it can be classified into a set of rules that could then be
“applied to new untested situations. Whenever the system comes across new situations
it would use its existing knowledgé base (case studies) to determine a course of
action or a set of conclusions. Obviously, the size and diversity of the knowledge
base will be a major factor in the system successfully diagnosing new situations.

Whenever the expert system meets new. situations, the results can be added to its
knowledge base for future reference; in effect, the system is learning. If this is the
case, some sort of checking needs to be m place to make sure that the system does

not give wrong diagnoses based upon pr_e\?ious sets of results.

It may even be possible that some sort of heuristic system could be used to monitor a
machine and, applying some expen‘knowledge and statistical information, refine its
partial discharge locator classification rules to adapt to the particular machine under
test (i.e. Given that the system has some broad rules goveming\frequen'cy content of
discharges as they travel through the winding, it can collect data over a period of
time, categorising it according to the discharge frequency content, .and, using
statistical information such as the 1ike1ihood of discharges emanating from particular

windings, adjust its rules according to the collected data ).
Obviously this is a very simplistic view of a very large field, however, expert systems

have already been successfully applied to machine condition monitoring [6] and there

are no reasons why this cannot be the case here.
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In order to obtain a fully integrated expert system, it would be necessary to develop
additional software routines to automate the sampling and analysis of the data. This
would allow repetitive sampling of the discharge information to collect data on less

frequent discharge patterns.

= ——
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CHAPTER 8
CONCLUSIONS

The research project described here is an addition to a well established and
comprehensive programme of research, at The Robert Gordon University, related to
on-line condition monitoring of large electrical machines. [1,2,3] The work
commenced in 1980 and, in recent years, has been funded by research contracts with

industrial organisations, including BP Petroleum Development Ltd.

The potential benefits of on-line condition monitoring are of greatest importance in
_ high cost continuous process industries, such as oil productionend electrical power
‘generation. Techniques developed at The Robert Gordon University are already being
applied in these industries, [4,5,6] in particular to the detection of incipient fault
conditions in rotors of induction motors, and if h1gh voltage stator windings of both

induction motors and synchronous generators

. F

The work described was directed towards non-invasive measurement and analysis of
partial discharge activity within the stator of high voltage electrical machines. To that
end, this investigation was primarily concerned with the development of hardware and
software techniques that are capable of processing the semi-random partial discharge
pulse patterns and identifying the characteristics which have most relevance to the

diagnosis of insulation condition.

Electrical machine condition monitoring is a very diverse and complex field. Various
techniques were outlined in Chapter 1 which are capable of monitoring specific faults
as they develop. Such techniques are continually being'adapted and improved as a
competiti\'/e marketplace demands more accurate and reliable methods. A ‘non-
.invasive technique, using Rogowski Coils was described which is used to monitor ‘
partial discharge activity within the stators of high voltage electrical machines. This
technique was used as the basis for the further development of hardware and software
to process the discharge pulse patterns and to investigate means with which to extract
further useful information from the available signals.
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Investigations were carried out into the exact requirements of a new computer-based
partial discharge monitoring system. This included experiments with a laboratory
stator winding to determine the necessary performance of the amplification stages, as '
well as setting system parameters such as ADC sample rate and subsequent memory
storage capacity. These parameters, once set, allowed detailed design of the various

system modules to proceed and were eventually combined into a coherent prototype.

The next stage in the prototype development involved exa_inining the software design
process necessary to operate the hardware and implement the data processing
functions: An expanding menu system was described that allowed new features to be
easily incorporated into its structure, as well as providing a basic user-friendly
environment to interact with the operator. The prototype software modules
"encompassed data storage and retrieval, waveform display and rudimentary pulse
procéssing algorithms. All of these facilities combined produced a prototype system
that was capable of elementary discharge moquitoring, for a single phase of a high
voltage electrical machine. I

The three-phase monitoring system, whilst retaining‘ the "look and feel" of the
prototype system, was considerably enhanced to incorporate the three-phase display
and pulse analysis routines. A statistical noise removal scheme was described that can
automatically identify and remo?é the unwanted thyristor switching pulses that can

interfere with correct diagnoses of partial discharge activity.

Two different frequency analysis schemes were described in Chapter 6 that allowed
 investigations into the frequency content of partiai- discharges at different inception
points within stator windings. The second scheme tried to address the fundamental
problem faced when attempting spectral analysis of short-term transient signals such
as partial discharges. This scheme, using the Maximum Entropy Method algorithm,
was further utilised in conjunction with statistical analysis and a spreadsheet program
to produce a rudimentary discharge location classifier. This classifier, whilst verifying
the method, would be impractical for inclusion in a monitoring systefn at this stage;
further research would undoubtedly have to be carried out into the spectral analysis
of physically monitored discharges.
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Finally, possible routes for future research in this field were mapped out. Recent
advances in technology have made these schemes far more viable than was the case at
the inception of this research project. The lessons learned, and the now proven
techniques used in the development of the monitoring system have made an automatic

partial discharge monitoring instrument an achievable goal.
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DEVELOPMENT OF A PARTIAL DISCHARGE MONITORING SYSTEM FOR HV ELECTRICAL MACHINES

§ J Chalmers, J Janieson

Robert Gordon's Institute of Technology

INTRODUCTION

In recent years the subject of condition
monitoring of many items of plant and
machinery has taken on considerable sig~
nificance. In particular, methcds of on-line
condition monitoring which allows a process
to continue undistu:bed have received much
interest.

Techniques developed at RGIT have concen-~
trated on non-invasive on-line monitoring of
the condition of electrical induction motors.
Methods of detecting fault conditions in
rotors and in stator insulation have been
devised. .

The work described in this report is directed
towards the measurement of partial discharge
activity within the stator of high voltage
machines. .

All high-voltage motors operating at voltages
of 6.6kv or greater generate partial dis-
charges within their stator winding. These
discharges occur external to, or within small
voids in the coil insulation structure, and
are the result of high electric stress in the
winding. The pulses _gproducgq are of
relatively low energy (10 ” to 10 ' coulombs)
and of very short duration (100's of nano-
seconds). Under normal operating conditions
the energy associated with the partial dis-
charges is small. However, degradation of
the insulation results in an increase in the
number of partial discharges, and their
associated energies. Periodical ‘monitoring
of partial discharge activity is therefore a
potentially useful technique. :

The basic transducer used to obtain infor-
“mation on partial discharge activity should
ideally be completely non-invasive. * The
device which is used for this purpose is the
Rogowski coil. This coil is essentially en
air cored current transformer designed to
have special characteristics. This results
in a transducer which is optimised to pick up
the high frequency partial discharge pulses
but reject "interference" signals such as the
fundamental mains freguency.

Previous work (1) has demonstrated the pos-
sibility of detecting and measuring partial
discharges using a Rogowski coil. This paper
details research into a computer-based system
for the measurement and subsequent processing
- of these signals, the ultimate aim being the
development of a dedicated instrument capable
of fulfilling this function.

DESIGN REQUIREMFNTS

The concept of a cormputer-based instrumen-
tation system for the detection and proces-~
sing of partial discharges is by no means a
new one. Austin and Jawes (2) demonstrated

the feasibility of such a system limited only
by the available technology.” Tanaka and
Okamoto (3), (4), (5) with the use of super-
jor technology considerably advanced the cap-
abilities of the computer-based measurement
system. However, all of the previous efforts
have invariably relied on some sort of pulse
stretching or detection circuitry in order to
capture the discharges. The concept of
directly digitising the partial discharge
signals is a relatively new one. Couple this
with the processing power of the new gener-
ation of microcomputers, and the result
should be a system that is truly superior to
any of its analogue counterparts.

]

The design of such a system, however, was not
straightforward as there were a number of
technical, as well as operational constraints
to be taken into consideration.

é

Technical Constraints

The non-invasive method of using remote
Rogowski Coil detection of partial discharges
results in signals of very small amptitude
(fractions of a millivolt to a few milli-
volts), which in turn places stringent design
requirements upon the initial analogue
processing stages, specifically the need for
adequate amplification, whilst maximising
bandwidth, and limiting noise.

_The digitisin&__; process also has far reaching

design implications associated with it. Most
importantly, the speed and resolution of the
Analogue to Digital Converter had to be a
compromise between the bandwidth of the
amplifier, the specification of the anti-
alias filter, and the subsequent storage
needs for the digitised discharges pulses.

Operational Considerations

Ultimately the monitoring system is destined
to operate in an industrial environment,
specifically on offshore installations,
therefore the relevant working practices and
conditions had to be taken into account
during the design process. Special consider-
ation had to be given to the effect that

" electrical interference would have upon the

system. The most serious source of elec-
trical noise on an offshore installation is a
result of - the - switching performed by
thyristor speed controllers of DC motors.
These drives produce periocdic pulses of large
amplitude that are picked up by the Rogowsk:
Coil and completely swamp any partial dis-
charge activity for a short time during the
S0z cycle. Unfortunately these pulsas
cannot be removed simply by filtering, or
Automatic Gain Control circuitry, as they
have a similar frequency content to the’



partial discharges, and can occur at any
point in the mains cycle. However, once the
signal has been digitised, a number of pos-
sible removal technigues become practical.
These will be discussed in a later section.

Having identified the important desiqn con—
straints the system can be described in more

detail.

SYSTEM OVERVIEW

The partial discharge monitoring system can
be divided into 4 main mocules:
(i) The analogue processing stages incorp-
orating a high-gain, low-noise ampli-
fier and anti-alias filter.

The digitising module, comprising of
an 8-bit "flash" analogue to digital
converter with associated circuitry.

(ii)

(iii) The primary duta storage module and
hardware controller, which serves as a
temporary store for the digitised
information, and co-ordinates the
digitising process.

(iv) A microcomputer that- acts as the

system controller and information
processor, handles operator inter—
action, and displays the results.

A block diagram of the system can be seen in
Figure 1. .

The entire system was designed very much with
future expansion in mind, which meant that
the most obvious solution to a particular
problem was not always adopted. -

The next sections discuss each system module
in more detail. .

Analogue Signal Processing System

In order to appreciate the problems assoc-
iated with the development of an adequate
front-end for the instrument one has first to

investigate the actual signals being applied

to the system.

The amplitude and shape of partial discharge
pulses varies both with the size and point of
origin of the discharges within the stator
winding. Obvicusly in order to extract the
maximum amount of information from such
pulses a high bandwith system is needed, with
adequate dynamic range and noise performance.
Previous experiments using the Rogowski Coil
technique (1) have shown that the upper
frequency . limit need not be as high as
initially expected. This led to the amplifi-
cation upper frequency limit being fixed at
4MHz which seemed a reasonable compromise
between frequency resolution and subsequent
design difficulty.

In determining the necessary gain of the
amlifier, laboratory experiments were car~
ried out on a 6.6KV stator winding setup as
shown in Figure 2. Artificial discharges of
known magnituce were apllied to the line-end
of the stator by means of a voltage generator
E in series with a capacitor C, with the
termination network constructed to mimic the
surge impedance of the motor supply cable.

BN

o)

The resulting

signals output from the
Rogowski Coil were amlified and examined.
The conclusions of the experiments indicated
that an amplifier gain in excess of 500 was
needed to ensure that sub 1000pC discharges
could be detected.

caee

Combine this requirement with the need for
good noise rejection and the result is a high
specification amplifier - 2GHz Gain-Bandwith
Product, high slew rate and Signal to Noise
Ratio > 50dB.

The specification of the amplifier effec-
tively precluded the use of operational
amplifiers in the design, so various con-
figurations of FETs and bipolar transistors
were tried until a satisfactory combination,
an adaptation of an ultrasonic amplifier, was
found.

To prevent aliasing occuring in the digitised
signals active low pass filters needed to be
employed to limit the signal frequencies ‘to
half the sampling rate (Nyquist sampling
criteria). These filter networks had to
disrupt the desired signals as little as pos-
sible and therefore needed to have linear
gain and phase characteristics in the pass—
band. The class of filters chosen to accom-
plish the anti-aliasing task are Thompson-
Butterworth or Compromise filters, so called
because they combine the gain characteristic
of a Classical Butterworth filter with the
phase response of a Bessel filter.

Once the unwanted higher frequencies of the
partial discharge pulses have been removed
the signal is ready for application to the
digitising stage.

The Analogue to Digital Converter Module

The specification of the analogue to digital
converter affects the entire system as the
digitising speed = dictates the necessary
response and size of the ensueing data
storage module, as well as the bandwidth of
the preceeding amplifier and the response of
the anti-alias filter. The resolution of the
converter again determines the size of the
data store, as well as the required noise
characteristics and gain of the amplification
stages. These decisions regarding the
analogue to digital converter have important
ramifications on both the cost and overall
performance of the final system, so iaitially
a balance was reached between cost, speed and
design difficulty, so ensuring that the
prototype had adequate performance, with the
option of upgrading at a later stage.

The converter chosen is a 8-bit "flash" con-
verter operating at 15MHz. The resolution of
the analogue to digital converter, coupled
with the level of amplification governs the
precision of .the discharge measurement
process. ¢

ie. If the system were to be calibrated at
full scale for a discharge of 255000pC then
the measurements would rise in steps of
1000pC from O .- 255000pC. The speed of con-~
version places certain demands upon the data
storage module both in response and size,
because as the conversion process gets faster
the total memory required to hold the data
increases, and has to have a correspondingly
smaller access time. h



Hardware Controller and Data Storage Modules

The roles of the hardware controller and
primary storage modules are to oversee and
control the sampling process and provide a
temporary storage Eacllxty for the digitised
signal. The initial design problems revolved
around choosing the size of the storage
facility. This had to be a trale off between
cost, speed and the amount of data that it
was required to hold. The main criterion
that this decision was based upon concerned
the need to eliminate thyristor switching
noise from the digitised signal. This noise
is periodic in nature zut its exact location
in the 50Hz cycle will vary slowly with time,
therefore in order to uniquely identify its
position within the cycle a number of con-
secutive 50Hz cycles need to be stored. If
one assumes that 3 cycles is the minimum
anount needed to unamhbiguously ascertain the
position of, and ‘thus, eliminate the
thyristor noise it is a simple matter to
estimate the size of memory needed to hold
the samples:-

period of 3 x 50Hz waveforms = 0.06 sec

No of samples in 3 cycles = time x sample
rate

= 0.06 x 15 x 10°

= 900000 samples

This meant that a large amount of Static RAM
had to be employed in ordet to cope with the
amount of data being produced from the ADC.
Data compression methods were considered in
order to reduce the memory overhead, however
a minimum figure could not be arrived at for
the success of any scheme, as it would be
dependant on the partial discharge activity.

Also, the control c1rcu1try necessary to -

implement the data compression scheme would
need to be complex in order to work at a
maximum of 15 Mbytes/sec.

The method chosen was therefore to build a
bank of 1 Mbyte static RAM to act as a
temporary samle store before transferring
the data to the host computer for processing.
The design of the digital control circuitry
was greatly helped by use of Computer Aided
Design and simulation packages, and the chip
count kept as low as possible by implementing
the descrete logic functions in programmable
gate array devices.

The Microcomputer System

The host system had to accommodate a number .

of features:

(i) It had to act as a software develop-
ment system.

(ii) It had to have considerable processing
power to allow implementation of very
complex dlgltal signal processing
functicns in a reasonable time.

(iii) It had to have a large memory capacity
to cope with the amount of digitised
data.

(iv) It had to be reiatively inexpensive,
so ensuring a cost-effective system.

The microcomputer chosen was an IBM (AT)
compatible machine with a 32-bit 80386 micro-
processor, running at 20 MHz. It has 4 Mbytes
of on-board RAM and as VGA graphics capabil-
ity IBM compatibility ensures that there
are a large number of software tools avail-
able, as well as hardware accessories. The
32-bit central processor will allow it to
perform complex calculations with relative
ease, whilst the 4 Mbytes of RAM are more
than sufficient to accommodate the sampled
data, and any processing programs.
o .

So far only the hardware of the condition
monitoring system has been discussed, however
the success or failure of the system rests
mainly with the software that processes the
discharge pulses. The next section will
examine some processing ., schemes and the
proposed development of the monitoring system
sof tware.

DISCUSSION OF DIGITAL _SIGNAL PROCESSING
SCHEMES

The first problem to overcome is that of the
offshore DC drives superimposing thyristor
switching noise on the partial discharge
signals. Considering the periodic nature of
this interference, several possibilities for
its elimination are possible, the simplest of
which 1is subtraction of successive 50Hz
cycles, whereby the periodic interference
will be eliminated and the pseudo-random
partial discharges should remain unaffected.
However, if discharges occur at the same
points in successive cycles, these will also
be removed, or more importantly, their shapes
and amplitudes altered. Another scheme is to
first locate the positions of the inter-
ference in the cycle, and then to window out
that section of the cycle as the noise will
have completely swamped any partial dis-
charges in that section.

Having eliminated any contaminating signals,
the next task is to process the dischage
pulses. Here again a number of options
present themselves. Initially pulse height
analysis may be adopted whereby the dis-
charges are counted and catagorised according
to their amplitudes, in order to give a

‘quantitive indication of the health of the

stator insulation. If this simple technique
was coupled with a facility whereby the
previous history of the machine was also
known, then some degree of predictive analy-
sis may be employed. An enhancement to this
scheme may involve determining the freguency
content of each pulse, in order to determine
its point of origin in the winding and
perhaps predict its original amplitude. It
may even be possible to catagorise the type
of discharges.

The interaction with the user is another area
that must be dealt with. Initially the
systems objective is to develop the approp-
riate DSP algorithms and demonstrate their
feasibility. = But ultimately the aim is to
produce a monitoring instrument, and there-
fore consideration has to be given to the
user interaction. The graphics capabilities
of the computer are such as to allow detailed
displays should they become necessary, and it
would be a relatively simple task to incorp-
orate an elementary expert system or database
management  program into  any  software
produced.
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