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Abstract 
 

Fractured media exist in most layers of the earth’s crust, often dominating bulk 

properties of subsurface geological formations. Therefore, fractured media are 

involved in many key engineering sectors that impact humans living on Earth. 

Fractured formations consist of two distinct media sharing the same location: 

matrix and fracture, which affect each other’s flow. Both have heterogeneous 

properties, such as anisotropic matrix permeability and rough fracture surfaces; 

also, fractures have varied orientation angles and exist in fractured formations in 

either discrete fracture form, or in connected networks with varied 

angles/patterns. Due to this heterogeneity, most fractured media modelling and 

studies in the literature have considered assumptions that don’t represent flow in 

realistic conditions.  

 

Thus, this research presents systematic investigations conducted on fractured 

media by using Computational Fluid Dynamic ANSYS CFD Fluent FVM to investigate 

fluid flow in many kinds of fractured media. These investigations ranged from 

simple and widely used fractured geometries to more complex ones, firstly, parallel 

plates fractures and rough fractures with horizontal orientation inside fractured 

domains; both fractures were investigated with different fracture surface 

conditions in these fractured domain models, such as: inclusion and exclusion of 

the matrix effect on flow; and matrix isotropic/anisotropic permeability’s effects 

on flow, to create most mimicked realistic fractured formation conditions. The 

results of these models were validated, and compared with current understandings 

of fractured media model flow in the literature. The outcomes of these models 

have reflected that parallel plates fractures with single aperture are unsuitable to 

represent flow in fractured media. As well, that exclusion of matrix in fractured 

media flow will highly mislead flow calculations in fractured media. Secondly, the 

results of ANSYS CFD Fluent FVM rough fracture models were used in developing 

two fracture friction factor models in realistic fractured media conditions (analytical 

and numerical friction factor models), that account for rough fracture geometry 

effects and matrix permeability (isotropic and anisotropic matrix permeability 

along layers of formations along fracture length, and, in two directions of flow X 

and Y - consider Kx and Ky anisotropic effect on lateral and perpendicular flow of 
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each layer) on entire fracture domain flow. Friction factor is an important factor 

for predicting pressure drop (
∆𝑃

𝐿
) along fractures, and accordingly on fluid migration 

in fractured formations. And thirdly, ANSYS CFD Fluent FVM rough fracture 

network models were created, which included many heterogeneous properties of 

fracture media such as: many patterns of network orientations, where each model 

has different inlets and outlets of flow, and matrix effect was included with isotropic 

and anisotropic matrix permeability. The outcomes of these models have resulted 

in new and interesting understandings of modelling fractured media, which proved 

that matrix functionality in fractured media is not only as fluid provider, but it does 

have major effects on providing and transporting fluids in fractured media. As well, 

it provided new evidence that modelling a single fracture of fractured media will 

highly mislead flow calculation.    
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Nomenclature 

 

This is a nomenclature of key terms, Latin and Greek, and common units of 

measurement. Other terms have been defined directly underneath each equation 

for easy clarity. 

 

Latin Letters 

A Area  

ADV  Average Difference Value 

C2 Factor of inertial 

resistance (1/k) 

CFD Computational Fluid 

Dynamics 

CT Computerized 

Tomography 

D Diameter or fracture 

aperture  

F Forces 

F                 Friction factor  

FEM   Finite Element Method 

FVM  Finite Volume Method 

H̅  Effective Fracture     

                   aperture 

havg  Average heights of 

fracture apertures 

heq  Equivalent Fracture     

                   apertures 

Hf  Fracture height 

hm  Formation height 

IA   Anisotropic ratio of    

                   permeability 

JPEG Joint Photographic 

Experts Group (file type) 

JRC  Joint roughness  

                   coefficient 

k  Permeability 

N                Frequency  

H2O             Water chemical formula 

P                 Pressure  

b                 Half fracture height   

K̅  Average permeability  

Kx Permeability in in-plane 

(x) Cartesian direction 

Ky Permeability in through 

plane (y) Cartesian 

direction  

L  length 

Le Equivalent length (fluid 

travel distance) 

Li  Segment length  

m  Mass 

PDF Portable Document 

Format (file type) 

Q  Flow rate 

Qf  Fracture flow rate 

Qm   Matrix flow rate 

Qt  Total flow rate 

Re  Reynolds number  

Si Source term  

u⃗   Velocity 

V  Average velocity 

y Through plane Cartesian 

axis direction 

x                 In-plane Cartesian axis 

direction 

z  Cartesian axis direction 

∅                 Porosity
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Greek letters 

 

 

Ө  Angle 

Ө                Tortuosity  

cos   Cosine angle value 

sin       Sine angle value 

σ  Standard deviation 

μ                 Average fracture  

                   apertures 

F Source term of 

momentum 

∇p  Pressure gradient 

∆P  Pressure drops 

ρ  Density 

μ  Viscosity 

β  Inertial coefficient 

ρ                 Density    

α                Fracture geometry   

                  constant                                      

 

 

Units 

 

˚  Angle Degrees in  

                   Cartesian axis 

%  Percent 

cm  Centimetres 

cp  centipoise viscosity unit  

                   (kg/m.s)  

Kg Kilogram 

m  Metre 

s                 Second (time unit) 

mD  Millidarcy (permeability   

                   unit) 

mm  Millimetres 

Pa  Pascal (pressure unit)   

                   (kg/m.s2) 

μm  Micrometre or Micron
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1 Introduction 
 

1.1 Overview  

 
The global energy map is currently witnessing many challenges, attracting all 

countries’ leaders and scientists to predict and solve its future. There is a strong 

relation with the nerves of world economic status, causing many ambiguities about 

the future of energy, affecting global economic growth, price fluctuations and 

political conflicts. In spite of good development and progress worldwide in 

renewable energies, hydrocarbons are still the main supply of the world’s energy. 

The consumption of hydrocarbons has been increasing simultaneously with many 

factors, such as global population growth and economic growth: particularly the 

accelerated growth of Asia, mainly China and India. On the other hand, the 

majority of the market’s hydrocarbons are supplied from conventional reservoirs, 

and the majority of them are reported to have declining production; very few new 

reservoirs have been discovered and are starting to supply the market (Jahani, 

Haugen and Berge 2015; Bo et al. 2014; Kaldor, Karl and Said 2007). Therefore, 

it is necessary to search for unconditional resources of hydrocarbon, in the 

expectation that a third of the world’s hydrocarbon consumptions will be supplied 

from them in near future (Devold 2006).  

Most geological formations are fractured, and fractured reservoirs contain 

approximately 60% of the approved hydrocarbon quantities in the world. They can 

be classified into conventional reservoirs “naturally fractured reservoirs” and 

unconventional reservoirs “hydraulically fractured reservoirs”. Thus, fractured 

media is considered one of the main topics in reservoir engineering. Reservoir 

engineers and geologists invest effort to evaluate fractures’ functionality, and 

highlight any development plan (Abushaikha et al. 2015; Jahani, Haugen and 

Berge 2015; Geiger, Schmid and Zaretskiy 2012). 

As well, fractured media are involved not only in hydrocarbon production and 

recovery of reservoirs, but have key involvement in other important sectors such 

as: remediation of environments, hydrology, geohazard mitigation, and 

geothermal exploitation. Therefore, the ability to predict fluid migration in these 

formations, and the characterization of transport properties, has motivated 

massive research endeavour regarding flow in these geological formations (Karpyn 

and Piri 2007 p. 1).  
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1.2  Challenges Of Subsurface Fractured Media  

 

Formations’ fractures introduce structural discontinuities in rock formation bodies, 

which impact on fluids’ mobilization/migration within it (Karpyn and Piri 2007). 

Fractures in fractured media vary by size and location, with a scale that ranges 

from micro cracks measured by micrometre, to large faults measured by 

kilometres. Fractures have a main function, which is as the hydraulic conductors 

of fluid, and giving easy pathways to flow in fractured media. They have a main 

effect on the pattern of fluid flow and on transport process in fractured media, or 

may act as barriers of fluid to flow in these media, while the matrix is considered 

as fluid storage (Sahimi 2011; Tiab and Donaldson 2004). Karpyn and Piri (2007) 

stressed the above and confirmed that fractures control overall rock conductivity, 

while a porous matrix is fluid storage. Therefore, fractures of fractured media are 

considered as both a problem and an opportunity in these media, based on the 

fracture’s function. The opportunity side considers fractures’ important 

permeability for fluid flow, giving an easy way for hydrocarbons to flow to wells 

rather than porosity, while the matrix is the main storage provider of hydrocarbon. 

However, for the problem side it is the opposite image, and fractures are then 

considered as obstacles to fluid flow, for example: fracture orientations that are 

not aligned with flow or pressure gradient directions; fractures that do not connect 

between inlet and outlet boundaries in formations; fracture networks in fractured 

formations that have numerous small dead-end zones which will not contribute to 

flow in fractures; blocked fractures that don’t allow fluids to flow; rougher fracture 

surfaces which cause higher pressure drop; material precipitation on fracture 

surfaces which block pores of fracture surfaces and isolate fracture/matrix fluid 

movements; and adsorption of fluids in formations as heterogeneous property 

effects of fluids on pores’ structure scale and affect seepage capacity (Li et al. 

2021; Luo et al. 2020; Yin et al. 2017; Rasouli and Rasouli 2012; Sahimi 2011; 

Karpyn and Piri 2007; Sarkar, Toksöz and Burns 2004; Tiab and Donaldson 2004; 

Zimmerman and Yeo 2000; Zimmerman and Bodvarsson 1996 pp. 44-45; Golf-

Racht 1982). In reservoir engineering, fractures are considered by their effect on 

fluid flow, while for geologists they are regarded with a different perspective as 

resulting from paleo-stresses that were applied on media through a history of time 

(Sahimi 2011; Karpyn and Piri 2007; Sarkar, Toksöz and Burns 2004; Tiab and 

Donaldson 2004; Golf-Racht 1982).  
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Modelling, mapping and understanding fluid flow is one of the main challenges in 

fractured media, due to many reasons: particularly, the complex geometry and 

the interaction between fractures and surrounding matrices. There are many types 

of models, such as mathematical, numerical and experimental, that have dealt 

with fractured media’s flow in order to approximate and solve flow issues (Holstein 

2007; Karpyn and Piri 2007; Sen 1995). However, in spite of all these models, 

there remain many challenges that have not been solved, such as: isotropic and 

anisotropic nature of matrix effects on fractured domain flow; choosing a suitable 

representation of fracture geometry in modelling fractured media (such as smooth 

parallel plates fracture with single aperture height, single rough fracture with 

varied apertures, or fracture network with either single aperture or rough 

fractures); and fracture/ matrix interactions and fluid movement between fracture 

and matrix’s effects on fractured domain flow. These challenges demand solutions 

for future developments, in order to fully understand flow in fractured media (Sen 

1995). Thus, based on these challenges of flow in fractured media, this research 

judged that understanding of this fluid flow needed to be improved in order to 

better understand flow behaviour in fractured media. It was essential that these 

studies were realistic and based on geometries that mimicked real fractured media 

conditions, in order to get more accurate visualization and results of fluid flow. 

This was because many models in the previous literature were based on parallel 

plates fracture geometry assumptions, which have been used widely either as 

single fracture or fractured networks in domain modelling, as reported by Luo et 

al. (2020); Luo, Tang and Zhou (2019); Luo et al. (2018); Lu et al. (2017); Rasouli 

and Rasouli (2012); Sahimi (2011); Popov et al. (2009); Tiab and Donaldson 

(2004); Sarkar, Toksöz and Burns (2004); Sen (1995) and Golf-Racht (1982). 

However, in reality, fractures are not smooth surfaces but have varied shapes and 

patterns (Sahimi 2011; Tiab and Donaldson 2004; Nelson 2001; Sen 1995; Golf-

Racht 1982).  

 

Unexpected behaviour of fractured reservoir production in many fields arose from 

unclear understanding of fractures’ effects on fluid flow. Therefore, there was a 

need for better characterization of flow in fractured media in various scales, then, 

a transfer of data findings to bigger scales, which could simulate all fractured 

media. The current situation of fractured reservoir studies has usually consisted of 

integrated workflow, and have been multi-disciplinary from different sectors 

(Bourbiaux et al.  2002). Workflow integration includes many steps, such as: 

choose a proper model for simulation; model fracture network in the geologically 
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constrained method; characterise the properties of the fracture network; and 

simulate flow behaviour of the reservoir (Sarkar, Toksöz and Burns2004).  

Pressure is the main drive mechanism that pushes fluids in reservoirs/formations 

for migration towards oil wells or flow in subsurface layers, known as “draw down 

pressure”. Draw down pressure is influenced by several factors, such as: 

permeability, porosity, fluid type (single phase, multi-phase), temperature, etc. As 

well, it’s good to note that fractured formations consist of two different 

characterizations, with different media properties, in the same rock formation/ 

location, which act upon each other: fractures and surrounding matrix (Sahimi 

2011, Tiab and Donaldson 2004, Dake 2001; Nelson 2001; Sen 1995; Golf-Racht 

1982). Thus, knowing the accurate estimated value of pressure drop along the 

length of flow inside fractures (
∆P

L
) is essential for understanding the migration of 

fluid (Sahimi 2011; Holstein 2007; Tiab and Donaldson 2004; Sen 1995). There 

are many factors which affect (
∆P

L
), such as: fracture aperture change D, fluid type 

(single or multiphase fluids), flow regime (laminar, turbulent) and fracture friction 

factor fD : equation 1.1 below clarifies it. 

 

 
∆P

L
= ( fD ) 

ρ

2
 
v2

D
   (Darcy-Weisbach equation)         (1.1) 

(White 2003; Eskinazi 1968) 

 

The factors which determine (
∆P

L
) in fractures are challenging, and needed to be 

addressed and estimated accurately: 

 

a. Varied fracture apertures along the flow, which mean the fracture’s cross 

section area is changing at each point along the flow; accordingly, 

fracture aperture size could abruptly decrease/ increase. 

b. Effective roughness and tortuosity of fracture surfaces along the fracture 

path. Fracture roughness is an important parameter in determining 

pressure drop. Vortices are generated along the flow when fluid is in 

contact with internal fracture surfaces. These rough surfaces change the 

flow direction into a cyclone circle “vortices or eddies” in that region, 

which affects fracture flow direction between the bulk flow in the centre 

of the fracture’s aperture and the fracture surfaces (Briggs, Karney and 

Sleep 2014). 
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c. Velocity changes along the flow at each point due to fracture cross-

section area changing.  

d. Pressure changes along the flow at each point inside fracture due to the 

velocity changing. This means that flow interaction between fracture and 

surrounding matrix changes too, due to pressure differences between 

the matrix and fracture (Sahimi 2011; Sen 1995; Saidi 1987).  

e. Matrix properties that surround fracture surfaces, such as permeability 

and porosity, change along the flow (anisotropic properties), and affect 

fluid movement between fracture and matrix (Sahimi 2011; Tiab and 

Donaldson 2004; Dake 2001; Nelson 2001; Sen 1995; Golf-Racht 1982). 

  

 

Computational Fluid Dynamics (CFD) ANSYS-Fluent FVM is a very efficient tool, 

and the efficiency of its models have been proven in many difficult researches. It 

has many positive factors such as: accuracy of models; fast results; and the ability 

to recreate conditions that might not be possible to create in physical experiments. 

In addition, the cost is low in comparison with physical models’ costs (Suri et al. 

2020; Karimzade et al. 2019; Roslin, Pokrajac and Zhou 2019; Chen et al. 2017; 

Liu, Li and Jiang 2016; Jahani, Haugen and Berge 2015; Schafrik and Millar 2015; 

Gidaspow, Li and Huang 2013; Geiger, Schmid and Zaretskiy 2012; Rasouli and 

Rasouli 2012; Rasouli and Hosseinian 2011; Crandall, Ahmadi and Smith 2010; 

Gustafsson, Westerlund and Hellström 2010; Crandall, Bromhal and Smith 2009; 

Gu et al. 2009; Petchsingto 2008; Nazridoust, Ahmadi and Smith 2006; Sarkar, 

Toksöz and Burns 2004). However, in the judgement of this research, in spite of 

all these benefits of CFD, it has only been used with simplified conditions instead 

of combining many conditions in one model in modelling fluid flow in fractured 

media, such as: considered simple fracture geometry in modelling fractured media 

(for instance, parallel plates fractures with single aperture height instead of rough 

varied apertures fracture); considered impermeable fracture surfaces and 

excluded matrix flow contribution in a fractured domain; and assumed isotropic 

matrix properties that surround fracture surfaces. However, ANSYS CFD Fluent 

FVM has the ability to include more variables in one model, such as considering 

anisotropic matrix permeability, rough fracture geometry, and permeable surfaces 

of fractures that can interact with surrounding matrix. All these variables can affect 

on each other within one model to envisage fluid flow in fractured media (ANSYS, 

2013; ANSYS, 2011).  
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Thus, in this work, ANSYS CFD-Fluent FVM modelling was used for flow simulations 

in the methodology, which included mimicked real conditions of fluid flow in 

fractured formations to investigate both medias’ pressures, and accordingly flow 

inside the fracture and surrounding matrix. As well, it was used to analyse the 

interactions between fracture and matrix (matrix-fracture interface layer). This 

modelling included a range of conditions of fractured media: a parallel plates 

fracture with a single aperture height, rough fracture geometry with varied 

apertures, and rough fracture networks. The results of these models were 

compared, to highlight the geometry effects and anisotropic matrix permeability 

on fractured media flow. In addition, these results were validated with the previous 

works of ANSYS CFD-Fluent FVM in fractured media that were conducted by 

Crandall, Ahmadi and Smith (2010); Nazridoust, Ahmadi and Smith (2006) and 

Sarkar, Toksöz and Burns (2004), and theories from the literature as reported by 

Briggs, Karney and Sleep (2014) pp. 538-539; White (2011) p. 269; Douglas et 

al. (2005) p. 326 and Eskinazi (1968) pp. 378, 382. 

1.3  Aim And Objectives 

 

1.3.1 Aim 

 

The aim of this study consisted of two parts as following: 

1. Investigate fluid flow in fractured media with real formation conditions, 

through CFD modelling, to understand the flow regime and compare it with 

the current understandings of the literature. 

2. Develop more accurate “fracture friction factor models” that account for 

pressure drops in fractures of fractured formations, analytically and 

numerically from the CFD models, which could be used in flow simulators, 

or in field developments.  

 

1.3.2 Objectives 

 

The following objectives summarize the route map which was followed to achieve 

the aims of this of this research: 
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1. Create a parallel plates fracture geometry domain with single aperture by 

ANSYS CFD-Fluent, using the same properties of real formations as isotropic 

and anisotropic matrix permeability, to investigate flow/velocity with many 

fracture surface boundary conditions (interface layer), permeable and 

impermeable, and validate it. 

2. Create a rough fracture geometry domain with varied apertures by ANSYS 

CFD-Fluent, and use the same properties of real formations, such as 

isotropic and anisotropic matrix permeability, to investigate flow/velocity 

with many fracture surface boundary conditions (interface layer), permeable 

and impermeable, and validate it. 

3. Compare the results of flow and velocity of the rough and parallel plates 

fractures, to have a better vision of flow with both simplified and rough 

fractures. 

4. Calculate friction factor values in rough fractures with different boundaries 

of fracture surfaces, permeable and impermeable with the surrounding 

matrix, and make a comparison among them, to distinguish the different 

outcomes of these.  

5. Develop an analytical model of friction factor in rough fractures, which 

accounts for most of the heterogeneous properties in fractured media in 

subsurface layers, then, compare it with the previous models and validate 

it. 

6. Develop a numerical model of fracture friction factor from the CFD rough 

fractures’ results, which accounted for formations’ heterogeneity, then 

compare it with the previous models and validate it. 

7. Create rough network fracture geometry domains with varied apertures and 

patterns by ANSYS CFD-Fluent, using the same properties of real formations 

as isotropic and anisotropic matrix permeability, and investigate flow, 

particularly (% of flow) in the open fractures and surrounding matrix. Then, 

compare the results among networks, and compare the results with previous 

models from the literature.  

8. Compare rough fracture network flow, particularly, total flow and % flow of 

(fracture and matrix) contributions separately, with a single rough fracture 

horizontal-orientation model, to visualize the differences in results among 

them. 
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1.4  Thesis Outline 

 

This thesis is outlined as below: 

1. Chapter 1: gives a brief overview of fractured media and the challenges to 

model and estimate flow in the media, which provides brief justifications of 

this research. Moreover, the aims and objectives of this research are 

outlined and summarized. 

2. Chapter 2: offers a detailed and up-to-date literature review. Care was 

taken to the best efforts of this research to have up-to-date, accurate 

literatures, from respected resources. 

3. Chapter 3: presents CFD methodology theories, concepts and all the 

important information of governing equations employed in this research. As 

well, it presents the methods of creating rough fracture geometry, and its 

applications in ANSYS CFD Fluent. 

4. Chapter 4: presents solution procedures and validations of parallel plates 

and rough fractures’ CFD models, with horizontal orientations. As well, it 

offers models’ validations, then concludes with comparisons of results 

between these two types of fracture geometries. 

5. Chapter 5: covers calculations of fracture friction factors of rough fracture. 

As well, it introduces the method of developing a mathematical fracture 

friction factor, and developing a new analytical fracture friction factor. It 

then contains comparisons and validations of these friction models. 

6. Chapter 6: presents generating and ANSYS CFD-Fluent modelling of rough 

fracture network geometries and patterns. The results are comparisons 

among networks of flow and with the previous models from the literature. 

As well, it offers comparisons of rough fractured network models with rough 

single horizontal orientation fracture models. 

7. Chapter 7: presents a main summary of the conclusions and findings of 

this research, as well as highlighting the main pillar contributions of this 

research, and offering recommendations for future works. 
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1.5  Contributions to knowledge  

 

This research has contributed to the industry and literature as following:  

 

1. Two new proposed rough fracture friction factor models were developed and 

introduced to industry: first, an analytical model applicable until Reynolds 

number values equal or less (≤10); and second, a numerical model suitable 

to be used until Reynolds number value 3000. Both models account for: 

permeable fracture surfaces; fracture roughness; tortuosity; and anisotropic 

matrix permeability that includes two cases: first; different matrix layer 

permeabilities; and second, for each layer anisotropic matrix permeability 

in-plane (Kx) and through plane (Ky) in Cartesian directions.  

 

2. This research offered analytical and qualitative data of fluid flow in fractured 

media, with many fractured media domains, starting with a parallel plates 

fracture with single aperture, including rough fractures, and up to the most 

complicated geometry models which were rough fractured media networks, 

using Computational Fluid Dynamic ANSYS CFD Fluent. The fractured 

models of this research offer many contributions to knowledge for the 

industry and the literature, as follows: 

  

a) A parallel plates fracture with single aperture height doesn’t represent 

the reality of flow in fractured media, and will highly mislead fracture 

and matrix flow calculations in fractured domains. 

b) Rough fracture geometry with varied apertures along the flow will reflect 

a more accurate estimation of flow in fractured media. 

c) Matrix interaction with a rough fracture is very important, as matrix flow 

has a good contribution to flow in fractured media. 

d) Considering impermeable fracture surfaces will lead to highly 

underestimating flow in matrix, and overestimating fracture flow. 

e) Anisotropic matrix permeability effects of in-plane (Kx) permeability and 

through plane (Ky) permeability have a significant effect on flow in 

fractured media. Through-plane (Ky) permeability is as important in 

fractured formations as in-plane (Kx). 
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f) Rough fracture networks with realistic patterns will have a better 

opportunity to represent fractured formation flow calculations. 

Therefore, a single fracture geometry (parallel plates fracture or rough 

fracture), horizontal or with angle in Cartesian axis, cannot represent 

flow in fractured domain conditions and will lead to wrong calculation of 

flow percentages in fractures and surrounding matrix.  

g) Matrix in rough fractured networks are the main fluid conductor and 

provider with a reasonable and good matrix permeability value 

surrounding fractures.  

h) Matrix flow in fractured media reflected non-linear increase in 

comparison with Darcy law. Therefore, Darcy formula underpredicts 

matrix flow in fractured domains.  

i) Fractures in fractured network formations can represent barriers of flow 

instead of facilitators, if a fracture does not pass through the domain.  

j) Thus, fractures’ rough geometry, matrix flow consideration, fracture 

network’s pattern and matrix/ fracture interaction as one model have 

key impacts on the flow percentage of the fractured network domain. 
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2 Literature Review 
 

2.1 Reservoir Modelling Overview  

 

The process of reservoir simulations consists mainly of firstly, dividing a reservoir 

into cells, then assigning each cell with the flow properties of the reservoir 

(permeability, porosity, matrix, etc.). This is considered the most important step 

as predictions of future production from a reservoir depend on correct estimation 

of these properties. At the same time, assigning flow properties of fractured 

reservoirs is the most challenging step. For example, a dual porosity - dual 

permeability model, which was used for fractured reserviour simulation, consisted 

of assigning equivalent permeability tensor (Transmissivity) of each grid cell in the 

beginning of the simulation before the start of production (Chung 2010; Wu and 

Pruess 2000; Golf-Racht 1982; Kazemi et al. 1967; Warren and Root 1963). At 

the production stage, these parameters will be changed with time and new 

parameters will be available, and an update process is necessary to match with 

production data; this step called History matching. The main goal of the History 

matching is to have an accurate model that predicts reservoir production with time, 

in order to have better images of reservoir forecast, which is useful in many 

development purposes. The expected model is to give an approximate prediction 

which matches with the initial predictions; however, in reality, these models are 

not necessary to give an accurate prediction, and results may be totally different 

to predictions and effects on production expectations of any field. This may disrupt 

the development, and create cost and delay for developers. Thus, based on this 

current situation, it is highly necessary to understand physics and flow behaviour 

in complex fractured media, in order to reduce the uncertainties and have more 

accurate models, that can reliably predict flow in fractured media (Chung 2010).  
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2.2 Naturally Fractured Formations Overview     

 

The records of geological formations indicate that most of the earth’s upper crust 

is fractured; therefore, natural fracture media are an important topic in many 

sectors that are related to our lives. One sector is hydrogeologists, who work on 

modelling and analysing groundwater flow of contamination fluids, such as 

radioactive waters of nuclear stations, which have become a highly concerning 

topic internationally. Another is reservoir engineering, due to the massive 

quantities of crude oil in naturally-fractured formations globally. All these different 

kinds of fluids reside and flow in naturally fractured formations; however, 

characterising these formations is difficult due to their complexity. It therefore 

requires economic planning, a good level of understanding and accurate modelling. 

(Sahimi 2011 p. 143; Tiab and Donaldson 2004; Sen 1995). There are various 

definitions of fractures in fracture formations. For instance, from the geo-

mechanical view, fractures are the results of ruptures in formations that led 

surfaces to lose cohesion of particular minerals, which induced the construction of 

a fracture. If there is a displacement of formation then fractures will be called 

“Faults”, or if there is no displacement then fractures will be called “Joints”: Figure 

2.1 clarifies this. However, the general definition describes a formation’s fractures 

as displacement discontinuities in rocks, which appear as local breaks in a 

formation’s body, and which are considered the natural sequence of the rock’s 

properties. Thus, fractures may be the result of mechanical failures of the rock’s 

strength. This can be due to many reasons, either natural geological stresses (such 

as lithostatic pressure changes, tectonic movement, and thermal stresses), or by 

manmade activities (such as fluid withdrawal from formations, since fluids partially 

support the weight of the overburdened rocks, high fluid pressure ‘Fracturing fluid’, 

and drilling activity).   

The main functionality of fractures is as fluid flow carriers, due to the fact that 

fractures can provide hydrocarbon channel transformers between a reservoir 

matrix that has the main hydrocarbon quantity and producing wellbore. As well, 

fluid flow in fractures is an important consideration in structure formations such as 

dams, etc. Therefore, a formation’s fractures can be considered as either fluid flow 

facilitators or as obstacles, and each case will be depend on a fracture’s fractal 

properties, type, orientation and investigation targets (Tiab and Donaldson 2004; 

Golf-Racht 1982; Warren and Root 1963). 
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Figure 2.1 Schematic distinguishing between faults and joints in fracture 

formations 

(adapted from Golf-Racht 1982 p. 6) 

 

2.2.1 Natural fracture types  

 

Fracture classification relies on time and patterns at the time of the fracture’s 

creation in a formation. Therefore, fractures can be classified in two ways: 

geologically; and by reservoir engineering. Geologically, these types of fractures 

have been classified based on stress/strain conditions, such as extension fractures, 

shear fractures, and tension fractures, and also other geological paleostress 

conditions, such as regional fractures, tectonic fractures, and constructional 

fractures. The fractures that been created due to these stresses are known as 

“fracture channels or fracture voids”, and volumes vary, ranging from only several 

micrometres (micro fissures) to continental fractures with several thousand 

kilometres (Tiab and Donaldson 2004). Reservoir engineering classifies fractures 

as reported by Nelson (1987) into four types of naturally fractured reservoirs, 

relying on the extent to which fractures have altered the permeability and porosity 

of the reservoir matrix, as: type 1 reservoirs, where fractures provide all storage 

of reservoir permeability and capacity; type 2 reservoirs, where fractures add extra 

permeability to reservoir permeability but matrix already has very good 

permeability; type 3 reservoirs, where fractures provide the essential reservoir 

permeability, and the reservoir matrix has negligible permeability but contains 

most of the hydrocarbons; and type 4 reservoirs, where fractures are filed with 

minerals, therefore act as barriers for fluid migration. Therefore, in general 

modelling fractures are treated as flow channels or cracks, and two main properties 

will be considered: first as the storage capacity for hydrocarbon fluids; and 

secondly, as fluid transmission or transfer capacity ‘fracture conductivity’. These 

two properties are dependent on a fractures’ dimensions, such as length, width, 

and height. Generally, the volume of fluids in fractured reservoirs is less than 4%, 
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while a reservoir matrix with “Inter-granular porosity” contains a majority of fluids 

at around 96-99 % (Tiab and Donaldson 2004 p. 425; Golf-Racht 1982; Warren 

and Root 1963). Thus, Sahimi (2011) suggested that any modelling or 

characterization of fractured porous media can usually be divided into three related 

but distinct parts, as: a single fracture; a network of fractures; and a fractured 

porous medium. 

 

2.3  Natural Fractures’ Parameters 
 

Fractured formations are very different from conventional formations due to the 

space variation of fracture characteristics, such as size, orientation and general 

description, which are complicated and irregular. Therefore, to study any fractured 

formation a special procedure must be followed. This starts with examining a single 

fracture’s local intrinsic characteristics, such as: opening (width), size, and nature 

of fracture. Then it continues with examining the network or multi-fracture’s other 

characteristics, such as: orientation, distribution, and density or intensity (number 

of fractures in section). The last step is to generate a bulk unit that consists of 

fractures and the surrounding matrix, which will be a small model or prototype 

that reflects fractured information conditions; Figure 2.2 below clarifies this 

procedure. Thus, each parameter of single and multi-fractures will be clarified 

briefly in the following sections (Tiab and Donaldson 2004; Nelson 2001; Golf-

Racht 1982). 

 

Figure 2.2 Fractured formations study procedure 

(adapted from Golf-Racht 1982) 
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2.3.1 Single fracture parameters 

There are many parameters of single fractures, which are briefly clarified here. 

First, fracture opening, sometimes called fractured width, which is the distance 

between the fracture’s surfaces or walls. This depends on many factors such as: 

fracture depth in formation, lithological characteristics of the rock, rock type, and 

nature of stresses in the subsurface/reservoir environs, such as pore/lithostatic 

pressures. These factors affect fracture width, which generally will be around 10-

200 micrometre; the most frequent statistics show a fracture width range of 10-

40 micrometre. The measurement of fracture opening is usually carried out in 

laboratory tests, but as the core of a reservoir/formation is taken from the 

subsurface into a laboratory, it will result in changes of statistic and pore pressure 

and lead to rock expansion. Therefore, these opening measurements will not 

reflect the opening size in real conditions (Golf-Racht 1982). Second, fracture 

sizes; there are three types of fracture size, based on the relationship between 

fracture length and thickness of layer. These types are: minor, average and major. 

Thus, the relation between a fracture’s length and rock length determines the type 

of fracture. Thus, if fracture length is less than a single layer, then it’s a minor 

fracture; it’s an average fracture when it passes through many layers; and a major 

fracture when the fracture length extends significantly, usually tens or hundreds 

of metres. Third, the fracture orientation parameter describes a single fracture 

with its surrounding environment in subsurface layers, to help identify fracture 

direction in relation with a desired study. Single fracture orientation is usually 

determined by the original forces / stresses that created the fracture in formation 

(Nelson 2001; Golf-Racht 1982). Fourth and last, fracture nature (morphology) 

represents the state of a fracture under general observation, which is an important 

factor as it will indicate fracture porosity and permeability of a fracture. It can 

usually be observed by core test / well logs. Fracture morphology can be classified 

into many types, but the most common are: opening (closed, joint); fracture walls 

(smooth, rough); and filling (fracture filled/closed with minerals or particles) 

(Nelson 2001 p. 37; Golf-Racht 1982). 

 

2.3.2 Fracture network parameters 

Fracture network parameters describe a group of fractures in formations which can 

can be briefly classified as follows. First, fracture distribution; in fractured media 

this will be controlled generally by the type of stresses that caused these fractures 

to be generated in these domains (Golf-Racht 1982). Ruhland (1973) clarified that 
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fracture network distribution can be homogenous when it has a equivalent system 

or continuous intercommunication, and similarly, when a fracture network system 

is interrupted and separated by the matrix (no intercommunication). In between 

these two cases there are varied degrees of intercommunication, where one 

fracture system is predominant and another is interrupted. Figure 2.3 presents 

four kinds of fracture networks, with different values of fractured 

intercommunication. Second, fracture density reflects the degree of fracturing in 

any particular rock; in other words, it represents the ratios of fractures to the 

remaining bulk of rock. This ratio can be calculated in many methods, such as: 

volumetric fracture density, area fracture density, and linear density. Third, matrix 

blocks among fracture network; a fracture network in a reservoir formation could 

be distributed in various directions, which divide the bulk unit of matrix into various 

sizes; each one will be called a matrix block. Each matrix block will be trapped with 

surrounding fractures, and they will be hydrodynamically separated, even if there 

are contact points among these matrix blocks (Golf-Racht 1982). Matrix blocks can 

be defined by volume, shape, and height, and the shapes are irregular in real 

fractured formations; however, for the sake of simplifying calculations they are 

reduced to simplified geometry volumes. There are various shapes introduced 

which have descriptive shapes, and can be classified to geometric dimensions of 

each block to facilitate calculations (Ruhland 1973). Saidi (1987) p. 53 stressed 

that matrix block geometry plays a major role in evaluating the recovery of 

fractured media, particularly in determining block size and distribution.  

 

 

Figure 2.3 Four fracture networks, where each network has a different degree of 

intercommunication, classified from weak to strong connections 

(Adapted from Ruhland 1973 p. 95) 
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2.4  Porosity And Permeability Of Fractured Media 

 

In any reservoir that contains hydrocarbons, or any fluid flow in subsurface layers 

of earth crust, knowledge of porosity and permeability are essential before 

questioning other concerns, such as fluid amount, fluid types, fluid rates and 

estimations of fluids recovery. These two properties have major effects on flow in 

subsurface layers or reservoirs. Porosity represents the void spaces in rock bulk 

volume, and permeability represents rocks’ measured ability to transmit fluids 

through (Tiab and Donaldson 2004 p. 116).  Fractured medias / reservoirs are 

considered unconventional formations or reservoirs. Therefore, modelling, 

examining and analysing fluid flow in fractured media requires special care and 

attention to the evaluation of the main formation properties, ie. porosity and 

permeability, of both fractures and matrix-fracture systems. These properties are 

not considered similar to the standard (or classic) conventional formations or 

reservoirs, which can be described only among grains of matrix - matrix 

interactions (Golf-Racht 1982, Saidi 1987). Thus, the general description of these 

two properties in fractured formations is highlighted as following:   

 

2.4.1 Porosity  

 

Porosity in fractured reservoirs/media can be divided into two types of porosity 

systems: the first type is primary porosity, which represents void spaces among 

grains of matrix due to varied sizes and shapes of grains; and the second type is 

secondary porosity, which represents void spaces among a fracture’s surfaces. 

Porosity is usually represented as a percentage value out of bulk rock volume. 

(Nelson 2001 p. 83; Golf-Racht 1982 p. 147).  

 

Interpreting reservoir/formation data does not recognize the potential of recovery 

reduction, and may mislead reserve estimations, due to the adverse interactions 

between these two porosity systems in one formation. The interaction complexities 

between these two porosity systems make early calculations of reserve estimations 

or recovery factor much more complex than conventional reservoirs/formations. 

Thus, it’s necessary at an early stage to study matrix/fracture interactions, to 

analyse and illustrate flow rates between matrix and fractures in response with 

overall fluid pressure gradients. These analyses can be achieved by many 

methods, for example observing thin sections of fracture planes, and analysing a 
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whole core. In some cases, the interaction between these two properties are good, 

however in others the interaction is inhibited by other factors, such as fracture 

mineralization participation, and etc. (Nelson 2001).  

Thus, total porosity in fractured reservoirs/formations represents total void spaces 

in rocks, and can be observed from different methods of laboratory tests, then 

simply calculated by adding the two porosity systems. It’s good to note that 

secondary porosity is usually much less than first porosity, at around 0.1 % to 5 

% of bulk volume of rocks. The following equations 2.1 and 2.2 clarify this. (Tiab 

and Donaldson 2004 p. 502; Golf-Racht 1982 p. 148).   

 

ϕt = ϕm + ϕf                                    (2.1)  

 

ϕt = ϕf + ϕm = 
Vpf

Vbt
+ 

Vpm

Vbm
= 

Vpf

Vbt
+ 

Vpm

(1−ϕf) Vbt
             (2.2) 

 
Where: ϕt= total porosity, ϕf= fracture porosity, ϕm= matrix porosity, Vpf = 

volume voids of the fracture, Vbt= total bulk volume of the rock, Vpm= volume 

voids of matrix, Vbm= Matrix bulk volume only 

 

(Tiab and Donaldson 2004 P504, Golf-Racht 1982 p. 148)   

  

2.4.2 Permeability 

 

Permeability represents rocks’ ability to transmit fluids, and it depends on the 

effective porosity of the rock. This has many factors affecting it, such as grain 

shape, grain size, grain distribution, grain packing, cementation among grains, 

and the existence of fractures (Donaldson and Tiab 2004 p. 100; Dake 1978). One 

of the standard and most famous mathematical tools was developed by the 

engineer Henry Darcy in 1856, describing his work in the municipality of Dijon 

(France) to provide a water source (fountain) for the city. Darcy introduced a 

formula as equation 2.3 that connects water flow rate though a sand filter. This 

later became a theoretical base with applications for many scientists and engineers 

for further development in several fields. Darcy formula introduced a hydraulic 

conductivity which refers to “absolute permeability” with 100% saturation of a 

single fluid, which can be applied in conventional formations and reservoirs (Brown 

2002). However, later it was developed by other scientists and engineer to include 

many phases. In many cases in formation media, there are many phases of fluids 

together in one formation, so permeability is called “effective permeability”. To 
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calculate the ratio of a fluid phase permeability, it can be calculated by a ratio of 

effective permeability to the absolute permeability in that rock. For example, water 

and oil Kro=Ko/K, Kro will be called a “relative permeability” of oil in rock. (Chery 

and de Marsily 2007 p. 37; Tiab and Donaldson 2004 p. 100; Dake 1978). 

 

Q = 
A .  K 

μ
 
(∆P)

L
                    (2.3) 

 

Where: K= matrix permeability, A= cross sectional area of matrix, μ = fluid 

viscosity, L= matrix length and (∆P)= pressure gradient (Chery and de Marsily 

2007) 

 

Fractured media are unconventional formations, and permeability may generate 

some confusion due to the different systems in one formation. Therefore, to avoid 

such confusion, permeability has been classified into two types: primary 

permeability, which refers to matrix permeability, and secondary permeability, 

which refers to fractures (Donaldson and Tiab 2004 p. 101). As these two 

permeabilities are located in the same system, and interacting with each other, 

the definition is more specific in fractured media; matrix permeability, fracture 

permeability, and system permeability as (fracture-matrix) together (Golf-Racht 

1982). There are many methods to determine these permeabilities in fractured 

media, which are based on the formation’s properties, such as low or high matrix 

permeability surrounding fracture surfaces etc. However, below will be highlighted 

the common methods to calculate permeability that are related to this research, 

such as: fracture permeability; matrix-fracture permeability as a system affecting 

on each other; and anisotropic matrix permeability layers in formations, to clarify 

the effects of anisotropic matrix permeability on fracture and matrix flow, as 

investigated in the following chapters. 

 

Sarkar, Toksöz and Burns (2004) pp 5-6 stressed that flow in real fracture 

formations suffers from rough walls and variable apertures, and that flow in 

saturated fractures tends to follow the path of least resistance, which is referred 

to as the biggest fracture aperture in a block. Therefore, for a group of fractures, 

height can be replaced with a term “heq”, then fracture permeability can be 

calculated as equation 2.4. Moreover, for inclined fractures, permeability 

magnitudes are in the direction of macroscopic gradient of pressure, and are 
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affected by a reduced factor of cosine value of the angle (θ) in comparison with a 

horizontal fracture in same direction; equation 2.5 presents this.  

 

Kff = 
heq

2

12
                                     (2.4) 

   

Kff = 
heq

2

12
  (cos θ)                    (2.5) 

   

Where: Kff= fracture permeability of a block, heq= equivalent fracture aperture  

 

In a fractured formation where the matrix has good permeability and porosity, and 

there are fluids trapped in fractures and surrounding matrix, both media are 

contributing to flow in one system. This means the fracture and surrounding matrix 

form a bulk hydrodynamic unit, and the cross-section model is entirely contributing 

to flow. Thus, system permeability is as equation 2.6 (Golf-Racht 1982 p. 158). 

 

Kf = 
b3

12 h
                 (2.6)      

         

Where b= fracture height, h= total formation height 

 

The total permeability of a matrix-fracture formation can be clarified as the 

summation of both permeabilities as equation 2.7. Thus, total permeability will 

rely on the direction of flow in formations, because any change in flow direction 

will lead to a change in Kf and Km, in the case of anisotropic matrix permeability 

(Kh, Kv) (Golf-Racht 1982 p. 158). Kt can be calculated from many methods, such 

as core analysis parameters and from well test data. As rocks’ permeability is 

affected by flow direction, therefore, fracture orientations have a major effect on 

flow, especially when fractures have similar patterns of orientation. However, when 

fractures show random orientations, then, Kt value will not have a major effect by 

changing flow direction in relation to Kf changes. Equation 2.8 clarifies calculation 

of Kt from core analysis, Figure 2.4 presents directional flow effects (Golf-Racht 

1982 p. 159). Donaldson and Tiab (2004) p. 539; Hidayati, Chen and Teufel 

(2000); and Saidi (1987) p. 81 have clarified that if fracture and matrix contribute 

to flow, as pressure drops in a reservoir due to production, this will lead to an 

increase of the vertical orientated stress axis due to depletion. This leads to a 

decrease of matrix and fracture porosity. Thus, effective permeability of the 

system may be obtained as equation 2.9.  
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Kt =  Kf + Km                 (2.7) 

 

Kt =  
Q.μ.L

A.∆P
                      (2.8) 

 

Ke =  √Kmax . Kmin                 (2.9) 

 
Where: Km= matrix permeability, KF = fracture permeability in formations, Q= flow 

rate, µ= viscosity, A= cross section area, ΔP= pressure drop among desired points, 

Ke= formation’s effective permeability, Kmax= maximum permeability that is 

parallel to fracture plane (usually Kmax=Kf), Kmin= minimum permeability that is 

perpendicular on fracture plane (usually Kmin=Km).  Thus, equation 2.9 can be 

rearranged as equation 2.10. 

 

Ke =  √Kf . Km                (2.10)  

Donaldson and Tiab (2004) p. 539 

 

In layered reservoirs, where each layer has different matrix permeability, flow can 

be classified as either a crossflow reservoir or a reservoir without crossflow among 

formation matrix layers (Donaldson and Tiab 2004 p. 469). Crossflow reservoirs 

have multiple layers with different thicknesses and varying properties, such as 

permeability and porosity. These layers in some formations are communicating 

hydrodynamically at contact planes, leading to fluid cross flow amongst these 

layers (Olarewaju and Lee 1990, Bourdet 1985). As well, even if each layer has 

different properties in horizontal and vertical directions, but can be simplified and 

modelled as isotropic (Gao and Deans 1988). Figure 2.5 clarifies this condition. 

Russell and Prats (1962) investigated these formations further and concluded that 

flow equations in formations can consider “Kt”, which represents a summation of 

permeability in layers, or (permeability-thickness) "kh"; equation 2.11 below 

clarifies this model. When reservoir layers’ properties are changing along the flow, 

it is considered as a composite reservoir (vertical layers and flow pass horizontally 

through) as Figure 2.6 below. The effect of horizontal direction changing in 

reservoirs has particular importance due to the effect on reservoirs’ performance 

and the required development in fields. Therefore, it is necessary to classify layers 

of different zones and permeabilities, and each layer has isotropic permeability 

(Earlougher 1977). In such a system, the total pressure drop is the summation of 

each layer’s pressure drop, therefore, the average permeability of such a system 

is as equation 2.12 (Donaldson and Tiab 2004 p. 476). On the other hand, if 
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reservoirs have no crossflow among formations layers are interbedded, or 

separated by impermeable layers such as silt laminations and shales, these 

separation layers prevent cross flow amongst the reservoir formation layers. 

Therefore, volumetric flow rate will be equal to the summation of flow rate in each 

layer. Thus, the equivalent permeability for parallel layers is as equation 2.13 and 

figure 2.7 below (Donaldson and Tiab 2004 p. 471). 

(kh)t = ∑ (kh)i
n
i=1                                   (2.11) 

K̅ =  
∑ Li

n
i=1

∑ (
Li
Ki

)n
i=1

                                         (2.12)                   

K̅ =  
∑ ki.hi

n
i=1

∑ hi
n
i=1

                         (2.13) 

 

Figure 2.4 a: similar orientation fractures, b: random orientations fractures 

(adapted from Golf-Racht 1982 p. 159) 

 

 

Figure 2.5 Reservoir layers with different thickness and properties, and cross 

flow among them  

(adapted from Gao and Deans 1988) 

 



23 
 

 

Figure 2.6 Flow in a reservoir with different layers with varied permeabilities 

(adapted from Tiab and Donaldson 2004 p. 475) 

 

Figure 2.7 Separated layers in reservoir formations 

(adapted from Tiab and Donaldson 2004 p. 471) 

 

In each formation layer, there are measured irregularities of a matrix’s 

permeability, in parallel and vertical directions in bedding plane, which is called 

“anisotropic permeability”; if permeability is assumed to be similar in all Cartesian 

directions, this is known as “isotropic permeability”. For instance, if rocks consist 

of large flat grain pieces, and are sorted with longest direction, this will lead high 

Kx and moderate to low Ky; Figure 2.8 presents this case (Chery and de Marsily 

2007 p. 37; Tiab and Donaldson 2004 p. 103; Dake 1978; Hutchinson, Dodge and 

Polasek 1961 p. 227). The impact of anisotropic permeability on reservoir fluid 

flow is significant as it affects natural hydrocarbon recovery, water-flooded 

reservoirs and etc. The majority of reservoirs and subsurface layers are 

anisotropic; even in reservoirs that are classified as homogeneous, Kx is usually 

different than Ky. However, in most with a steady state of flow, equations require 

a single permeability value only. Therefore, it’s necessary to recombine or estimate 

permeability variations of formations, to be in an equivalent average value. This 

will lead to either loss or gain of permeability in any desired direction, and the 

averaging of permeability is always less than highest permeability in any direction. 

Thus, with this kind of anisotropic permeability system, an anisotropic index (I) 

was introduced to measure the level of heterogeneity in formations, as equation 

2.14 when (I)=1 will correspond to isotropic permeability conditions (Di Fratta et 

al. 2016; Lang, Paluszny and Zimmerman 2014; Tiab and Donaldson 2004 p. 162; 

Golf-Racht 1982 p. 52; Hutchinson, Dodge and Polasek 1961).   
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I =
Kx

Ky
                     (2.14)  

 

Where: IA= anisotropic index, Kx and Ky= horizontal and vertical permeabilities 

respectively in Cartesian coordinates (Lang, Paluszny and Zimmerman 2014). 

 

Figure 2.8 Anisotropic permeability in matrix, high Kx and moderate Ky 

(adapted from Tiab and Donaldson 2004 p. 103) 

 

 

 

2.4.2.1  Permeability’s influence on fractures and matrices 

 
Saidi (1987) p. 81 clarified that in fractured reservoirs it’s common that vertical 

permeability is higher than horizontal permeability, due to many factors. The 

higher effects of formations overburden pressure on horizontal fractures, which 

leads to aperture reductions and resistance of vertical fracture to such pressures, 

and there are also solid material depositions in horizontal fractures. Thus, 

horizontal permeability plays a main role in fluid flow towards a well. Lei et al. 

(2015) stressed that fractured reservoirs consist of fracture and matrix, and 

fractures’ distribution are complex with strong anisotropy. Therefore, permeability 

values of fractured formations rely very much on the measured direction. 

Therefore, in general, the permeability that is parallel to fractures is greater than 

the perpendicular direction. As well, a permeability tensor model was developed, 

based on comparison between experimental and numerical simulations, for a 

model with varied fracture angles. Hidayati, Chen and Teufel (2000); Parsons 

(1966); and Scheidegger (1963) stressed that when horizontal and vertical 

permeabilities are varied, and flow direction is toward a well, then radial 

permeability “Kr” is the outcome of both horizontal and vertical permeabilities. This 

can be expressed as equation 2.15, when measured permeability is in the same 

direction of velocity vector.  On the other hand, if pressure buildup direction is in 

the same direction of permeability, then, (Ka) can be calculated by equation 2.16 
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(Saidi 1987 p. 82; Parsons 1966). Ingham and Pop (2005) p. 367 stressed that 

permeability and fluid transport in porous media are in close relation with detailed 

geometries of matrix pores, such as pore scale, tortuosity, connectivity, and shape. 

This relation is not easy to obtain from macroscopic parameters such as porosity. 

Andersen and Zhou (2020) presented an experimental study to predict relative 

permeability of immiscible fluids in porous media, and clarified the effects of 

saturations, spatial pressure gradients of a sample core, and stressed the 

importance of accurate relative permeabilities on reliable decisions and predictions 

at field scale. 

 

1

Kr
=

cos2θ

Kv
+ 

sin2θ

Kh
                (2.15) 

 

Ka = Kv  cos2α + Kh sin
2α                     (2.16) 

 
Where: θ= the angle between flow direction (towards observed well) and max 

permeability axis, Kv and Kh= permeabilities aligned with Y and X Cartesian axis 

respectively, 𝛼= the angle between pressure gradients in formations and max 

permeability axis.  

 

Di Fratta et al. (2016) tested anisotropic permeability to investigate the effects of 

the angle between horizontal and vertical permeabilities on observing the effective 

permeability of the medium and flow. When flow direction is not orientated with 

any principle permeabilities, then, the effective permeability can be observed as 

equation 2.17 below. In addition, it was shown that the most critical angle (θ) is 

the worst case of unidirectional permeability (450), which leads to the highest 

errors.   

 

Keff = 
K1 K2

K1  sin2θ+K2 cos2 θ
                  (2.17) 

 

Lang, Paluszny and Zimmerman (2014) stressed that flow in fractured media as a 

response of hydraulic head gradient is varied heterogeneously through a domain, 

due to many factors. First, within factures, flux varies locally along the flow due to 

conductivity, connectivity, and fractures’ height and orientations, and second, flux 

in matrix relies on matrix permeability properties. Thus, two flux conditions are in 

one medium, which will result in a probability of fracture networks to allow 

pressure gradients to exist in individual blocks. However, there is always some 
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flow occurring due to the response of the fracture-matrix.  Yang et al. (2019) 

developed a new fracture permeability model for high-dip angles in the southern 

Junggar Basin (NW China) of coalbed methane reservoirs. This work stressed that 

the geological structure of fractured formations has a key effect on variations of 

regional permeabilities, and to find a general model to describe permeability in 

such formations is very difficult.  Wang et al. (2020) presented a model of pore 

networks from SEM images in order to have a better permeability prediction of 

formations. In this work, it was stressed that 2D models are sufficient for 

permeability calculations, particularly when using Darcy law as it will cancel the 

third dimension “width”. Ju et al. (2019) stressed that the permeability of rough 

fractures can be determined by considering two factors: standard deviation and 

average aperture. Su et al. (2019) experimentally studied rough fractures (not 

including matrix effect) and developed a new correlation of intrinsic fracture 

permeability. It was confirmed that fracture permeability is proportional to mean 

aperture size, which is affected by the confining stresses on a fracture. Roslin, 

Pokrajac and Zhou (2019) studied cores of coals collected from Southern Qinshui 

Basin (China), and fracture permeabilities were calculated by using CFD open 

source “Palabos” and Darcy’s law, then, compared with an analytical equation of 

Poiselle flow between parallel plates. Fracture surfaces were considered as 

impermeable solid walls “walls Boundary” with the surrounding coal matrix, and 

fracture apertures were considered as the average value over certain fracture 

length. This study shows that obtaining the permeability from simulations is 

comparable to the analytical approximation of analytical Poiselle flow.  

 

 

 

 Al-Yousef (2005) presented an analytical solution for measuring anisotropic 

permeability of core samples, and stressed that permeability is one of the most 

important properties in reservoir rocks, as it highly affects fluid flow in these 

formations. Rasouli and Rasouli (2012) stressed the importance of permeability in 

fractured formations: particularly, that matrix permeability will increase formation 

connectivity when it’s a higher permeability value. As well, permeability will 

increase with fracture aperture heights. It was stressed that fracture permeability 

will dominate formation permeability when a fracture’s height is more than one 

tenth of the formation height. Moreover, it was shown that in fractured formations, 

permeability is partially in the matrix and partly in the fracture, and when 

overburden stresses are high and fracture apertures reduce significantly, then 
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most of fluids will be immigrated through the matrix. Therefore, matrix 

permeability is a very important consideration in fractured formation.  

 

 

2.5  Flow In Fractured Reservoirs  

 

As mentioned in the above sections, fractured reservoirs / formations are very 

heterogeneous. Therefore, in different time stages, scientists and engineers have 

tried their best with the available tools to simplify the heterogeneity, in order to 

enable a better estimated calculation of this kind of media to be observed. Thus, 

in the below sections, some of the models are highlighted, starting from the 

simplest models and continuing into more complicated models that include more 

variables of the formations. In reservoir engineering, fracture shapes are 

approximated to regular shapes, such as ellipse, rectangle or square, to match and 

facilitate the calculation. However, in real life fractures shapes vary, and sizes also 

depend on the distance from the injecting wellbore, as well as rock properties with 

other stresses. Fracture sizes are approximated from micrometre diameters to 0.5 

cm at maximum (Lake and Clegg 2007; Piri and Karpyn 2007; Valko and 

Economides 1995).  

 

2.5.1 Flow in fractures with one aperture size (parallel 

plates) 

 

Flow between two fixed parallel plates, apart by (2h) distance or height, for fully 

developed laminar viscous flow far from the entrance, with no-slip conditions and 

with two dimensional (2D) incompressible plane (∂/∂z=0) is considered. In this 

situation, the essential flow is axial, and the flow doesn’t go through a wall. Thus, 

X-velocity (u ≠0), while Y-velocity (V) and Z-velocity (w) equal zero (v=w=0), and 

the pressure varies along X-direction. By applying the continuity equation, and 

substituting the axial velocity value in Navier-Stokes momentum equation of two-

dimensions with gravity neglected, this can then be solved for (u), as equations 

2.18 and 2.19. Thus, the flow is poiseuille parabolic shape, with negative values 

and the maximum velocity located at the centre height of the channel between the 

two fixed plates when (Y=0). Equations 2.20 and 2.21 clarify this (White 2011 p. 
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269; Douglas et al. 2005 p. 326; Zimmerman and Bodvarsson 1996 p. 7; Golf-

Racht 1982 p. 299; Eskinazi 1968 p. 378). 

 

∂u

∂u
+

∂v

∂y
+ 

∂w

∂z
 = 0      {

∂v

∂y
= 0 ,

∂w

∂z
= 0}   Continuity equation of Navier-Stokes  

(2.18)       
 

ρ 
dV

dt
 =  ρg − ∇p +  μ ∇2 v Momentum equation of Naiver-Stokes (2.19)    

 

umax = − 
∆p

L
 
h2

2μ
                                                (2.20) 

 

𝑢 = 𝑢𝑚𝑎𝑥  (1 −
𝑦2

ℎ2)                                          (2.21) 

 

To calculate the flow of the section from the equation (Q=A.V), with the area of 

the parallel plates with (2h) height, and the length much bigger than the distance 

between the plates (2h), the Z-coordinates or B-coordinates as Figure 2.9 below 

are usually much larger (››) than the fracture aperture too. This therefore has 

been assigned in the Figure 2.9 as (∞); therefore, in similar situations, flow will 

be essentially two dimensional, and equation 2.22 will be the output of these 

assumptions. 

 

 

Figure 2.9 Velocity profile (Poiseuille parabolic shape) between two fixed parallel 

plates with distance height - fully developed flow  

(adapted from White 2011 p. 381) 

 

Q =
2bh3

3μ
.
∆P

L
                                                             (2.22) 

 (White 2011; Eskinazi 1968 p. 382) 
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Flow in fractured rock is commonly modelled and simplified by assuming that 

fractures consist of a pair of parallel smooth plates, which excludes surface 

roughness, and that flow will occur between these two smooth walls along the 

pressure gradient. As well, in most cases, the surrounding matrix media’s flow is 

ignored and considered solid or impermeable, to adopt a scenario of a very tight 

formations. This kind of flow in fractures is considered one of the simplest models, 

and still the most widely used because it’s the only actual geometry that has 

accurate calculation of hydraulic connectivity which yields a “cubic law”. Therefore, 

flow equations were derived from Navier-Stockes equations that describe single 

phase flow of laminar, un-compressible Newtonian fluids to calculate flow per unit 

width and average velocity of a rigid parallel plates fracture conduit. These 

equations are well known as “Cubic law”, as it is demonstrated that fracture flow 

is proportional to the cube of a fracture aperture’s height, which is the distance 

between the two smooth walls, and is considered as a constant value along fracture 

flow. Thus, based on these assumptions, equation 2.23 below describes it (Dietrich 

et al. 2005; Sarkar, Toksöz and Burns 2004; Zimmerman and Bodvarsson 1996 p. 

7; Dullien 1992; Bear 1972; Snow 1969). Holstein (2007); Dietrich et al. (2005); 

and Golf-Racht (1982) stressed that flow through fractures in the early models had 

been assumed and simplified between a two paralleled surfaces with a fixed 

aperture which is equal to the mean value of real aperture (rough–walled fracture). 

 

T = 
ρ g b3 

12 μ
           (2.23) 

(Bear 1972) 

Where: 𝑇= fracture transmissivity relying on (h3) value; this is therefore 

considered the core of well known “cubic law”, ρ= fluid density, g= gravitational 

acceleration, μ= fluid viscosity  

 

Sarkar, Toksöz and Burns (2004) p. 4 carried out CFD simulation on a parallel 

plate fracture model. The conditions were: incompressible fluid, and width 

assumed “1”. A comparison between CFD simulations and analytical results was 

conducted, and  the only variable was varying the fracture aperture, and it was 

found that mean velocity varied by ‘h2’ and flow rate by ‘h3’ , which is matched with 

the theory of cubic law. As well, this research studied inclined and impervious 

surfaces of fractures that are oriented at angles, with respect to the axis of 

macroscopic pressure gradient embedded in solid slab, and the model was subject 

to a horizontal pressure gradient axis. The main outcomes of these results were: 
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pressure and velocity in CFD contour lines have the same orientations and are 

aligned with a fracture’s orientations regardless of pressure gradient direction. It 

was found empirically that the flow rate decreased by a factor of cos θ as equation 

2.24 (a similar reduction factor has affected fracture permeability, as clarified in 

the previous sections which were reported by Golf-Racht (1982) p. 156; and Tiab 

and Donaldson (2004) p. 519). The physical explanation is that the fracture’s 

length increased by an increased factor (L/ cos θ). Donaldson and Tiab (2004) p. 

426 stressed the significance of fractures as fluid carriers that extend inside the 

body of rock and connect it with wellbore, and presented a linear model of velocity 

and flow of fine and clear slots with units’ width; Figure 2.10 presents it.  

 

Q = 
h3  cosθ

12 μ
 (

∆P

L
)          (2.24) 

 

Where: h= height of fracture, L= fracture length, μ= fluid viscosity, ∆p= pressure 

drop 

 

Luo et al. (2018) introduced a semi-analytical method for calculating the 

productivity index of a vertical well near one or two discrete fractures. In this 

study, it was assumed that the reservoir was isotropic, single phase slightly 

compressible fluid, with constant values of porosity, permeability and thickness. 

Moreover, fractures were considered as parallel plates fractures with single 

apertures as a dimensionless value, and represented as flow input. This study 

clarified the effect of discrete fracture location on the well productivity index and 

the intersection angle among fractures on pressure behaviour. Popov et al. (2009) 

stated that an experimental approach for subsurface fractured media is very 

difficult to conduct with accurate results, due to the complexity of co-existence of 

porous and open free flow regimes (fractures) with different flow conditions. A 

mathematical model of flow in fractured media was introduced, called Stokes-

Brinkman equations, which accounts for flow in fracture and matrix. Flow in the 

fracture was assumed as an open channel (parallel plates fracture with a single 

aperture) and that flow in the matrix obeys Darcy flow. As well, the interface layer 

between matrix and fracture was considered. Moreover, it was clarified that the 

interface layer is affected by the components of tangential velocities, which affect 

various fluid jump (movement) conditions for matrix and fracture. Accordingly, 

this affects fluid stresses in both media. Fluid jump conditions in the interface layer 
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are therefore affected by many factors, such as surface structure, flow regime type 

and fluid properties.  

 

Figure 2.10 Linear model for flow in a single fracture 

(adapted from Tiab and Donaldson 2004 p. 427) 

2.5.2 Flow in rough fractures with varied apertures (multi-

parallel plates fracture geometry)   

 

Petroleum engineers, hydrologists and geo-environmental engineers face huge 

challenges and difficulties to model and understand fracture morphology 

characterization, and to investigate fluid flow in fractured media. The main issue 

usually raised for investigation of fluid flow in fractured media is how geometry 

complexities affect the flow and properties of fluid transport in fractured media. 

Many studies have outlined the main challenges in describing fractured media, 

such as tortuosity characterization, heterogeneity of aperture distribution, and 

connectivity between fracture/matrix and among a fracture network. Thus, due to 

this complicated presentation of fractured media, numerical models offer a 

reasonable representation of fractured media features and an ability to contain 

fractured aperture variations to model transport properties of fractures (Sarkar, 

Toksöz and Burns 2004; Keller, Roberts and Blunt 1999). Berkowitz (2002) p. 867 

carried out a deep review on flow in fractured media, and stated that a single 

fracture flow, with parallel smooth plates with a single aperture height, is not 

adequate for flow description in fractured media; however, using local cubic law 

(parallel plates fracture with varied apertures) instead is more adequate in 

conceptual models, and strongly influences quantitative analysis, laboratory and 

field measurements on fracture flow. Moreover, it was stated that fractures’ 

conductivity differences are expected to be minimal when they are embedded in 
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permeable or impermeable host rocks, but this still has not received research 

attention yet. White (2003) introduced an empirical equation to calculate total 

pressure drop of laminar, viscous fluid flow, for a fracture which consists of many 

segments (with impermeable surfaces), by the sum of pressure drop in each 

segment in that fracture, excluding gravity effect. Equation 2.25 clarifies it. As 

well, as flow rate is constant through a fracture with varied apertures, then 

pressure drop can be calculated as equation 2.26.   

 

∆Pi = 12 
μ Li Vi

Hi
2                 (2.25) 

 

∆Pi = 12 
μ Li Q

Hi
3              (2.26) 

 

Where: ∆Pi= pressure drop, Hi= fracture aperture, Li= length, Vi= mean velocity 

of the ith of fracture segments, µ= dynamic fluid viscosity, H= apertures, and 

Q=(V0H0=ViHi) 

 

Karpyn and Piri (2007) carried out experimental work to capture all details of inner 

fractures geometry with all features by x-ray computed tomography. This imagery 

was then used in numerical simulations, to investigate the effect of the complex 

geometry of fluid transports in fracture media, and the interactions between solid 

walls and fluids inside solid walls of fractures. Karpyn, Grader and Halleck (2007) 

carried out an experimental approach of two phases fluids through an artificially 

created fracture of natural Berea sandstone cores. Then, using micro-computed 

tomography (MCT) to characterize the internal fracture structure, a mapped 

fracture with varied apertures was created, where each aperture consisted of two 

parallel plates with a single height. The reason for using this method is to mimic 

real fracture conditions, by adding more complexity such as varied apertures, in 

order to create roughness and increase fluid flow tortuosity. This method has 

added a different approach from two parallel plates for the entire fracture with one 

aperture height. The outcome stressed the importance and the effect of fracture 

apertures on fluid distribution inside a fracture, and that flow in rough fracture 

geometry is typically less than the predicted flow from a parallel plates fracture. 

Piri and Karpyn (2007) modelled a network of pore fracture slices by using x-ray 

microtomography scans of a cylindrical Berea sandstone core, to construct detailed 

conceptual throats and pores of rough-walled fracture apertures. This was done in 

order to extract exact an inner replica of a fracture’s void and inner structure, and 
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this work stressed that proper characterization of a fracture pore network is 

essential for accuracy studies. This was investigated further, and the experiment 

results were validated with X-ray microtomography to study fluid invasion in the 

fracture domain of two phases of Newtonian fluids. The findings showed that rough 

fracture geometry, in comparison with parallel plates fractures, exhibits many 

variations of fracture apertures and surface roughness, which lead to the creation 

of complex tortuous flow paths. Therefore, to have a better accuracy of reservoir 

models and representations, it’s essential to consider the complex properties of 

fractures’ geometry, and its effects on flow inside fractures. As well, the 

validation’s accuracy indicated that it’s an appropriate tool to predict fluid flow in 

a realistic fracture representation. Nazridoust, Ahmadi and Smith (2006) modelled 

non-deformable fractures in fractured media BY ANSYS CFD Fluent FVM, with 

matrix permeability neglected (impermeable fracture walls). The governing 

equations of incompressible and viscous fluid motion inside fractures with the 

laminar regime are continuity equations and Navier-Stocks equations. As well, an 

empirical equation was introduced that is able to calculate pressure drop inside a 

fracture, by the inclusion of a fracture’s tortuosity; this can be defined as the ratio 

of actual distance that fluid particles travel between two points to the straight-line 

distance between these same points. The value of tortuosity was considered as an 

added length to the total length of fractures; as well, a value called “effective 

fracture apertures” was included, which is the value of average apertures. 

However, this is a smaller value than the arithmetic average value by a value of 

the standard deviation. Due to the expectation of the main pressure drop occurring 

in smallest apertures of fractures, equations 2.27, 2.28, and 2.29 below 

demonstrate the case. Four different profiles of fractures were used by micro-

computed tomography (MCT) method, as created and presented by Karpyn, 

Grader and Halleck (2007). ANSYS CFD Fluent FVM single-phase Newtonian fluids 

were used for flow simulation, the tortuosity was considered, and due to the length 

differences between the top and bottom of fracture boundaries, the average length 

value of top and bottom fracture was considered as a length of fluid travel. Then, 

static pressure and velocity magnitude were observed from the simulation for 

different values of flow rate. The findings were that pressure drop value increased 

with increasing flow rate. Also, pressure drop increased with high viscosity fluids 

such as water, and air viscosity differences. From velocity magnitude, it was seen 

that fluid flow in the mainstream with high speed and smallest aperture dictates 

the pressure in the fracture. Also, pressure drop is affected inversely by fracture 

aperture, and linearly with tortuosity. However, the fracture aperture had more 
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influence than tortuosity, due to the third power of aperture “dependence of cubic 

law”. Therefore, the equivalent hydraulic aperture should be modified to include 

the effects of roughness and tortuosity of a rough fracture into parallel plates; this 

can be done by using a small magnitude of the mean aperture to add more 

pressure drop. In other words, using an arithmetic mean of apertures is not enough 

to include roughness and tortuosity of rough fracture, and more reduction of 

average fracture aperture size by an affective aperture’s method is mandatory, to 

account for fracture surfaces’ tortuosity and roughness. Thus, it was stressed in 

this work that parallel plates fractures with varied apertures, considering effective 

fracture apertures and a factor of tortuosity, would be able to give an appropriate 

pressure drop estimation in fractures.  

  

θ =  
Le

L
− 1                  (2.27) 

 

∆P =  (1 +  θ). ∑∆Pi            (2.28) 

 

H̅ =  Havg −  σ             (2.29) 

Where: 𝐿𝑒= actual length between two points, L= straight length between two 

points, H̅ = affective apertures, Havg= arithmetic average aperture, σ= fracture 

aperture standard deviation 

 

Crandall, Ahmadi and Smith (2010) remodelled Nazridoust, Ahmadi and Smith 

(2006)’s fractures by ANSYS CFD Fluent FVM and considered the fracture’s 

tortuosity and affective fracture aperture, but with one modification: it was 

assumed that the walls of the fractures were permeable with the surrounding 

matrix, instead of no slip impermeable walls. The findings were: first; the pressure 

was observed inside the matrix porous media in different positions away from the 

fracture, and the pressure was linearly decreasing between the inlet and outlet, 

with marginal differences values. Secondly, the interaction between the fracture 

and matrix was visible, and fluid does move between fracture and matrix with 

changing velocity inside an open fracture. Thirdly, the smallest aperture in an open 

fracture dictates pressure drop and can be considered an effective aperture which 

has confirmed the finding of Nazridoust, Ahmadi and Smith (2006)’s models. And 

fourthly, there was an average 10% increase in flow percentage in the open 

fracture, due to flow movement from matrix to fracture through the 

fracture/matrix interface layer. This could be increased or reduced based on the 

fracture profile effect on velocity /pressure and matrix permeability, which 
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increases flow in a fracture when it’s high in comparison with low matrix 

permeability. As well, in the surrounding porous media where the velocity is at 

lowest value and high pressure, the fluid moved through the interface layer to the 

fracture’s open space. Tsang (1984) stressed that irregularity of fracture aperture 

variations, and fracture surfaces asperities, will cause vortexes and tortuosity of 

flow in rough fractures. Thus, pressure counters of rough fractures don't decrease 

uniformly as in a parallel plate model. Dicman, Putra and Schechter (2004); and 

Lespinasse (2000) studied flow in rough fractures. Lespinasse (2000) used finite 

difference formalisation to study fluid flow in a realistic fracture, with the finding 

that fluid flow in a rough fracture was heavily affected by two factors: fracture 

roughness and tortuosity.  Auradou et al. (2005); and Gonzalez-Garcia et al. 

(2000) built a 3D model of intersecting fractures, from a series of sections, to 

analyse fracture characteristics in systems. Fracture blocks were represented in 

monodisperse hexagons and randomly oriented, to investigate properties of 

fracture such as fractures’ permeability and fluid velocity. Auradou et al. (2005) 

proposed an experimental method using transparent splices of a fracture to study 

fracture flow. Also, a numerical model was presented to capture anisotropy 

permeability as an outcome of displacement of fracture walls. Moreno et al. (1988) 

reached the conclusion that parallel plate models (with single aperture) are not 

suitable to describe fluid flow in fractured media. This case was investigated further 

by a numerical ANSYS CFD Fluent FVM model by Petchsingto (2008), which 

compared pressure drop along the length for a parallel plate and a rough fracture. 

The results were that pressure drop by parallel plates (single aperture height) is 

much less in comparison with a rough fracture (parallel plates with varied 

apertures). For the same set-up of CFD model, it was found that pressure drop 

was 31 pa/mm in the parallel plates model, in comparison with 1520 pa/mm for 

the rough fracture! The difference is not remotely marginal and could significantly 

mislead calculations. Zimmerman and Bodvarsson (1996) pp. 1, 21-22 studied 

single-phase flow through rough walled fractures, stressing the derivation of the 

“Cubic law” as a solution to Navier-Stockes equations for flow between smooth 

parallel plates fractures. It was stressed that smooth plates fracture geometry is 

the only amenable treatment for fracture flow challenges. As well, aperture 

distribution statistics to the effective hydraulic aperture were reviewed, with the 

conclusion that the effective hydraulic aperture is always less than the mean 

apertures, by a factor that relies on a ratio between mean aperture value and 

standard deviation. Moreover, comparisons were conducted among measured 

values of apertures of fractures from the literature, and hydraulic aperture values 
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were predicted for some fractures. It was concluded that hydraulic conductivity 

can be predicted with reasonable accuracy based on two factors: apertures’ 

distribution function and proportion of contact area. Chen et al. (2017) modelled 

experimentally and numerically by ANSYS CFD Fluent FVM horizontal fractures, 

with different conceptualized patterns of roughness with Newtonian single-phase 

fluid and turbulent flow. The shapes of the fracture roughness were investigated 

with many shapes as rectangular, triangle and trapezoidal. It was clarified that the 

shape of a fracture’s surfaces’ roughness and size has an effect on eddies and flow 

recirculation shape and size. A significant eddy was in rectangular roughness 

shape; as the angle of fluid entry into the roughness zone is with a 900 angle, while 

other zones have smaller angles (Figure F6, p. 186 in the journal clarifies this). 

This has led to a conclusion that non-linear flow becomes higher with increasing 

asperity height in surfaces, and there is small momentum exchange between fluids 

in the eddies and fluids of fracture main flow streams. This study shows qualitative 

effects on different roughness shapes, and requires further quantitative 

investigation. Sarkar, Toksöz and Burns (2004) p. 6 investigated a group of parallel 

plates fractures with varied apertures, connected in series with the same flow 

prevailing through each. As well, if this kind of fracture has an orientation different 

than pressure gradient orientations, then flow affected by a reduced factor Cos θ, 

which was verified by ANSYS CFD Fluent FVM models with the results, as equation 

2.30. As well, it was clarified that low fluid velocity in rough fractures has two main 

deviations from cubic law, which are: first wall roughness; and distance variations 

between two faces of fractures’ apposite sides along the fracture (fracture aperture 

abrupt variation). Yamatomi et al. (2001) modelled a single rough fracture with 

Finite Element method (FEM) with impermeable fracture surfaces, and considered 

the effect of overburden pressure of fracture displacement. As well, horizontal and 

sloped fracture orientations were considered. The outcomes were that fluid 

tortuosity, and average aperture reduction due to the overburden pressure, have 

a significant effect on flow. As well, in comparison with horizontal orientation 

fractures, inclined fractures reflected quite different fluid pressure distributions, 

even with different orientation angles. 

 

Q = 
𝐡𝐞𝐪

𝟑  cosθ

12 μ
 (

∆P

L
)                         (2.30) 

 
Where: heq= equivalent (average) apertures of fracture, L= fracture length, µ= 

fluid viscosity  
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Rasouli and Rasouli (2012) modeled two kinds of single fracture in 2D BY ANSYS 

CFD Fluent FVM with horizontal orientations, embedded in a matrix (permeable 

fracture surfaces). The first kind were parallel plates fractures with one aperture 

(two fracture apertures were considered), and the second kind, rough fractures 

(four fracture profiles were considered). Isotropic matrix permeability, with single 

phase Newtonian incompressible fluid with a laminar flow regime was considered. 

The aim of this study was to investigate the fracture and matrix effect of fractured 

domain flow, fracture roughness, and the effects of applied overburden stress that 

lead to a reduction of fracture apertures. It’s good to clarify that for these two 

kinds of fractures, there were no connections between them in point of fracture 

aperture average height, as each kind was used to investigate different findings. 

The main outcomes of the parallel plates models with a single aperture were that 

pressure drop was reduced when the fracture aperture height was increased, and 

the reduction of pressure drop is higher in low matrix permeability for the same 

fracture aperture. There were similar findings in the rough fracture models; also, 

that pressure drop reduces more with rougher fracture surfaces, due to the fact 

that rougher fractures have higher average apertures and more area to 

accommodate fluids.  Briggs, Karney and Sleep (2014) modelled 2D fractures by 

using numerical simulations of Lattice Boltzmann method (LBM); fracture surfaces 

set with impermeable walls (no matrix inclusion with fracture flow) were used, and 

fracture geometries were created by using SYNFRAC software with the same 

average aperture but with varied fractal dimensions (roughness). It was clarified 

and confirmed that roughness can affect fracture flow, even with a low Reynolds 

number. It was observed in velocity streamlines of rough fractures with different 

Reynolds numbers from 0.6 to 60, that when the fracture aperture experience 

abruptly changed, it led to a significant change in velocities, which created zones 

of fluid recirculation, called “eddies or vortexes”, that don’t contribute to fracture 

bulk fluids. These recirculation zones became larger and appeared in many places 

along the fracture flow wherever there were aperture changes (Figure 5 p. 541 in 

the paper presented these results). Briggs, Karney and Sleep (2017) used the 

same method, with varied Re from 0.01 to 500, and clarified that these eddies 

increased in size with increasing fracture roughness, which lowered the hydraulic 

conductivity of fractures. This is because the eddies’ zones were detached 

(isolated) from fracture bulk flow and, accordingly, reduced hydraulic effective 

aperture, but the eddies’ growth was constrained by fracture main flow rate stream 

and a fracture’s roughness’s sharp edges. Similar findings of eddies’ creation in 

fractures were stressed by Dippenaar and Van Rooy (2016) p. 4, and Karimzade 



38 
 

et al. (2019) used ANSYS CFD Fluent FVM and modelled a 3D rough fracture, and 

stated that formations of eddies in some zones of a fracture, when apertures faced 

abrupt changes, will cause deviation of flow from the ideal parabolic shape, due to 

the inertial effects of fluid. It was argued that Navier- Stokes equations can 

characterize this. Barton and Choubey (1977) were the first to propose the JRC 

index experimentally, of fractures with rough surfaces between 0 (smooth) and 20 

(very rough), of ten profiles with varied roughness by back calculation of shear 

strength. Tse and Cruden (1979) developed the index and proposed another 

empirical relation which accounts for fracture roughness. Crandall, Bromhal and 

Karpyn (2010) and Crandall, Bromhal and Smith (2009) used ANSYS CFD FVM 

with incompressible single-phase fluid, and modelled six geometries of rough 

fractures (varied parallel plates apertures). These were obtained from CT image 

scans of Berea sandstone with six varied meshing cell numbers. Joint roughness 

coefficients (JRC) were calculated for all fractures, by adapting Barton and 

Choubey (1977)’s formula to calculate the roughness of rough fractures, then, 

fracture roughness effects on flow were investigated. The outcomes were that the 

fracture with smoother surfaces (small JRC) expressed linear decrease in pressure, 

while the roughest fracture (high JRC) reflected high tortuous flow, with a high 

degree of non-uniform pressure decrease, and flow channeling 35 times smaller 

than the smoother fracture. As well, this analysis reflected the ability to verify 

pressure variations locally (micro-scale) along the flow and overall pressure drops.  

 

 

2.5.3 Summary of flow in fractures with one aperture size 
(parallel plates) and rough fractures with varied 

apertures (multi-parallel plates fracture geometry) 

 
In the literature, for the comparisons between both types of these fractures, it was 

clarified that the cubic law has significant limitations, due to the fact that the fixed 

fracture aperture doesn’t represent the reality of fractures in fractured media, as 

in reality fractures have varied apertures and asperities which hinder fracture 

conductivity for flow. Asperities represent many obstacles of a fracture’s fluid flow, 

which increase tortuosity and fluid channelling of the fluid flow path. However, the 

cubic law is popular for describing flow in fractures, due to many reasons such as: 

simple geometry (which leads to an overestimated prediction of fracture flow); 

simple calculation; and the lack of a realistic or appropriate way to model the real 

shape of fractures and estimate the flow inside them. There are numerous studies 
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that raise concern about the applicability of this method, and there are many 

correction factors which account for estimations of fracture aperture that include 

fracture roughness and tortuosity of flow (Piri and Karpyn 2007; Nazridoust, 

Ahmadi and Smith 2006; Sarkar, Toksöz and Burns 2004; Berkowitz 2002 p. 867; 

Tsang 1987; Witherspoon et al. 1980). Research into rough fractures, called multi-

parallel plates fractures in some works, has proven the ability of reflection 

fractured formation conditions which can optimise and reduce errors in fluid flow 

prediction and calculation.  

 

2.5.4 Multiple fractures (fracture networks) modelling  

Flow simulations of reservoir models represent geological facts of a media’s 

properties (porosity, permeability, etc.), and how they interact with fluid properties 

(viscosity, fluid type, etc.), to visualise fluid flow. This facilitates better 

understanding of fluid flow behaviour, which enables researchers/engineers to deal 

with the fluids in many functions with many media. Modelling entire fractured 

media as a big scale is the main goal, and the main challenge is the existence of 

fracture networks. The difficulties of representing fracture networks in modelling 

are due to challenges such as: fractures have varied orientation angles, which may 

or may not be coordinated with the flow axis; there are varied fracture apertures 

and lengths; there are varied shapes; whether they are intersecting with each 

other at intersecting points or singular fractures; fractures may be located 

randomly with different locations; and the anisotropic matrix properties that 

surround fracture surfaces. Figure 2.11 below illustrates an example of a real 

fractured media image (Sahimi 2011; Sarkar, Toksöz and Burns 2004; Tiab and 

Donaldson 2004; Nelson 2001 pp. 12, 217; Sen 1995).  

  

 

Figure 2.11 Real fractured media 

(SALMAGUND 2017)   
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Sarkar, Toksöz and Burns (2004) modelled a parallel plates fracture network with 

different patterns, rigid and impermeable surfaces (no flow between fractures and 

matrix), and each fracture having different orientation angles and apertures, by 

ANSYS CFD Fluent FVM steady state flow (2D) with square shape (0.5 X 0.5) m 

size. The main findings of these models were firstly, that if any fracture in the 

network connected between the inlet and outlet of the boundaries even with a 

small inclination angle with respect to the pressure gradient axis, it will be 

considered as the least resistant fluid flow path which will carry most of network’s 

flow. Secondly, that the equivalent hydraulic aperture magnitudes value of the 

network will be close and a bit larger than this least resistance fracture to flow. 

Thirdly, it’s correct to consider that flow in the network is similar to the flow in a 

fracture with the largest aperture height, because flow in the entire network will 

be slightly bigger. And fourth, it’s a reasonable approach as there are different 

aperture sizes of fractures in a network; the cubic law of transmissivity is based 

on the aperture height ‘h3’; therefore, ‘h’ can be replaced with equivalent aperture 

‘heq’ as equation 2.30. Berkowitz (2002) pp. 864, 868-869 clarified that networks 

of fractures can be classified geometrically by distributions, orientation, length, 

density, locations, apertures, and connectivity. As well, these networks are highly 

heterogeneous due to a broad distribution of fractures, which overwhelmingly 

govern transport and fluid flow behaviour in a fractured medium. In addition, to 

deal with a fracture network in any model, models have to account for: many 

ranges of possible distributions; differing densities; hydraulic characteristics; 

varied boundary conditions; varied host rock properties; variable fracture 

apertures for each fracture; and a range of fluid types. Snow (1969) p. 1275 

introduced a formula for calculating flow in fractured media, for multi fractures 

with impermeable parallel plates surfaces geometry and varied aperture heights. 

If they are along the same direction of hydraulic head gradient, and there is no 

connection among them, then flow can be extracted as equation 2.31. 

 

q =  − 
2

3
 
g

v
 W J ∑ b3            (2.31)  

 
Where: J= projection of pressure gradient (I) on conduits planes, W= rock cube 

size equivalent to fracture’s length/width, b= ½ fracture height, v= kinematic 

viscosity, g= gravitational accelerations  
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Nordqvist et al. (1992) stressed that the flow observations in fractured media are 

very different or uneven, and that the crucial rule is due to the discrete nature of 

fractures which affects the advective transport. As well, trends and behaviour of 

flow in fractured rocks were studied by developing a three-dimensional fracture 

network model as a tool, and a fracture network was developed, with variable 

apertures, and circular discs distributed independently and randomly in a 3D 

space. From field observations of fractured rock, it was hypothetically assumed 

that intersection regions among fractures are the main fluid flow transmissivity 

regions, which led to the hypothesis that these regions can be considered as 

equipotential lines. Each fracture was divided with many blocks with varied 

apertures, with cubic law for each individual fracture, then particles were inserted 

and traced. From the breakthrough plotted trends, the desperations in fractures 

were in two scales: small scale due to various apertures and bigger scale due to 

many available paths of flow in the network. Yi and Xing (2018) carried out a 

sensitive study of isothermal incompressible fluid flow in three-dimensional 

disordered fractured network media, generated from a refined image of the rock 

with permeable matrix with domain size 736x556x10 lattice units; isotropic matrix 

permeability was considered (Kx=Ky), fluid could transfer between matrix and 

fracture with porosity 0.1, and permeability varied from 0.02 to 0.8 lattice unit. 

They used the improved Lattice Boltzmann method (LBM) to study flow in a 

practical and applicable field scale as Representative Elementary volume (REV), 

because LBM is used widely with pore scale, and requires huge computational 

resources. Pressure gradient was applied from top to bottom with side walls with 

non-slip boundaries. The main findings of these simulations were that at low matrix 

permeability, fractures represent the main fluids pathway with a small amount of 

matrix fluid contribution. By increasing matrix permeability, matrix fluid 

contribution in the domain is increased, and fracture flow will be increased too, 

and there will be more connections among open fractures through the permeable 

matrix. Flow in open fracture networks is affected by small apertures of fractures, 

and flow prefers larger apertures. Thus, this study showed that matrix permeability 

in fractured network media plays an important role to permeate and control fluid 

flow in fractures, and its effect among fractures. Excluding this matrix effect will 

lead to wrong and misleading flow estimations. Figure 2.12 clarifies the network.  
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Figure 2.12 Disordered fracture network media: fracture (red) and permeable 

matrix (blue) 

(Yi and Xing 2018), permission for academic reuse from Elsevier Number: 

4755050991062) 

 

Ahmadi et al. (2018) experimentally investigated the parallel plates fractures 

effect, implementing this in a square shape matrix (60 x 60) mm, which was 

represented by a glass micromodel, with two phase Newtonian fluids (water and 

oil) to mimic flow in a rough fractured heterogeneous media scenario. Three layers, 

with varied micro pipe diameters for each layer (200, 250 and 350) micron 

respectively, represented the matrix, and fractures (with single parallel plates 

geometry) were fixed with apertures 450 micrometre for all models. Three models 

were created with the same set-up: one without fractures; another with two 

separate fractures, each placed with angles of 450 on the flow direction, and the 

last with two fractures, one perpendicular 900 and one with an angle of 450 on the 

flow direction. This experiment showed that the fracture and matrix affect and 

interact on each other during flow in fractured media, due to fracture locations and 

angles in relation with flow directions, and also the effect of surrounding matrix 

properties, such as permeability, on flow percentage in the fractured domain. Luo 

et al. (2020) developed a semi-analytical solution of aquifer flow, based on the 

Boundary Element Method (BEM) in a 2D model with well pump. This consisted of 

two types of fractures, discrete (isolated) and connected networks as full domain 

formations, in order to investigate the behavior of flow between matrix and 

fracture, and pressure drawdown response in formations. The model’s assumptions 

were: horizontal flow only (no vertical flow); single phase fluid with slight 

compressibility fracture connectivity was infinite, but with finite (limited) sizes in 

zones; aquifer resided in the matrix only, and isotropic matrix properties with 

uniform block size of the formation blocks; and the flow in the matrix and on the 

edge of fracture-matrix interface was represented by Darcy’s law. Moreover, the 

fractures’ geometries were considered as parallel plates fractures with single 
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apertures. This model’s outcomes stressed the effect of the pressure drawdown 

location (well) in relation to fractures’ orientations inside fractured formations, and 

also that fractures act as main fluid conduits, while the matrix acts as the main 

fluid supply to fractures. Therefore, only fracture networks transfer fluid to the 

well, with no matrix contribution to the flow proportion at well. Lu et al. (2017) 

proposed a semi-analytical model to simulate the transient pressure curves in 

fractured tight reservoirs by Laplace transform and Stehfest numerical inversion. 

This model considered stimulated fracture networks, and stressed that a single 

fracture couldn’t represent reservoir conditions. In the developed model, the 

reservoir was classified into two main regions; firstly, the inner region, which 

contained artificial main fractures with linear flow and finite hydraulic conductivity, 

following Darcy’s law; and secondly the outer region, which considered flow in 

natural micro fractures and surrounding matrix, which was assumed is falling 

under the Warren-Root model with a fixed cube shape and same size micro-

fracture apertures surrounding it. This model assumed all the fractures were 

parallel plates fractures, with single apertures in the network. In the artificial 

fractures (hydraulic), isotropic properties of reservoir (permeability, porosity), 

fractures were the main fluid conductors. It assumed the matrix fluid providers as 

double porosity reservoirs concept with laminar flow, and hydraulic fractures the 

only fluid conductor to wellbore while natural fractures connect between the matrix 

and the hydraulic fracture. Li et al. (2021) studied the effect of morphology 

patterns of fracture networks through modeling micro-networks of fractures of 

coalbed methane samples. This was done by simulating flow with different 

pressures, temperatures and isotropic matrix permeability, with simulation method 

of 2D Lattice Boltzmann method (LBM). The geometries were obtained by optical 

microscopy nuclear magnetic resonance (NMR), and complexity was characterized 

by the Box Counting Method (BCM). Network patterns were classified based on the 

network shape inside the domain, as dendritic, reticular, filamentous and 

orthogonal. As well, in these networks, a distinction was made in case a fracture 

of any network connected directly between the inlet and outlet in the domain; this 

was called a “dominant channel”, as the velocity and flow is much larger than other 

network branches. This study clarified that network pattern shapes, permeability 

and the existence of a dominant channel have significant effect on flow behavior 

of the domain, and on domain permeability. The orthogonal pattern reflected the 

most flow obstacles, while the reticular pattern reflected the most eased flow, 

whilst dendritic and filamentous patterns were in the middle. This stressed that a 

network with more connected branches will obstruct flow more than a network 
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with a simple pattern and less branches. Moreover, this study reflected that any 

network with higher fracture porosity will increase permeability, and will increase 

the chance of complicated fluid flow distribution within the domain, which will affect 

total domain flow. This consolidates the findings of Wu et al. (2019). As well, this 

clarified the effect of the narrowest fracture aperture on networks, particularly on 

fracture permeability and flow, as it leads fluid to use different paths and might 

reduce domain flow. As well, this study confirmed that other numerical simulations 

such as finite volume method (FVM) have the ability of modeling fracture network 

patterns with good meshing quality. Zimmerman and Yeo (2000) stressed that 

fracture networks in fractured formations have numerous small dead-end zones, 

which will not contribute to flow in fractures, and will lead to error in flow 

calculations. Instead, it was argued that knowing fracture spacing, and the mean 

transmissivity of each fracture, gave the ability to use these values to calculate 

the mean fracture aperture. Luo, Tang and Zhou (2019) developed a semi-

analytical method to calculate wellbore pressure and network flow of Z-fold 

complex fracture network units. In the model, the assumptions were considered 

as: isotropic properties of porosity and permeability; single phase incompressible 

fluid with fixed viscosity; and flow in formations followed Darcy’s law. Flow in this 

reservoir type started from the matrix into fractures, then into wellbore through 

fractures only, and flow could transfer among fractures at intersection points 

(nodes). Fracture geometries were considered parallel plates fractures with single 

apertures. This model confirmed that the intersection angle among fracture 

networks at nodes has an effect on pressure behavior of the domain, and the effect 

of fracture connectivity, whether high or low, on flow distribution among network 

fracture units. Suri et al. (2020) modelled a single fracture with varied apertures, 

with Z-shaped branches by using ANSYS CFD Fluent FVM. Fracture walls were 

considered permeable with the matrix, and matrix permeability was considered 

isotropic. Then particle tracking technique in ANSYS CFD Fluent FVM was used to 

investigate fluid paths with two pressure inlets, 5 and 1000 Pa. The outcome was 

that a higher-pressure inlet improved flow in the matrix, in comparison with a 

lower pressure drop, due to the pressure effect on fluid particles that were trapped 

in pores of the matrix. As well, due to the varied apertures and rapid changes in 

fracture cross sections, and accordingly in pressure, this led to the creation of 

eddies in higher velocity sections with low pressure, which drew fluid particles from 

fracture flow in these areas. These were trapped in fractures, particularly in low 

inlet pressure, as it left fluid particles in a situation of insufficient momentum to 

overcome the eddies’ forces. Spence et al. (2014) and Narr, Schechter and 
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Thompson (2006) stated that fluid flow prediction and movements in naturally 

fractured reservoirs are highly related to fracture networks’ transmissivity and 

interactions with the surrounding matrix. Hyman et al. (2015) presented Discrete 

Fracture Network (DFN) modeling, an alternative developed method for generating 

and simulating flow and transport in 3D fractured media for different scales from 

millimeters to kilometers. This method is based on Finite Volume solver partial 

differential codes, and in this study was used to model an example of a fracture 

network. Fracture geometry shapes were constructed as either lines or planner 

polygon in 3D, and represented as parallel plates fractures with single apertures. 

Fracture/matrix interaction was not considered, and fracture intersection points 

were meshed with triangle shapes, with minimum side triangle length less than 

fracture apertures, in order to overcome geometry complexity and have a good 

mesh quality. This work highlighted that fractures with higher aperture heights are 

less resistant to flow in comparison with smaller fractures. Zou, Jing and Cvetkovic 

(2017) modeled 3D rough orthogonal fracture network, but excluded the matrix 

permeability effect by considering fracture surfaces as walls. Single phase 

Newtonian and incompressible fluid was used, and this was solved with Navier-

Stokes equations. This study demonstrated the effects of fracture surfaces’ 

variable apertures and roughness on flow and fluid channeling in fractured 

formations. As well, it was stressed that the Reynolds equation, and cubic law of 

flow in a fracture, can predict flow in rough fracture networks with consideration 

of average aperture. Ishibashi et al. (2012) carried out a similar procedure of 3D 

modeling of fracture networks, which was conducted by a simulator called 

“GeoFlow” which considered continuum models. This applied Darcy law of flow in 

fracture and matrix, and stressed the effects of fracture roughness and flow 

channeling in a fracture which led to uneven outflow; as well, it confirmed matrix 

effects and their importance to the domain flow contribution. Liu, Li and Jiang 

(2016) numerically modeled a 2D discrete fracture network (DFN) with rough 

surfaces, and impermeable fracture surfaces (matrix effect excluded). This was 

modeled by ANSYS CFD Fluent FVM to investigate the effects of fracture 

roughness, aperture height and fracture intersections on DFNs with different 

pressure drops. This was meshed with triangular cells. The work outcomes were 

that the non-linear flow regime and hydraulic gradient were affected with rougher 

fracture surfaces, greater mechanical apertures and a higher number of 

intersections. As well, surface roughness and fracture intersections were the 

causes of frictional loss, which requires higher inertial efforts to have significant 

flow with a high Reynolds number. Moreover, this study observed the creation of 
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vortices at the fracture intersection junctions, particularly when a fracture had 

angled orientations. These vortices zones’ volumes and numbers were increased 

with increasing pressure gradients. These intersection junctions in networks had a 

similar effect on pressure drop as fracture surface roughness. Popov et al. (2009) 

pp. 226-227, 230 modeled a fracture network by using FEM with Stokes-Brinkman 

equations. The geometry consisted of two fractures crossed with a 450 orientation 

angle, surrounded with a square shaped matrix with total domain size 0.3x0.3 m, 

and considered fractures as parallel plates fractures with single apertures of 707 

micron (without considering fracture surface roughness). In this study, the matrix 

was permeable with the fracture, with isotropic permeability. This modeling stated 

that fracture density (fracture per unit length) and fracture apertures have 

influence on the effective permeability of the total domain; as well, that the 

existence of a fracture in fractured media can affect the domain’s overall flow 

substantially.  Zhu et al. (2020) stated that in fracture networks, fracture 

orientation angles (dip angles) have an important effect on a fracture network’s 

flow, fracture permeability and seepage characteristics of a fracture network. In 

comparison between fracture networks with the same porosity but with different 

dip angles, as the dip angle increases, the fracture network’s permeability 

decreased. The reason for this permeability decrease is due to the increase of fluid 

flow resistance, and the maximum dip angle effect is with 450. As well, a fracture 

network’s permeability increased sharply with increasing the node number 

(number of intersection points) in the fracture network. 
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2.5.5 Fluids Imbibition And Invasion Percolation between 

Fracture and Matrix   

 

As stated by Yi and Xing (2018); Rasouli and Rasouli (2012); and Crandall, Ahmadi 

and Smith (2010), flow between fracture and matrix and vice versa is affected by 

abrupt changes of fracture apertures, which results in abrupt changes in 

pressure/velocity inside a fracture and surrounding matrix, and accordingly, on 

flow movements between fracture and matrix along the fracture length. Therefore, 

it’s important to highlight briefly the imbibition mechanism between fracture and 

matrix, through the fracture surface layer (interface layer) that separates them in 

fractured formations.  

 

Dietrich et al. (2005); McDonald et al. (1991); and Pruess and Tsang (1990) 

clarified that imbibition and capillary pressure are the main mechanisms of 

fractured media flow and play a key role in fluid flow, especially with narrow 

fractures that reach to tens of micrometre in fracture aperture size, and capillary 

forces play a key part in fluid displacement mechanisms of fracture media, and 

have been studied by many researchers. Hughes and Blunt (2001) stressed that 

capillary pressure and viscosity have opposite effects on the flow of fractured 

media. Capillary pressure flows in narrow channels and drives fluids inside the 

matrix from a fracture, whilst viscosity drives flow in a more permeable medium, 

which has a high number of flow channels. Therefore, a new term was developed 

which is “capillary number”, that represents both these driving forces of fluid 

transfer (capillary pressure and viscosity), applied particularly on the interface 

layer between matrix and fracture, which denotes forces of viscosity on capillary 

pressure. Equation 2.32 illustrates it. Tiab and Donaldson (2004); Berkowitz and 

Ewing 1998; and Stauffer and Aharony (1992) stressed that capillary number 

values can be altered by two factors: first, increasing the flow rate; and secondly, 

reducing interfacial forces.  

 

Nca  =  
qμ

γ
               (2.32) 

Where; q= flow rates per unit area, µ= viscosity of the fluid, and γ= fluids 

interfacial among pore spaces. 
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Prues and Tsang (1990) created artificial distribution models of aperture, and 

assumed the aperture occupancy relied only on local capillary pressure, excluding 

accessibility. Local capillary pressure was represented by Laplace’s equation, which 

relies on interfacial tension, fracture aperture, and contact angle. The main 

challenge is fracture aperture (b), because fractures in fractured media consist of 

varying sizes of aperture. Therefore, determining the capillary pressure of 

fractured media is not accurate, and usually it has been approximated in many 

studies (Jahn, Cook and Graham 2008; Tiab and Donaldson 2004). Van Genuchten 

(1980) proposed many prediction correlations of capillary pressure curves in 

porous media, and found capillary pressure to be considered as a function of 

properties of geological formations (pore size, porosity, pore distribution), entry 

pressure, and saturations. However, Wagner et al. (2001) stressed that the 

accuracy of capillary pressure predictions relies on many factors, such as porous 

media types, soil structure, soil texture, and lithologic reservoir formations. Yin et 

al. (2017) studied coal pore structure by using Nuclear Magnetic Resonance 

Cytophotometry (NMRC), and clarified that fluid pore structure plays an important 

role in adsorption of fluids in formations. It was stressed further, that 

heterogeneous properties of fluids on pores’ structure scale affect seepage 

capacity. As well, formation permeability will be increased when a fluid’s 

heterogeneity has decreased. Roslin et al. (2020) quantified pore distribution in 

the coal matrix with data analysis by three methods: scanning electron microscopy 

(SEM) images, nuclear magnetic resonance (NMR) and mercury injection capillary 

pressure (MICP). As well, the advantages, disadvantages and limitations of each 

method were highlighted. Ingham and Pop (2005) p. 367 stated that drainage and 

imbibition of pores’ media have a significant effect in predicting fluid percolation. 

 

Reitsma and Kueper (1994) carried out an experiment to predict capillary pressure 

curves of a rough fracture under various stress loads. These predicted curves were 

then used to derive the distribution of fractured media apertures. Piri and Karpyn 

(2007); and Preuss and Tsang (1990) investigated capillary pressure of a rough 

fracture by modelling the pore-scale network. This modelling incorporated the 

physics of fluid mechanics into the conceptual geometry of porous media. Many 

numerical models have used pore scale in modelling, rather than a schematic 

model in which distribution of aperture is generated artificially. Dullien (1992) built 

a network model of fractures to mimic fracture networks in real fracture media, 

consisting of an interconnected network of spaces, to visualise displacement 

phenomena inside pore scale. Dippenaar and Van Rooy (2016) stated that flow 
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relation between matrix and fracture is based on fracture as fluid transporter and 

matrix as fluid provider. As a fracture aperture is much higher than void diameters 

of interstitial porosity in a matrix, adhesion (the attraction force between water 

and mineral surfaces) is weak and not dominant in comparison with cohesion (the 

attraction force between fluid minerals), and cohesion is predominant. This means 

less capillary flow and more fluid suction into a fracture. As well, as the fracture 

and matrix face different flow velocities, the non-Darcy conditions generally occur 

even with low Re value in a fracture, due to the flow tortuosity and fracture 

surfaces’ roughness. Sahimi (2011) pp. 15, 18, 244 stressed that a fracture 

network represents real fractured media, with a fracture or voids surrounded with 

solid matrix. The inner surfaces of fractures/voids are different, with different 

roughnesses which consist of different curvature shapes. The pores in these rough 

surfaces represent the clusters gateway of fluid flow between matrix and fracture, 

and the continuum percolation theory explains these effects in fractured media, 

which is an important tool to quantify pore spaces connectivity flow. Berkowitz 

(2002) p. 856 stated that the use of percolation theory in complex subsurface 

geometry media like fractures networks is important; particularly, in some 

hydrocarbon wells, it was reported by well test data that only one or two fractures 

are transferring fluids directly to the well. Sahimi (2011) p. 45 confirmed that there 

are many factors affecting percolation in fractured media, such as fractures’ 

patterns in media, pores’ void shapes of the fracture’s inner surfaces, fluid 

properties and etc. Zimmerman and Bodvarsson (1996) pp. 44-45 clarified that 

the percolation limit is relied on as a critical value of inner fracture contact areas 

with a matrix. Narr 2011 p. 374; and Narr, Schechter and Thompson 2006 stated 

that fracture connectivity is controlled by an important feature which is fracture 

permeability, which has been investigated by percolation theory. There are many 

factors affecting fracture percolation in fractured media, such as: fracture density; 

size distribution; fractures’ orientations; and fracture special distribution (which is 

related to fractures’ intersection and relates to increase fractures’ length 

spanning). However, the effect of fractures’ orientation on fractured domain flow, 

and accordingly on percolation theory, was further stressed. Therefore, in 

fractured network modeling, fractures’ lengths and orientations are important 

factors to be considered. Sen (1995) pp. 111, 309 stated that fluid movement 

between a matrix and fracture relies on pressure differences between both medias, 

as both coexist physically in same location; equation 2.33 clarifies it.  
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qi =  α (hm − hf)                              (2.33) 

 
Where: qi= flow rate of matrix/fracture interface layer, hm= matrix pressure, hf= 

fracture pressure, α= parameter for fracture geometry with unit inverse time 

(1/times).  

 

 

2.6 Friction Phenomena Overview   

Friction can be defined as a tangential resistance force that is generated when the 

surfaces of materials (such as solid material, or fluids’ layers) are physically 

contacted, either with one surface moving, or both surfaces moving relatively. The 

value of this force relies on factors based on the conditions of these surfaces, such 

as: types of material surfaces (liquids, solids); surface roughness; pressure 

between the surfaces; contact shape; and the velocity of moving surfaces. There 

are many kinds of friction, based on materials’ surfaces and conditions: lubricant 

friction (fluid separating two solid surfaces); dry friction (solid with solid surfaces); 

internal friction (material’s elements moving due to deformation); fluid friction; 

and skin friction. This work has focused on two types: fluid friction and skin friction. 

“Fluid friction” is the result of fluid layers moving on each other relatively. The 

resistance forces among layers is called viscosity, which is varied based on fluid 

type; high viscous fluid means it is harder to ease and move, and vice versa for 

low viscous. “Skin friction” results from fluid motion moving on solid surfaces, due 

to viscous fluid layers dragging the rough surfaces; this kind of friction relies on 

solid surfaces’ roughness, cross-sectional area, length, and fluid type (White 2011; 

Ruina and Pratap 2008; Dullien 1992b; Meriam and Henderson 1992; Swanson 

1970; Eskinazi 1968). Friction in closed surfaces, such as pipes or closed channels, 

will result in pressure drop due to the resistance forces that are generated among 

fluid layer movements, and between solid surfaces and fluid. These can be 

measured with a scale called “Friction factor”, which represents a ratio of head loss 

to fluid average velocity in a closed system such as a pipe. “Skin friction factor” 

represents a ratio of shear stress on solid surfaces to fluid dynamic pressure 

(Winterton 2014 chap. 6; White 2011 p. 317).   

Historically, the first studies of hydrostatics and hydrodynamics were carried out 

in eighteenth century by mathematician Daniel Bernoulli. This work, in a textbook 

in 1738, stated that for incompressible and not viscous fluids, with steady 

streamlines, energy is conserved through a system (frictionless flow between fluids 
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and walls and among fluid layers). In 1755, Leonhard Euler completed a derivation 

of Daniel Bernoulli’s work and reached equation 2.34, which is worldwide famous 

as the “Bernoulli equation”; this is a classic momentum equation similar to 

Newton’s law of incompressible and frictionless fluids, with no energy dissipation 

to frictions. Therefore, fluids’ friction between two points was calculated in that 

era, of not-advanced calculation, by an empirical formula which was an extension 

of the “energy equation”, as equation 2.35 (White 2011 p. 169; Brown 2002 p. 3).  

(
P1 

ρ
+

1

2
 V1

2 + g Z1) = (
P2 

ρ
+

1

2
 V2

2 + g Z2) = constant            (2.34)             

(White 2011 p. 169) 

hL = (
V1

2

2 g
 + h1 + Z1) − (

V2
2

2 g
 + h2 + Z2)                      (2.35)             

(Brown 2002 p. 3) 

In the 19th century a French mathematician and engineer, Gaspard de Prony, was 

the first who developed an important equation in hydraulics, which described head 

loss in pipes and was widely accepted, as equation 2.36. However, these formulas 

were debated, and were subject to errors due to the exclusion of pipe roughness 

(Simmons 2008 p. 1027; Brown 2002 p. 3).    

 

hf = 
L

D
 (aV + bV2)                   (2.36) 

 
Where: hf= head loss due to friction factor, L= length, D= diameter, V= flow 

velocity, a & b= empirical factors  

 

In 1839 a German engineer, G.H.L Hagen, carried out experiments about head 

loss in pipes. Water flow was measured in brass pipes, with the conclusion that 

there might be two viscous flow regimes; the flow regime was observed changing 

by increasing flow above certain limits, but the limitations of his work were 

admitted, and could not be clarified. As well, it was stated that the pressure drop 

in pipes might be varied as a second power of flow (White 2011 p. 351). In 1841 

Jean Louis Poiseulle introduced an empirical flow formula through the experiment 

of small diameter capillary tubes, as equation 2.37 below. In spite of the 

restrictions of this formula, such as low velocity and small diameters, it was one 

of the first accurate calculations of fluid friction in pipes (Simmons 2008 p. 1028; 

Brown 2002 p. 3).  
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Q =   KD4  
hL 

L
  (Poiseuille′s Law)                       (2.37)           

Where: Q= flow, K= empirical coefficient which represents lumps constants with a 

second order equation for the viscosity, as a function of temperature.  

 

In 1850 a German engineer, Julius Ludwig Weisbach, in the first modern text book 

to be published on hydrodynamics introduced that the (L/D) affected is 

proportional on head loss. In 1856, a French civil engineer, Henry Darcy, published 

a work of design and experiments based on work on Dijon city’s water system and 

fountain during the 1840s. This considered the water flow in internal pipes an 

important consideration. The intention was to improve the friction coefficient that 

was developed by Gaspard de Prony. Darcy’s results show that friction (head loss) 

in pipes was due to two factors: pipe diameter and roughness of pipe, as equation 

2.38 below. This formula provided a better understanding of friction, as its related 

friction in pipes to pipe diameter; as well, this scenario applied even with high flow 

velocities. 

hL = 
L

D
 [ (α +

β

D2)V + (α′ +
β′

D
)V2 ]  (the Darcy equation of pipe friction) (2.38) 

(Simmons 2008 p. 1027) 

Where: α, α′, β, β′= friction coefficients  

An American engineer, John Thomas Fanning (1837–1911), combined the Darcy 

and Weisbach formulas to be as equation 2.39; this equation was called “Darcy-

Weisbach equation”. As well, it’s noted that Fanning considered radius rather than 

the diameter of pipe; therefore, Fanning friction factor is a quarter of Darcy friction 

factor. In addition, Darcy’s work stated that there was a linear relationship 

between head-loss and flow rate when flow is at a slow speed in small diameter 

pipes, and the difference of flow regimes in pipes was understood but not 

quantified. Finally, there was some speculation about the boundary layer of 

comparisons between smooth and rough pipes. (White 2011 p. 356; Simmons 

2008 p. 1028; Brown 2002 p. 7). In 1883 a British engineering professor, Osborne 

Reynolds, carried out an experiment by introducing a dye into flow inside a pipe 

to observe flow behavior regimes, as Figure 2.13. The results of this experiment 

reflected that flow inside a pipe transit from steady into turbulence, and showed 

that flow change depended on many factors, such as: fluid density, flow velocity, 

pipe diameter and fluid viscosity. This can be seen as equation 2.40, famously 

called “Reynolds number”, which is a dimensionless value (White 2011 pp. 347, 
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352). Thus, this work classified flow into three regimes, which are: steady and 

smooth flow “laminar”, fluctuating and agitated “turbulent”, and in between these 

two regimes is “transition”. (White 2011 p. 347). In 1914 a German professor, 

Ludwig Prandtl, presented that the thin layers surrounding body surfaces suffer a 

transition regime from laminar into turbulence, and subsequently, it was confirmed 

that the body force coefficient was a Reynolds number function “Re”. Thus; to 

conclude, Hagen and Poiseulle started to realize the difference between high and 

low velocity flow in capillary tubes, whilst Julius Weisbach introduced the effect of 

(L/D) on head loss; this finding is still effective today. Darcy developed a kernel of 

truth of the effects of flow velocity, pipe shape (pipe section areas eg. whether 

circular or rectangular) and surface roughness on friction resistance in pipes. This 

is particularly important in turbulent flow; however, in his work the flow regimes 

still were not fully quantified and explained, until Reynolds experimentally fully 

quantified the occurrence and classified flow speeds into three distinguished 

regimes in a closed system: laminar, turbulent and transition. (White, 2011 p. 

356; Swanson p. 116; Eskinazi 1968 p. 376).   

 hL = f  
L

D
 
V2 

2g 
                  (2.39) 

  (White 2011 p. 356; Simmons 2008 p. 1028) 

Re = 
ρ

μ
 v D          (2.40) 

Where: f= a function of (Re, roughness  
ε

D
, section shape), v= mean velocity, D= 

hydraulic diameter, μ= viscosity, ρ= density. 

 

 

Figure 2.13 Sketches of Reynolds’s pipe with flow regimes, a. laminar, b. 

turbulent and c. transition 

(adapted from White 2011 p. 352) 
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2.6.1 Flow regimes as Reynolds and Forchheimer 

equations in fractured formations  

 

In most incompressible fluids, density will remain constant. Uniquely, pressure 

forces will be determined through the balance between inertial forces (the product 

of mass and acceleration) and viscous forces (the product of shear stresses and 

area), with exclusion of other forces. Thus, Reynolds number is a dimensionless 

value and represents the ratio of inertial forces to viscous forces, as equation 2.41 

below.  

 

Re =
Inertia forces (Fi)

Viscos forces (FV) 
= 

ρ  U2 L2

μ U L
=

ρ L U 

μ 
= 

 L U 

V 
                       (2.41) 

(Eskinazi 1968 p. 90) 

Where: Fp= pressure forces, Fi= inertia forces, FV= viscosity forces, ρ= fluid 

density, U= velocity, L= length, μ= viscosity, V= kinematic viscosity (μ/ρ) 

 

Following Reynolds’ classifications of flow regimes in a closed system (such as 

pipes), as stated earlier, the value can be measured by a scale called “Reynolds 

number”. There are three regimes, which are laminar, transition and turbulence. 

In each regime, fluid will behave differently, based on the Reynolds number value. 

When (Re < 2,100), viscous forces are dominant in a system and the flow is 

laminar flow. This means fluid velocity is low through systems, and fluids move 

along smooth streamlines, parallel to surfaces. In this flow, fluid flow is virtually 

constant in time and in any section in system. As well, the pressure drop in a 

laminar flow system is more than the inertia term. Therefore, friction resistance 

forces can be described due to the velocity of fluids, and the dimensionless 

Reynolds number value has been proved experimentally to be the best way to 

describe flow velocity in any system. When (Re > 4000), the inertia force is 

dominant and the flow is turbulent flow, which means fluid velocity is high through 

systems, fluids move randomly, and fluid velocity is varied with time and sections. 

When (2100 < Re < 4000), this is called transition flow regime; the flow in this 

region is unpredictable and may have both laminar and turbulent flow in different 

locations and times in that system (White 2011 p. 347; Tiab and Donaldson 2004 

p. 459; Swanson 1970 p. 116; Eskinazi 1968 pp. 90, 376). To calculate Reynolds 

number in a pipe of cylindrical shape, the characteristics of length are a pipe 
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diameter. However, in a parallel plates fracture, the hydraulic radius is equal to 

(b/2), then Reynolds number is as equation 2.42. The transition between laminar 

and turbulent flow regimes is (Re=600), which is described as Re critical. Moreover, 

to calculate the Reynolds number for a fracture network, with porous media 

surrounding and interacting with fractures, porosity and permeability of the matrix 

is included as equation 2.43 (Golf-Racht 1982 p. 305, 310). Reynolds number 

relies on two factors: flow rate and viscosity of fluids, as equation 2.44 below. This 

equation can be applied at any section along a fracture to indicate Reynolds value 

at that point, and is independent of fracture length (Nazridoust, Ahmadi and Smith 

2006).  

 

Re = 
ρ U 2b

μ
 =

2b U

𝒱
       (Re critical =600)      (2.42)  

   

Re = 
5x10−3

∅5.5
 
 U √K

μ
 ρ        (Re critical =20)     (2.43) 

 (Saidi 1987 p. 177; Golf-Racht 1982 pp. 305, 310, 324) 

ReH̅ = 
Q

V
            (2.44)    

(Nazridoust, Ahmadi and Smith 2006)   

Where:  U= mean velocity, 𝜇= dynamic viscosity, ρ= density, 𝒱= kinematic 

viscosity (μ/ρ), b= parallel plates height, ∅= matrix porosity, k= matrix 

permeability, Q= flow rate, V= kinematic velocity of fluid  

 

The Forchheimer Model was introduced by Austrian scientist Phillip Forchheimer in 

1901, and explains non-linear flow in porous media. Specifically, when flow rate is 

increased, then pressure loss is transformed from a weak regime to a strong 

regime of inertia which is called “Forchheimer regime”. In this regime, the pressure 

gradient in porous media is proportional to the square of seepage velocity. 

Generally, this takes a quadratic relation trend between pressure gradient and 

seepage velocity; equation 2.45 describes it (Ma et al. 2018 p. 3; Zhong et al. 

2018 p. 3; Dippenaar and Van Rooy 2016; Jambhekar 2011; Sobieski and 

Trykozko 2011 p. 157; Sen 1995 p. 103; Bear 1972). Since then until now, 

numerous studies and laboratory experiments in the literature have developed the 

Forchheimer model, due to the number of certainty and uncertainty issues that the 

equation faced; it uses empirical verification based on global measurements of 

velocity and pressure in porous media. Other experiments showed varied results 

of it, and even Forchheimer has suggested other forms of the equation that are 

not well known (Arthur 2018 p. 4; Evans and Civan 1994).   Zhong et al. (2018) 



56 
 

p. 3 stated that the Forchheimer formula uses a square root permeability as an 

equivalent value of length, to enable agreement with linear Darcy law at low 

velocity. Equation 2.46 clarifies it. 

 

− 
dp

dx
=  a v +  β v2                                           (2.45) 

 (Arthur 2018 p. 4) 

− 
dp

dx
= 

μ v

K
+  β 

ρ v2

K0.5
                         (2.46) 

(Zhong et al. 2018) 

Where:   
dp

dx
= pressure drop in porous matrix, v= velocity, a= coefficient 

representing a ratio between dynamic viscosity to Forchheimer permeability, β= 

represent inertial coefficient and fluid density, μ = dynamic viscosity, ρ= fluid 

density, K= permeability  

 

Following the above, there are many experiments and numerical modeling to 

investigate the equation: particularly, to calculate more accurately the inertial 

coefficients 𝛽 of the Forchheimer formula. This is because it represents a non-

linear term which has multiple ambiguities and controversies, with no general 

agreement; therefore, in most practical application, 𝛽 value is observed from best 

fit lines of numerical and experimental data (Arthur 2018; Dippenaar and Van Rooy 

2016; Sobieski and Trykozko 2014 p. 321; Jambhekar 2011 p. 15; Sobieski and 

Trykozko 2011 p. 156; Evans and Civan 1994). Takhanov (2011) studied the 

validity of the Forchheimer Model and its coefficients in matrix and fractures, and 

analyzed different formulas that were suggested in the literature, to find 

Forchheimer coefficient 𝛽 . This relies on porous medium properties and can be 

determined though many methods such as laboratory tests and well tests, which 

have led to many suggested formulas. It was concluded that Geertsma (1974)’s 

and Pascal and Quillian (1980)’s formulas have good estimations of 𝛽 values in 

matrix porous media and fracture media respectively. Equations 2.47, 2.48 and 

2.49 below clarify the Forchheimer Model and formulas to find 𝛽 coefficient. 

 

−
dp

dx
= 

μ v

Kfh
+  β ρ v2                         (2.47) 
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Where: β= Forchheimer coefficient or non-Darcy flow coefficient (1/m), Kf h= 

Forchheimer permeability (m2) (Kf h≠K)  

 

 β =  
0.005

K0.5∅5.5
                           (2.48) 

Where: β= Forchheimer coefficient (1/cm) for porous media, K= permeability 

(cm2) 

(Geertsma 1974) 

β =  
4.8 x1012

K1.176
                          (2.49) 

Where: β= Forchheimer coefficient (1/m) for fractures, K= permeability (mD)  

(Pascal and Quillian 1980) 

 

Dippenaar and Van Rooy (2016) stated that flow in rock matrix is usually calculated 

by Darcy’s law, as the general assumption of slow flow in subsurface layers. 

However, if fractures, cavities or high hydraulic gradient exist, then flow in the 

matrix will be turbulent and Darcy law is not applicable, as the linear relationship 

between flow rate and pressure drop becomes non-linear. Therefore, in such cases, 

Forchheimer law is used to explain non-linearity of flow with two parameters: first, 

“A” linear coefficient, which explains properties of fluid; and second; “B” non-linear 

coefficient, which explains geometry’s effects on the host medium. Equations 2.50, 

2.51 and 2.52 illustrate it. Determining “B” parameter is challenging to observe to 

some extent for different formations, and many studies have suggested different 

experimental or analytical formulas to observe it. 

  

−∆ P =  A Q +  B Q2                         (2.50) 

 

A = 
μ

K Ah
= 

12 μ 

W eH
3
                          (2.51) 

 

B = 
β ρ

 Ah
2 = 

β ρ

w2 eH
2
                          (2.52) 

 

Where: (A, B) = linear and non-linear coefficients, Q= flow, β= Forchheimer 

coefficient, W= fracture width, eh= fracture height, K= fracture permeability, μ= 

dynamic viscosity, ρ= fluid density, Ah= cross sectional area.  
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2.6.2 Friction factor (head loss) formula in systems  

 

The formula of friction factor is derived, first, by applying the famous Bernoulli 

equation “continuity equation”, which is a classic linear analysis of momentum. 

This equation is applicable in closed systems with controlled volume, such as pipes 

or air ducts, for any cross-sectional shape, such as circular, rectangular and etc., 

and has been developed and celebrated in many engineering analyses (White 2011 

p. 173; Swanson 1970 ; Eskinazi 1968). As well, one can apply the momentum 

equation of forces in X-direction, to get head loss due to wall shear, gravity and 

pressure. After rearranging the equation and considering force directions (+ right) 

(- left), the finding is that head loss is also related to shear stress of solid surfaces, 

as equation 2.53 and figure 2.14 below. Rearranging the equation 2.53, the finding 

is that head loss is related to surfaces’ shear stress, and by equalizing (Z)= 𝐿 sin ∅, 

the head loss is proportional to h-walls shear stress. This is regardless of the 

direction of flow, either horizontal/vertical or with angle. As well, it’s proportional 

to the value (L/d), as equation 2.54. 

 

∑FX = ∆P(π R2) +  ρg (π R2) L sin∅ − τw (2π R) L =  ṁ (V2 − V1) = 0       (2.53) 

 

(∆Z +
∆P 

ρg 
) = hf =

4 τw 

ρg 
 
L

D
                    (2.54)             

 

 

Figure 2.14 Inclined pipe with steady developed flow between two sections 

(adapted from White 2011 p. 355) 

 

Thus, equation 2.54 clarifies that the Darcy-Weisbach equation is an effective 

equation still today, as it states the effect of walls’ roughness, section shape for 

controlled volume and Reynolds number. It’s good to note that in case the section 

shape is different, such as rectangle, triangle or square, then it is required to 
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interpret the average value of wall shear around the perimeter of a section; 

therefore, it will have a different value of friction factor than a circular shape (White 

2011 p. 356). Following this, friction factor was developed based on a section 

shape of closed systems in relation with Reynolds number (inertial forces/viscous 

forces). For instance, developed flow in a circular pipe with uncompressible steady 

(laminar) flow, friction factor can be as equation 2.55 below (White 2011 p. 357). 

  

flaminar  =
8 τw 

ρ V2 
=

8 (  
8 μ V

D
)

ρ V2 =
64

ρ V D

μ

=
64

Re
   (circular section)    (2.55) 

(White 2011 p. 357) 
 

 

 

 

2.6.3 Friction factor in naturally fractured formations  

 

Friction behavior has been extensively examined in the 20th century due to its high 

impact in many sectors, and many experiments have been performed to suit 

different conditions and cases. However, until now there remain many challenges 

to estimate the accurate value of friction, due to the complication of calculations 

and the difficulty to include all ambient conditions of realty in the calculation, 

particularly in fractured media. Friction factor in fractured media used a similar 

approach as used in pipes and parallel plates geometries, as a closed and control 

system, to enable the calculation (Tiab and Donaldson 2004 p. 459). However, the 

shape mostly considered in describing fractures is parallel plates geometry, and 

modelled as a series of channels or passages (Nazridoust, Ahmadi and Smith 2006 

pp. 316-317; Saidi 1987 p. 169; Golf-Racht 1982 p. 305). As well, it’s important 

to clarify that fracture surfaces in real fractured reservoirs are not flat and polished 

surfaces, because fracture surfaces (walls) represent the boundaries of mineral 

grains which were previously joined as one stone (prior to fracturing taking place) 

(Saidi 1987 p 178). Saidi (1987) p. 169 and Golf-Racht (1982) pp. 306, 310 

presented that fracture friction factor in parallel plates geometry with a rectangular 

cross section area will be as equation 2.56. The differences from a pipe friction 

factor are due to the difference of parallel plates’ hydraulic height, which is (b/2), 

rather than a pipe diameter. As well, for similar geometry, this work presented 

empirical friction factor formulas for laminar flow regions, where the height is much 

smaller than the length for two cases. First, a single smooth parallel plates 
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fracture, where the finding is that the friction factor is as equation 2.57. Second, 

for a single rough parallel plates fracture, which included a roughness effect ratio 

to mimic natural fracture walls, as there’s always a degree of roughness on their 

surfaces, for which the friction factor is as equation 2.58.  Saidi (1987) pp. 169-

171 stated experimentally that head losses due to friction resistance are 

proportional to the kinetic energy of fluid that flows through a solid conduit with 

solid surface walls, where viscosity effect is excluded. Therefore, pressure loss will 

be corresponding to shear forces at conduit surface areas. Figure 2.15 clarifies this 

case. Moreover, it was stressed that in case the section shape is not clear along 

the flow, then hydraulic radius can be used instead; this represents as a ratio of 

cross section area to length of wetted perimeter at that section, multiplied by four. 

Therefore, for circular hydraulic radius will be (4 π
r2

2πr
= 2r = Diameter) and for 

rectangular conduit (4 b.L/2(b+L) =2b) by assuming that b<<L. 

f =  
96

Re
                                                                                     (2.56) 

 

f =  
6

Re
                                                                                     (2.57) 

 

f =  
6

Re
 [1 + 6 (

e

b
)1.5]                                                                 (2.58) 

 

Where: f= friction factor, Re= Reynolds number, e= average roughness height of 

surfaces, b= fracture height  

 

Figure 2.15 Rectangular parallel plates and friction resistance due to surfaces’ 

shear forces only (excludes viscosity) 

(adapted from Saidi 1987 p. 170) 

 

 

White (2003) introduced that pressure drop in fractures represents the pressure 

drop summations in each segment, and pressure drop in any segment of a parallel 

plates fracture, with varied apertures and viscous fluid flow, is as equations 2.59 

and 2.60, and the friction factor coefficient as equation 2.61. 
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∆P = ∑∆Pi                   (2.59) 

 

∆Pi =  12
μ Li Vi

Hi
2              (2.60) 

 

f =  
2 ∆P .  H

ρ L V2
             (2.61) 

 

Where: v= mean velocity, L= fracture length, 𝜌= density of fluid, μ= fluid dynamic 

viscosity and H= aperture height between two parallel plates.  

 

Oron and Berkowitz (1998) stated that cubic law of flow in fractures should not be 

measured on a point to point base, but instead should be measured on a certain 

range of a fracture’s length with average value, and the Re critical value shall be 

10. Moreover, it was clarified that a rough fracture with varied apertures has a 

similar structure of different segments glued together with varied 

orientations/apertures in each fracture, which consist of numerous corners among 

them. This will lead to change flow directions and will add additional head loss on 

flow. Zimmerman and Yeo (2000); Schrauf and Evans (1986) and Louis (1969) 

stated that flow in fractures can be turbulent with Re greater than 10, as Re will 

start to reflect non-linearity. As well, Re is not the only factor affecting flow; 

fracture surfaces’ roughness also has an important effect. Therefore, both Re and 

roughness have a main effect on flow in rough fractures, and should be considered 

in predicting fractures’ flow. Singh, Singh and Pathegama (2014) carried out an 

experiment on a single fracture created from granite core, to study the effect on 

flow in rough fractures with applying confining pressure. The outcome was that 

fracture flow is sensitive to confining pressure and to fracture surface roughness. 

As well, the Re investigation in this experiment reflected that flow can be turbulent 

with different values of Re, such as 4 or 10 based on fracture roughness, fracture 

apertures and fracture flow, which cause large asperities and flow turbulence. 

There are many developed fracture friction factor models with inclusion of fracture 

roughness, matrix effect, Reynolds number limit and different methods that have 

been used to develop it. These were summarised in the Table 2.1 below. Moreover, 

each model is presented separately to clarify it and distinguish the differences 

among them. Masciopinto (1999) developed a fracture friction factor model with 

impervious walls (no flow between matrix and fracture) by a best fit line, which 

was based on the translations of flow in porous media data. This considered the 

flow between porous particles as a two parallel plates channel with impervious 
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porous media particles, and relied on Fanning values of friction factor in laminar 

(f=1000/Re), and for non-laminar relied on the porous media granular data. The 

values were shifted with (96/1000), as Darcy friction factor was considered equal 

to four times Fanning friction factor (Darcy friction = 4 x Fanning friction factor). 

The best fit line was then applied from the observed data. Therefore, this model 

has no linearity, and can be applied for laminar and non-laminar flow. Nazridoust, 

Ahmadi and Smith (2006) developed White (2003)’s equations to include the 

effects of tortuosity and effective fracture aperture on White’s equations, due to 

the expectation of the main pressure drop occurring in small apertures of fractures, 

as equations 2.62, 2.63 below. As well, four profiles of fractures were modelled in 

2D ANSYS CFD Fluent FVM simulations, considering solid impermeable surfaces. 

From the simulations’ results, the friction factor was observed for each fracture by 

using equation 2.61, then compared with the friction factor equation for laminar 

flow in a smooth parallel plates fracture (f=96/Re). The result of this comparison 

was that the deviation between the values of these two results increased by 

increasing Reynolds number values, which suggests that the friction factor of 

equation (f=96/Re) underestimates friction factors in fractures with parallel plates. 

As well, it was noted that friction factor has non-linear Re dependence when Re is 

high. Therefore, based on these data, a new friction factor was introduced from a 

best fit regression line of friction factor, that accounts for the effects of tortuosity 

and roughness by considering effective fracture apertures which predict friction 

factor more accurately. With this, as roughness increases, then, friction factor 

value is increased. Figure 2.16 presents it. 

 

f =  
2 ∆P .  H̅

ρ L  (1+ θ)V2
              (2.62) 

 

f =  
2 ∆P .  H3̅̅ ̅̅

ρ L  (1+ θ) Q2
                (2.63) 

 

Where: Q= flow rate per unit width (Q=A.V) and substituted in equation 2.70, A= 

fracture sectional area (𝐻̅x1 unit width), V= mean velocity 
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Figure 2.16 Comparisons of friction factors between CFD and parallel model 

results  

 - higher friction factor with rougher fracture in comparison with smooth parallel 

plates (F=96/Re) 

(Nazridoust, Ahmadi and Smith 2006) 

 

Crandall, Ahmadi and Smith (2010) used the same 2D fracture profiles of 

Nazridoust, Ahmadi and Smith (2006), and used ANSYS CFD Fluent simulations to 

model these fractures with inclusion of matrix affects. They assumed fracture walls 

were permeable, with fluid transfer between matrix and fracture in the same 

domain. Based on these assumptions, a mathematical model of the friction factor 

equation was developed, to include matrix affect. This was done by including 

surrounding isotropic matrix permeability (K), which allows fluid to pass through 

the fracture walls due to imposed pressure, in addition to the effects of fluid 

properties and roughness. Thus, the total flow in the domain is the sum of flow in 

the surrounding matrix and fracture; flow in surrounding matrix was assumed to 

follow Darcy’s law for flow in porous media. As well, a fracture friction factor was 

calculated from the CFD simulations with different permeability values, and 

compared with the developed model. It was shown to be well matched, and the 

friction factor reduced in permeable walls which allow fluid movements into 

fracture, increasing flow percentage in comparison with impermeable walls. Qian 

et al. (2011) experimentally studied fracture roughness and average apertures’ 

effects on fracture factor (for not permeable fracture surfaces). This work 

considered the applicability of local cubic law for flow in a single fracture as a Darcy 

flow, particularly when Re is greater than 10. A smooth parallel plates fracture was 

created from plexiglass plates, then another six profiles of rough fractures were 

created from plexiglass plates; these had a square shaped pattern but with 

different heights varied from 1 to 6 mm, to create different roughnesses and sharp 
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corners to represent fracture reality, and were glued on a smooth surface. 

Fractures were vertically situated, and steady Newtonian fluid was used with open 

unconfined flow (open to atmospheric pressure). The average apertures and 

friction factor were calculated. The outcomes of these findings were that flow in 

rough fractures was affected by fracture apertures and surfaces roughness, and 

friction factor decreased with a high value of Reynold number (Re) with less rough 

fracture surfaces, in comparison with the same Re with higher roughness. Zhang 

and Nemcik (2013) experimentally developed a friction factor model for Darcian 

and non-Darcian fluid flow, based on two independent variables of Reynolds 

number and relative roughness of fracture walls (a/eh). It assumed fracture walls 

were impermeable with no flow between matrix and fracture. Best fit regression 

was conducted on the data, and it derived friction factor. As well, the proposed 

predictor of friction factor was compared with parallel-plate (96/Re) and 

Nazridoust, Ahmadi and Smith (2006)’s models. The results were that the new 

model had better friction factor estimation, due to roughness changing fracture 

surfaces, when matched with experiment results. This is due to the fact that the 

parallel plates model underestimated the friction effect, while Nazridoust, Ahmadi 

and Smith (2006)’s model overestimated it in some values of Re, particularly 

between Re values 2 and 10. Zhou et al. (2016) developed a semi-analytical 

friction factor model by using the Forchheimer formula that includes viscosity 

resistance and inertia resistance, by accounting for fracture roughness (asperity). 

As well, it could be used in turbulent flow, not only laminar flow. However, this 

model excluded the matrix effect by only considering impermeable fracture 

surfaces. Chen et al. (2017) modelled experimentally and numerically by ANSYS 

CFD Fluent FVM horizontal fractures, for different conceptualized patterns of 

roughness with Newtonian single-phase fluid and turbulent flow. Fracture surfaces 

were impermeable (no matrix/fracture flow). In this study, a new correlation of 

fracture friction factor was introduced, which accounted for a concept of 

“equivalent diameter”, that equals fracture average apertures minus twice the 

average asperity height of the fracture’s rough surfaces. Su et al. (2019) 

experimentally developed a rough fracture friction factor from fractures that were 

obtained from cores, and considered non-permeable fracture surfaces with the 

matrix. The proposed model accounted for non-linear flow effects and relative 

roughness of fracture surfaces. All friction factor models were classified and 

illustrated in Table 2.1 below. 
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Table 2.1 Summarizes the developed models of fracture friction factors 

Model Model Formula 
Matrix 

Effect 

Fracture 

Roughness 
(Re) Limit Method 

Parallel Plate f =  
96

Re
 -- -- -- Conceptual analytical model 

Masciopinto 
(1999) 

𝑓 =  
96

𝑅𝑒
+ 1.48 + 

10.08

√𝑅𝑒
− 

28.88

𝑒𝑅𝑒
 -- -- -- 

Porous media data 
interpretation  

Nazridoust, 

et al. (2006) 
𝑓 =  

123

𝑅𝑒𝐻̅
  (1 + 0.12  𝑅𝑒𝐻̅ 0.687)   -- 

Yes  

 
𝑅𝑒𝐻̅  ≤ 10 Numerical CFD  

Crandall, et 
al. (2010) 

𝑓 =  
123

𝑅𝑒𝐻̅
  

(1 + 0.12  𝑅𝑒𝐻̅ 0.687)

1 + 61.5 (1 +  𝜃 ) (1 + 0.12  𝑅𝑒𝐻̅ 0.687) (
𝐾ℎ𝑚

𝐻̅3 )
 Yes Yes 

𝑅𝑒𝐻̅  ≤ 10 

 
Analytical 

Qian et al. 
(2011) 

𝑓𝑤 =  
𝑔 𝑒 ∆ℎ

𝐿 𝑉2   , 𝑒 =  
𝑉𝑜𝑙𝑓

1

2
 (ℎ1+ ℎ2)𝐿

  
-- 

Yes  Re > 10 Experimental 

Zhang and 
Nemcik 
(2013) 

𝑓 =  
96

𝑅𝑒
 [1 + 9.57115 𝑥 10−4  (

𝑎

𝑒ℎ
)
1.1172

] -- Yes Re < 10 Experimental 

Zhou et al. 

(2016)  𝑓 =  
96

𝑅𝑒
 + 4𝑎 . (

𝛿

2 𝑒ℎ
)
𝑏

 -- Yes -- Semi-analytical 

Chen et al. 
(2017) 

𝑓 =  
96

𝑅𝑒
  (1 − 

2∆

𝑏
 exp (−

𝐴

0.058 𝑅𝑒
) −3 -- 

Yes 
 

-- Experimental 

Su et al. 
(2019) 

𝑓 =  
96

𝑅𝑒
  (1 + 𝑎2  (

2 𝑚𝑜𝑢𝑡

𝜇𝑤 (1 − 𝑐)
)
𝑏2

) .(1 + 𝑐2  (1 − (
12 𝜇 𝐿3 𝑤2 (1 − 𝑐)2

𝐴 𝑉𝑣
3 )

1
2

)

𝑑2

)    

𝐴 =  
12 𝜇

𝑤 𝑒ℎ
3 

-- Yes -- Experimental 
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Where: f= fracture friction factor, Re= Reynolds number; for Crandall, et al. 

(2010)’s model (hm= domain height, K= matrix permeability, θ= tortuosity, H̅= 

effective fracture aperture height); for Qian et al. (2011)’s model (e= average 

aperture, Volf= volume of water content in fracture (m3), (h1, h2)= water levels, 

V= average velocity in fracture, L= length, g= acceleration); for Zhang and Nemcik 

(2013)’s model (eh= hydraulic diameter, a= height of maximum asperity); for 

Zhou et al. (2016)’s model ( 2 eh or Dh= hydraulic diameter, δ= height of peak 

asperity, a and b= coefficient values 0.022 and 2/3 respectively); Chen et al. 

(2017)’s model (A= (La/∆) roughness distribution, La= the distance between two 

elements (zones) of rough surfaces, ∆= roughness height, b= average aperture 

height); for Su et al. (2019)’s model (Vv=void ratio (m3), c= contact ratio, w= 

fracture width perpendicular on flow direction (m), L= fracture length, (a2, b2, c2, 

d2) = fitting parameters, μ= viscosity, m= mass flow rate (kg/s), A= linear 

coefficient, eh= equivalent perpendicular gap of smooth parallel plate fracture 

(m)).  

 

2.7 Summary of the literature review   
 
In this chapter, fractured formations’ characteristics and parameters were 

reviewed, such as: permeability, porosity, single fracture flow (parallel plates and 

rough fractures), fracture network flow, imbibition and percolation, and fracture 

friction factor. The review started with theories, then considered other 

development works to examine both understanding and the developments within. 

To the best findings and analysis of the literature materials in this work, it has 

been found that fractured media are one of most complex challenges to solve and 

to understand the interior flow. This is due to many reasons, such as: complex 

geometry of fractures with heterogeneous cross sections along the flow; fracture 

surface variations (varied roughness); fracture types, whether individual fractures 

in a matrix or connected with a network of fractures; and the anisotropic properties 

of the surrounding matrix (permeability, porosity). All these factors have increased 

the difficulties in understanding and calculating flow inside fractured media, due 

to the difficulty of accounting for all these variables in one solution to understand 

the flow phenomena. Therefore, the majority of previous studies relied on 

simplification assumptions, that can help one to understand the flow, and at the 

same time have, as much as possible, realistic models which can visualize and 
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approximate flow as in real fractured media such as subsurface layers of the 

earth’s crust.  

 

Fractured media were investigated experimentally by samples represented in 

many methods, such as core samples from reservoir formations and fractured 

representative materials such as rough sheets of fibres or glass with different 

roughness’s degrees. As well, these were investigated numerically, by using many 

kinds of Computational Fluid Dynamics simulators (CFD), such as: FVM, FEM, 

Lattice Boltzmann method (LBM), and multiple in-house software which were 

developed based on the desired investigation. In these numerical simulations, 

fracture geometries were drawn and represented in a range of ways: as single 

parallel plates fractures with single apertures; as rough fractures obtained from 

cores, where X-rays were used to transfer surface geometries’ data coordinates 

into software; and by using representative methods such as Discrete Fracture 

Network (DFN) which generate fracture geometries as network groups, where each 

fracture is a parallel plates fracture with single aperture height. Many of the studies 

used assumptions in their models, such as: smooth fractures with single apertures; 

rough fractures without matrix effects; fracture networks which consist of smooth 

fractures with single apertures without matrix effects; rough network fractures but 

with isotropic matrix properties or without inclusion of matrix; and fractures 

considered as sole fluid conductor, while the matrix is purely a fluid storage 

provider. Thus, there are many gaps in understanding and modelling fracture 

media flow. Models are required that have more options to mimic fractured media 

conditions, in order to obtain the best and most accurate results and avoid errors 

in flow calculations, and these are covered in the following chapters.   
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3 CFD Methodology 
 

3.1  Overview  

 

The summary of the literature review (section 2.8) highlighted the complexity of 

fractured media and the assumptions that were considered in the literature’s 

models. Therefore, to account for all these challenges of flow modelling in fractured 

media, it is mandatory to have a tool that is capable of accounting for as many 

variables as possible, and able to solve them. This makes it possible to get an 

approximate image of flow in fractured media, and to have improved and optimised 

flow calculations, minimising errors. With the current development of numerical 

modelling software, particularly in the last two decades, researchers have 

extensively used CFD to investigate flow in fractured media by using ANSYS CFD 

Fluent FVM. This has enabled the inclusion of many variables in one model to 

optimise the calculation results. ANSYS CFD Fluent FVM was used by many 

researchers of fractured media to validate their work experimentally and 

theoretically, such as: Suri et al. (2020); Karimzade et al. (2019); Chen et al. 

(2017); Liu, Li and Jiang (2016); Rasouli and Rasouli (2012); Hosseinian (2011); 

Rasouli and Hosseinian (2011); Sarkar, Toksöz and Burns (2011); Crandall, 

Ahmadi and Smith (2010); Crandall, Bromhal and Karpyn (2010); Crandall, 

Bromhal and Smith (2009); Koyama et al. (2009); Petchsingto and Karpyn (2009); 

Kulatilake et al. (2008); Petchsingto 2008; Nazridoust et al. (2006); Sarkar 

(2002); and Zimmerman and Yeo (2000). These pieces of research have confirmed 

that Ansys-FLUENT (FVM) is one of most efficient and powerful tools available to 

be used in fractured media calculations, due to many factors, such as: the ability 

to investigate and include complex variables; the ability to visualise flow and 

quantify velocity and pressure in fractures and the surrounding matrix; and that 

the Navier-Stokes equation gives a reasonable representation of laminar, 

Newtonian fluids, and complex passages of fracture models which are modelled as 

a series of narrow pipes or channels. Thus, in this research ANSYS CFD Fluent FVM 

was used as a tool to investigate fractured media models. This chapter highlights 

the ANSYS CFD Fluent FVM equations and parameters. As well, it delineates the 

previous models of fractured media with ANSYS CFD Fluent FVM and the limitations 
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in their work, then clarifies this study’s approach by combining ANSYS CFD Fluent 

FVM as a tool with the new models.  

 

3.2  Fracture Flow Modelling  

 

After reviewing previous works of fractured media in the literature, it has been 

observed that their works (experimental, numerical and analytical) have valuable 

outcomes for understanding flow in fractured media. However, these works have 

used assumptions in their modelling, as follows: 

 

1. Su et al. (2019); Chen et al. (2017); Zhou et al. (2016); Briggs, Karney and 

Sleep (2014); Zhang and Nemcik (2013); Qian et al. (2011); Petchsingto 

and Karpyn (2009); Petchsingto (2008); Piri and Karpyn (2007); 

Nazridoust, Ahmadi and Smith (2006); and Yamatomi et al. (2001) 

considered single rough fracture geometry, but assumed impermeable 

fracture surfaces (matrix flow from the media was excluded and no fluid 

transfer between matrix and fracture was assumed). 

2. Rasouli and Rasouli (2012); and Crandall, Ahmadi and Smith (2010) 

considered rough fractures with matrix flow effect (permeable fracture 

surfaces); however, only isotropic matrix properties were considered. 

3. Luo et al. (2018); Sarkar, Toksöz and Burns (2011); and Popov et al. (2009) 

considered parallel plates fractures with single aperture geometry without 

matrix flow effect (impermeable fracture surfaces). Luo et al. (2018) and 

Popov et al. (2009) considered matrix effect (permeable fracture surfaces); 

however, only isotropic matrix properties were considered. 

4. Hyman et al. (2015); and Sarkar, Toksöz and Burns (2004) considered 

fracture network geometry with smooth parallel plates fractures with 

impermeable fracture surfaces. While Luo, Tang and Zhou (2019); Ahmadi 

et al. (2018); Lu et al. (2017); and Popov et al. (2009) considered similar 

types of geometry, but with isotropic properties of matrix effect (permeable 

fracture surfaces). 

5. Zou, Jing and Cvetkovic (2017); and Liu, Li and Jiang (2016) considered 

fracture network geometry with rough fractures and impermeable fracture 

surfaces. While Yi and Xing (2018) considered rough fracture networks with 

matrix flow effect (permeable fracture surfaces) with isotropic matrix 

properties.  
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To understand the behaviour of flow in rough fractures (also known as real 

fractures) in subsurface layers of earth crust, it’s mandatory to compare these 

models’ set-up with the real flow conditions of subsurface layers. This makes it 

possible to get a conclusion of these models’ limitations, and highlight the required 

developments which were needed in order to build a model which increased flow 

understanding in these media. Thus, the main limitations that these studies had 

are:  

 

• Assumed impermeable fracture walls (no fluid transfer between matrix and 

fracture). However, Rasouli and Rasouli (2012); and Crandall, Ahmadi and 

Smith (2010) stressed that matrix flow has a big impact on fracture flow. 

• Assumed permeable fracture surfaces with isotropic permeability of 

surrounding matrix along the flow. However, fractured formations are highly 

anisotropic, and properties such as permeability and porosity vary from 

point to point in these formations (Sahimi 2011; Tiab and Donaldson 2004; 

Nelson 2001; Golf-Racht 1982; Saidi 1987). 

• Assumed single smooth parallel plates fractures with single apertures. 

However, fractures are constructed from rough stone surfaces with varied 

apertures (Sahimi 2011; Tiab and Donaldson 2004; Nelson 2001; Saidi 

1987; Golf-Racht 1982). As well, many researchers such as Rasouli and 

Rasouli (2012); Petchsingto and Karpyn (2009); Petchsingto (2008); Piri 

and Karpyn (2007); and Nazridoust, Ahmadi and Smith (2006) stressed that 

rough fractures have a key effect on pressure drop and flow in comparison 

with smooth parallel plates fractures with single apertures. 

• Assumed single horizontal fracture in fractured domain. However, fractures 

are highly heterogeneous and are distributed randomly in fractured 

formations, with varied types of connection degrees and angles among them 

(Nelson 2001; Golf-Racht 1982; Ruhland 1973). Moreover, many 

researchers such as Luo, Tang and Zhou (2019); Ahmadi et al. (2018); Yi 

and Xing (2018); Lu et al. (2017); Zou, Jing and Cvetkovic (2017); Liu, Li 

and Jiang (2016); and Popov et al. (2009) stressed the effect of fracture 

network on flow distribution in a fractured domain, in comparison with a 

single fracture effect. 

 

Therefore, based on these limitations of previous works in the literature, the 

outcomes of these pieces of research therefore don’t reflect many of the real 
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conditions of fractured media fluid flow. There are many gaps which needed to be 

covered in a model, in order to have a better calculation, understanding and 

accuracy, to optimise flow calculations in fractured media due to the highly 

anisotropic properties of fractured subsurface layers (Sahimi 2011; Tiab and 

Donaldson 2004; Nelson 2001; Saidi 1987; Golf-Racht 1982). Thus, the following 

points outline this work’s plan to cover a deeper vision of fluid flow in fractured 

media, such as: 

 

a) A parallel plates fracture was created with the surrounding matrix, 

considering fracture surfaces permeable with the matrix and impermeable, 

where the matrix permeability is considered isotropic and anisotropic. This 

kind of fracture geometry is a simplified geometry of fractures in subsurface 

layers, and is widely used due to the simplicity of modelling, enabling the 

summarizing of all fracture apertures in one single aperture to present the 

average of entire fracture apertures. 

b) A two-dimensional ANSYS CFD Fluent FVM rough fracture model was 

developed, based on models from literature, to validate the outcome of 

these study models. This work was achieved by re-modelling Nazridoust, 

Ahmadi and Smith (2006); and Crandall, Ahmadi and Smith (2010)’s 

models, then extending the investigation of the models to get a better 

understanding and vision of flow in fractured media, by considering a 

permeable fracture interface with anisotropic matrix properties surrounding 

the fracture along the flow.  

c) A two-dimensional ANSYS CFD Fluent FVM rough fractures network was 

developed. This work was achieved by re-modelling Nazridoust, Ahmadi and 

Smith (2006)’s single rough fracture and creating different fracture positions 

of network patterns from Yi and Xing (2018)’s model, for widening the 

expectations of fractures’ positions in the subsurface layer of fractured 

media. ANSYS CFD Fluent FVM was then used to observe the pressure, 

velocity and flow in the fractured media. This part is described in more detail 

in chapter six due to the importance of this effect. 

 

Based on this outline, ANSYS CFD Fluent FVM was employed in this work as the 

main tool to create these models, as it has the ability to solve the instantaneous 

equations that govern flow in fractured media, and the outcomes were observed.  
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3.3  Computational Fluid Dynamics - ANSYS CFD Fluent 

FVM Overview  

 

Computational fluid dynamics ANSYS CFD Fluent FVM is a numerical system 

(computer-based simulation) that involves solving problems that are associated 

with fluid motion. It is able to analyse complex fluid phenomena, such as heat 

transfer, fluid flow, and related phenomena. This technique is very powerful and 

has been applied and used by a wide range of industries due to many reasons, 

such as: cheap in cost in comparison with expensive experimental facilities to 

achieve accurate results; the results of simulations have been validated with 

experiments, proving the accuracy of ANSYS CFD Fluent FVM results; an essential 

reduction in time to get results in comparison with experiments; an ability to study 

new designs and areas that experimentally is so difficult to achieve, and likewise, 

the ability to study areas which are hazardous to investigate; and the ability to get 

wide ranges of results by changing the designs of the targeted goals (ANSYS, 

2013; Versteeg and Malalasekera 2007 p. 1). As stated in the previous section, 

ANSYS CFD Fluent FVM has been used in many studies and researches of fluid flow 

in fractured media and validated with experiments and theoreticals, and its validity 

and capability of visualising accurate calculations of fluid flow, velocity and 

pressure have been proven. Sarkar, Toksöz and Burns (2004) p. 16 stated that 

investigating fractured media flow by Computational Fluid Dynamics flow 

simulations is a most reliable method, and stressed further: in most cases, perhaps 

it’s the only reliable method to estimate hydraulic parameters of fractured media. 

Crandall, Ahmadi and Smith (2010); and Nazridoust, Ahmadi and Smith (2006) 

confirmed the importance of ANSYS CFD Fluent FVM in investigating fluid flow in 

fractured media, due to its efficiency and the reliability of observed results. 

Hosseinian (2011) stated that modelling a 2D fracture is very effective in 

demonstrating fracture properties’ effects on fluid flow in rough fractures. 

However, the difference with 2D models is that when fracture apertures are zero, 

then, fluids will stop flowing, whereas a 3D model will provide another path for 

fluids to flow. Rasouli and Hosseinian (2011) modelled rough fracture geometry 

(non-permeable fracture surfaces with matrix), in order to investigate (JRC) effects 

of synthesized rough fracture on flow. They used 2D- ANSYS CFD Fluent FVM 

models, and stressed that the main difference between 2D and 3D models is that 

2D models are important and give sufficient flow representations, but fluid flow in 
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narrow fractures should not be with zero value, as it will lead to no fluid flow with 

zero velocity if a fracture is closed. While, in 3D, fluid will take different paths in 

case apertures have zero value along the flow. Therefore, an assumption was 

considered that the minimum fracture apertures for a 2D model is not zero value 

at any point along the flow. Similar 2D models were considered in other studies, 

such as: Rasouli and Rasouli (2012); Sarkar, Toksöz and Burns (2011); Crandall, 

Ahmadi and Smith (2010); Koyama et al. (2009); Petchsingto and Karpyn (2009); 

Kulatilake et al. (2008); Petchsingto (2008); Nazridoust, Ahmadi and Smith 

(2006); Sarkar (2002); and Zimmerman and Yeo (2000), which each confirmed a 

similar approach in modeling 2D geometries of fractures.  

Karimzade et al. (2019) stated that Finite-Volume Method FVM was introduced in 

the previous decade as a powerful tool in CFD. It has good features that make it 

popular in CFD, such as high flexibility in the discretization method 

implementation, which will carry a physical domain directly without transformation 

between physical and computational coordinates systems. In other words, CFD 

FVM has the ability to model complex geometries without any necessity to transfer 

the coordinate system, and the discretization of conservation equations in finite 

volume (as some terms defined as fluxes), and the shared adjacent faces, will be 

conserved. This feature is the main reason which attracts engineers and 

researchers to use CFD FVM in modeling rough and complex fractures. However, 

there are some works which used Finite Element Method FEM, and had two main 

issues in complex flow. Firstly, it doesn’t guarantee conservation firmly, while 

physical laws of fluid flow rely on conservation laws. Secondly, there was a 

difficulty in coordinate transformations between physical and computational 

systems, due to the geometry complexity. In this research, the desired 

investigation was fluid flow in open fractures, with no flow obstruction at any point 

or any apertures with zero value aperture height. Thus, a 2D model in ANSYS CFD 

Fluent FVM was considered in all the models of this research. Figure 3.1 below 

illustrates the iterative loop of calculation procedure in ANSYS CFD Fluent FVM.  
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Figure 3.1 Iterative loop of calculations in ANSYS CFD Fluent FVM 

(adapted from Zabaleta 2007) 
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3.3.1  Governing equations   

 

All ANSYS CFD Fluent FVM packages, with all kinds and forms, are based on the 

fundamentals of governing equations, such as continuity and momentum. These 

represent the mathematical statements of physical principles that all fluid 

dynamics rely on, which are: Conservation of mass (fluid mass is conserved), and, 

Momentum conservation (second law of Newton “∑F (forces)=m (mass) x a (object 

acceleration)” - the rate of change of momentum equals forces summation of fluid 

particles). Flow of fractured porous media in this study’s conditions was assumed 

to be isothermal system, steady-state, and incompressible single-phase fluid 

(ANSYS 2013; Sarkar, Toksöz and Burns 2011 p. 3; Crandall, Ahmadi and Smith 

2010 p. 501; Versteeg and Malalasekera 2007 p. 2). Thus, the governing 

equations: first, mass conservation (continuity equation); with the assumptions of 

flow in this study, the continuity equation is as equation 3.1, transit terms effect 

is neglected. And second, the momentum of porous media was solved by using 

Navier-Stokes equation as equation 3.2, transit terms effect (unsteady 

acceleration) is neglected.   

 

∇ u ⃗⃗⃗  =  0               (3.1) 

 

ρ[ ∇ . (u⃗ u⃗ )] =  − ∇p +  μ ∇2 u⃗ + F          (3.2) 

 

Where: u⃗ = velocity, ∇p= pressure gradient, ρ= density, F= a source term of 

momentum related to surfaces (external) body force added to the momentum 

equation, which account for flow in porous media, and is represented by re-

arranged Darcy law as equation 3.3 below (ANSYS 2013; Sarkar, Toksöz and Burns 

2011 p. 3; Crandall, Ahmadi and Smith 2010 p. 501; Versteeg and Malalasekera 

2007 p. 2). 

 

  F = ∇p =  
μ

K
 u                     (3.3) 

 
Where: k= permeability  

 

Ansys (2011) p. 229-231 stated that specifying porous zones in ANSYS CFD Fluent 

FVM geometry models will empirically incorporate flow resistance determination, 

which builds in models of porous media that add momentum sink into governing 
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momentum equations. These models do have limitations and assumptions; for 

example, FLUENT by default uses superficial velocity in porous media zones, based 

on volumetric rate, to ensure continuity and velocity vectors across the entire 

domain. In general, this gives good representations of bulk pressure loss through 

a porous zone. Likewise, porosity is assumed isotropic; and ANSYS CFD Fluent FVM 

models’ thermal equilibrium between solids and fluids of porous zones and others, 

which are not covered in the scope of this research. Moreover, porous media can 

be modelled with ANSYS CFD Fluent FVM by adding a source term of momentum 

to the standard equations of fluid flow, as equation 3.4 below. This source term 

consists of two parts. The first part is Darcy’s loss term of viscosity (first part of 

the right-hand side in the equation 3.4), and the second part a term of inertia loss 

(second part of right-hand equation 3.4). The contribution of this momentum sink, 

for porous zone pressure gradient, creates a pressure drop which is proportional 

to the velocity of fluid. 

 

 Si = − [ ∑ Dij μ Vj + ∑ Cij  
1

2
 ρ |V| Vj 

3
j=1

3
j=1 ]                    (3.4) 

Where: Si= momentum equations source term for ith (x,y,z) Cartesian 

directions, |V|= velocity magnitude, (D and C)= proscribed matrices, μ = 

viscosity, ρ = fluid density    

 

For isotropic porous media, the source term is as equation 3.5. 

Si = − (
μ

k
 Vj + C2  

1

2
 ρ |V| Vj )                                 (3.5) 

Where: K= porous media permeability, C2= a factor of inertial resistance (1/k) 

 

When flow is laminar in porous media, the pressure drop is proportional to velocity; 

in this case, C2 will be considered zero, and the porous media model will be 

reduced to Darcy’s law as equation 3.6 below. In FLUENT, the pressure drop was 

computed in (x,y) Cartesian axis directions, then Darcy’s law is as equations 3.7 

and 3.8.   

 

∇p =  − (
μ

k
 V⃗⃗  )                                   (3.6) 

 

∆px = ∑  
μ

kxj
  Vj 

3
j=1 ∆nx                                  (3.7) 
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∆py = ∑  
μ

kyj
  Vj 

3
j=1 ∆ny                                  (3.8) 

Where: ∆nx, ∆ny= porous medium thicknesses in (x,y,z) Cartesian axis 

 

 

 

3.4  Boundary Conditions In ANSYS CFD Fluent FVM 

 

In any numerical model, boundaries can be defined as a domain bordered with 

surfaces which are closed, and possibly, with segments at infinity. These surfaces 

represent arbitrary mathematical surfaces. Fluid flow models are governed with 

partial differential balance equations, which describe extensive transport of 

quantities. These equations require information regarding a models’ materials 

(solids and fluids), flow rates in and out, velocities, pressures and etc. When this 

information is put together, a set of equations is solved for a range of required 

variables, which provides information of future fluid behaviour in any particular 

interest in a model. These equations of models have an infinite solution number; 

therefore, in order to study any particular case, it’s mandatory to provide adequate 

information for these models, such as: geometry data of where fluid flow takes 

place; a good description of the initial state of a model (initial conditions); and 

domain interaction description, with external surrounding environments and 

internal, known as “boundary conditions”. Boundary conditions reflect real 

conditions that are available for a problem, and it is vital that they are stated 

accurately, because different conditions lead to different results. Usually, these 

conditions are observed from the known external side of a model, which in general 

is available and in some cases is assumed, based on the approximated surrounding 

environment (Bear and Buchlin 1991 p. 78-79). Ansys (2011) p. 261; and Versteeg 

and Malalasekera (2007) p. 267 stated that all ANSYS CFD Fluent FVM models are 

defined based on terms of initial boundary conditions; therefore, it’s very 

important to specify these conditions correctly and understand their effect on a 

numerical model’s algorithm. In Finite Volume method FVM of ANSYS CFD Fluent, 

the most common boundary conditions are: inlet; outlet; wall; symmetry; interior; 

and other boundaries, which are out of this research interest. The boundaries of 

this research interest are highlighted briefly in the following sections, as well, these 

boundaries will be assigned and locations clarified in the models of this research 

in this chapter, under each model’s section.   
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3.4.1 Pressure inlet boundary conditions  

 

Boundary conditions of a pressure inlet are used to define fluid flow pressures at 

inlet boundaries of a model with other flow properties, which are suitable for 

compressible and incompressible fluids. Moreover, these conditions can be used 

when only inlet pressure is known, and other variables such as inlet velocity or 

inlet flow rate are not known (Ansys 2011 pp. 267, 270; Versteeg and Malalasekera 

2007 p. 68). At the pressure inlet dialog box, much information is required to be 

logged-in, such as whether static or total pressure, fluid phases, flow direction and 

etc. 

3.4.2 Pressure outlet boundary conditions  

 

The boundary conditions of pressure outlet are used in conjunction with inlet 

boundaries; if the outlet location is selected far away from the inlet, and the 

distance between them allows fully developed flow with no flow direction changing, 

then that surface can be chosen as outlet and all variables can be stated. Generally, 

outlet surfaces are predicted based on flow direction, and are perpendicular on 

flow (Ansys 2013 p. 487; Ansys 2011 p. 294; Versteeg and Malalasekera 2007 pp. 

271-273).  

 

3.4.3 Wall boundary conditions  

 

The wall boundary is the most common boundary which is usually encountered in 

confined domains’ fluid flow problems. Considered solid walls and parallel to flow, 

then, at these walls there are two velocities, which are: component of u-velocity 

(parallel to walls) and component of v-velocity (perpendicular on walls). For solid 

wall boundaries with no slip conditions, it’s appropriate to consider velocity 

components with (u=v=0), which means cells adjacent to walls are set with zero 

velocities in both directions of velocity components.  In ANSYS CFD Fluent FVM, 

walls conditions were used to bound regions of solids and fluids and viscous flows, 

which by default enforces no-slip walls. As well, other variables can be specified, 

such as tangential velocity, slip walls by specifying shear and etc. As well, there 
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are many inputs which can be specified, based on walls conditions and the desired 

outcome of a model (Ansys 2013 pp. 45, 67, 90; Ansys 2011 pp. 313-316).  

 

3.4.4 Symmetry boundary conditions  

 

When the geometry of a physical model has patterns of expected flow solutions 

which are mirrored symmetry, then, applying this model into ANSYS CFD Fluent 

FVM offers an option of using symmetry boundary conditions. Using this boundary 

reduces the extension of the ANSYS CFD Fluent FVM model to a subsection of 

symmetric boundaries of an overall physical system. The benefit of this reduced 

mirrored model extension is to have a smaller geometry model which can provide 

the same desired results, whilst saving cost: first, through less simulation time by 

having a lower mesh cells number; and second, less cost by using a lower 

specification of computer. One of the most critical points of using symmetry 

boundary is to determine the location correctly which matches with the reality of 

a physical model’s setups and conditions; similar to other boundaries, this is 

required to be defined correctly and with roles understood. By enabling the 

symmetry boundary, there is no need to define any other inputs. By default, this 

boundary considers: first, flow will not cross it; second, scalar flux will not cross 

it; third, at the symmetry boundary, normal velocities will be set to zero; and 

fourth, all other properties’ values outside the (domain) symmetry boundary will 

be equal to the nearest nodes’ values, that are adjacent to the symmetry boundary 

but from the domain side (inside domain). Thus, based on these conditions, the 

symmetry boundary of FLUENT assumes zero flux quantity, no diffusion of flux, 

and all normal gradients of flow variables are set with zero at the plane of 

symmetry. (Ansys 2013 p. 167; Ansys 2011 pp. 334-336; Versteeg and 

Malalasekera 2007 p. 280). 

 

3.4.5 Interior (face) boundary conditions  

  

An interior face is a double-sided face which can be used to separate two zones or 

regions with different properties and conditions, with shared internal boundaries, 

where all cells are contained in a single model. By separating the cells into two 

distinct zones, it provides more options to mimic real physical models into ANSYS 

CFD Fluent FVM, as figure 3.2 below. By assigning interior face boundary for any 
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internal surfaces in the geometry model, the properties of the interior face are 

applied by default, and do not need any inputs to be added. An interior face 

boundary lies on the partition line, and has two neighbouring adjacent cells of 

mesh.  Therefore, it does not have any finite thickness and can be applied only in 

internal boundary zones. Moreover, interior face conditions allow: first, fluid 

particle movement among internal domain zones in a model; second, the effects 

of pressure and velocity of fluids on adjacent zones; and third, when fluids are 

entirely inside any particular zone, then, the fluid will be affected by the assigned 

conditions of that zone. Therefore, it’s much appreciated in modelling physical 

cases such as porous zones and radiators. The mechanism of interior face in ANSYS 

CFD Fluent FVM functions by macro vectors that connect between the centres of 

cells and entire cells’ vectors. These macros will return information that will be 

used in first, evaluating face value scalars, and second, diffusive fluxes of scalars 

across boundaries of cells. These macros can be clarified in equations 3.9 and 3.10 

and figures 3.2 and 3.2 below. In equation 3.10, the first right hand term 

represents primary gradient which will be directed along the vector, while the 

second right hand term represents the cross diffusion. To avoid confusion, it’s good 

to note the difference between interior zones and interior faces. An interior zone 

is a zone of entire FLUENT internal domain after being exported into FLUENT-

solution stage. However, if there are many zones, based on the domain type of a 

model, then the entire internal zones of a model will be considered as an internal 

zone (Ansys 2013 p. 160; Ansys UDF Manual, 2013 p. 232, 233, 234, 418, 433; 

Ansys 2011 pp. 94, 191, 211-212, 214, 640, 1126-1127, 1966, 1977, 2351, 

2358). 

 

∅𝑓 =  ∅0 + ∇∅. 𝑑𝑟⃗⃗⃗⃗                                                                    (3.9) 

 

Df =  Γf  
(∅1−∅0)

ds
 
A⃗⃗  .A⃗⃗  

A⃗⃗  .es⃗⃗⃗⃗ 
+ Γf  [∇∅ . A⃗⃗ −  ∇∅ . es⃗⃗  ⃗   

A⃗⃗  .A⃗⃗  

A⃗⃗  .es⃗⃗⃗⃗ 
]                              (3.10) 

(Ansys UDF Manual, 2013 p.233) 

Where: ∅f= gradient scalar of cell face, ∅0 = gradient scalar of cell centroid, dr⃗⃗⃗⃗ = 

vector connects between centroid and face of a cell, Df= diffusive flux across face 

(f), Γf= diffusion coefficient at cell face,  A⃗⃗ = face’s area of normal vector between 

adjacent cells, ds= distance between cells centroids, es⃗⃗  ⃗= unit normal vector 

between cells’ centroids,  ∇∅= average gradient of two adjacent cells. 
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Figure 3.2 Two separated zones with an interior double-sided face (green colour)  

- interior face was thickened in drawing for clarification 

 (adapted from Ansys 2011 p. 191) 

 

 

Figure 3.3 Clarifies adjacent cells at the Interior face boundary in ANSYS CFD 

Fluent FVM, and zoom on cell’s gradient scalar with vectors of cell centroid and 

cell face 

(adapted from Ansys UDF Manual, 2013 p.234, 418)  

     

 

3.5  Modelling Fractured Media Using ANSYS CFD Fluent 

FVM 

 

The ultimate goal of the numerical model is to have a better vision of fluid flow 

inside fractured media. aids a pragmatic approach that will help with 

understanding flow behaviour and the properties of fluid transportation in naturally 

fractured media. Thus, as was highlighted in section 3.2, the gaps and the required 

steps to investigate these gaps were studied. First, parallel plates fractures were 

studied; secondly, rough fracture (parallel plates fractures with varied apertures 
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from rough fracture lab core coordinates); thirdly, comparisons between the two 

case scenarios were made (presented in chapter four); fourthly, fracture friction 

factor was investigated from these models (presented in chapter five); and lastly 

fracture network model details were considered (presented in chapter six). It’s 

good to note that ANSYS CFD Fluent FVM models of rough and parallel plates 

fractures are clarified in the following sections, and then the following chapters 

present the results and discussions of these numerical models.  

 

3.5.1 Parallel plates fracture  

 

A parallel plates fracture model with a single fracture height has been used widely 

in describing fractures of fractured media, and has been reported in many studies 

in literature (Dietrich et al. 2005; Tiab and Donaldson 2004; Warren and Root 

1963); the reason it has been used widely is due to the simplicity of flow 

calculations and descriptions in fractured media. This method is based on the 

evaluation of fracture cross-sections that change along the flow path, by taking 

the average height of fracture cross-sections, and using the average value of 

fracture heights as a single fracture height with two parallel plates. The total 

fracture connectivity will be a parallel plates fracture with only one height; figures 

3.4 and 3.5 demonstrate this model. Thus, to prove the validity and applicability 

of this kind of geometry that conceptualizes fractures of fractured media, a parallel 

plates model was needed to investigate the flow and interaction with the 

surrounding matrix. This was a model that could be compared with other models 

that were more complex, which made it possible to: first, understand this method’s 

applicability as a simplified model; and second, clarify the effect of more complex 

geometries that have closer similarities to fractured media in real subsurface 

layers. 

 

 

Figure 3.4 Concept of going from rough fracture in nature to parallel plates 

fracture with single aperture 

 (adapted from Dietrich et al. 2005) 
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Figure 3.5 Fracture cross-section variations  

1. True and rough conceptualized fracture models. 2. Zoom on rough 

conceptualized fracture part, which clarfy the average Area of fracture cross-

sections with rough fracture (parallel plate geometry with varied apertures)  

(Adapted from Tiab and Donaldson 2004)  

 

3.5.1.1 Parallel plates fracture geometry  

ANSYS CFD Fluent FVM DesignModeler was used to draw the geometry. The task 

was to create the fracture geometry (2D) in the middle of the matrix domain with 

a square shape (10.15x10.15) cm. To achieve this task by FLUENT DesignModeler, 

first, the matrix domain was drawn with (10.15x10.15) cm. Then, a parallel plates 

fracture was created with a single height (Hf), which was similar to the average 

value of fracture apertures of Nazridoust, Ahmadi and Smith (2006)’s fracture (D), 

which was (581) micometre. The reason for considering this fracture aperture 

average value was because the same fracture has been considered in the following 

sections of this chapter, and it represented the rough fracture, or fracture with 

varied apertures along with the flow of fracture. Figure 3.5A below clarifies the 

parallel plates geometry.  

 

3.5.1.2 Meshing the geometry 

Two main operations of pre-processing were accomplished: first, the geometry 

was meshed; and second, the geometry boundary conditions were named. The 

meshing process can be defined as the discretisation of the geometry with suitable 

grids or cells, so that the ANSYS CFD Fluent FVM equations can be read among 

other surrounding cells in order to interpret the phenomena in that particular 

section. These cells, or grids of mesh, were constructed from a matrix of elements, 

which were constructed from a series of connecting flat surfaces with varied 
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shapes, such as: squares, rectangles, triangles, tetrahedrons, hexahedrons and 

polyhedrons. These shapes could be constructed based on geometry shapes, 

whether regular or irregular shapes (ANSYS 2013). As the geometry was a regular 

geometry with straight lines, therefore the mesh that was used in the ANSYS 

DesignModeler (pre-processing) was an automatic mesh with element size type, 

and quadrilateral based. The geometry was divided into three zones: fracture; 

matrix around fracture (more than 10 times the fracture aperture height in each 

direction - above and below the fracture - to capture the interaction between 

fracture and matrix); and the rest of matrix media. Each zone was assigned with 

different cell numbers based on the priorities, and, as stated that (due to the large 

discrepancy between the properties of the matrix and the fracture) large gradients 

occur in the vicinity of the fracture-matrix interface (Dietrich et al. 2005 p. 42), to 

get a numerical accuracy, the model’s mesh needed a high degree of refinement 

in these areas (Rasouli and Rasouli 2012 p. 4; Dietrich et al. 2005). In this model, 

the fracture and the matrix surrounding the fracture had the highest priority and 

were assigned with finer mesh than the rest of matrix, in order to get the best 

results possible of interaction between fracture and matrix. Thus, the size of each 

cell in different zones were: Zone (A), the far matrix zone, was assigned with (120) 

micrometre size; while, Zone (C) the fracture zone and Zone (B) the matrix 

surrounding fracture, both had the highest priorities and were assigned with (12) 

micrometre size per mesh cell: Figure 3.6C clarifies the domain zones. The total 

number of mesh cells for the entire domain was more than one million and six 

hundred and fifty-six thousand (1656468) cells. Figure 3.6D and Table 3.1 clarify 

mesh cells’ quality and cells number. In addition, grid sensitivity analysis was 

carried out in the following chapter in section 4.2.1, which clarifies the reason 

behind selecting this cells number for the mesh.  

 

After the meshing was completed, the boundary conditions were named and 

assigned for the domain, as follows. The inlet was set to be “pressure inlet” instead 

of velocity inlet; this was to mimic the real conditions in subsurface layers in the 

earth’s crust, and to represent pressure as the main drive mechanism of fluids in 

fractured porous media; the flow was in X-direction, parallel to the fracture 

domain. The domain outlet was set to be “pressure outlet” and kept with zero 

value, to allow pressure to build inside the domain between the inlet and the outlet. 

The upper and lower boundaries of the matrix edges were set to be symmetrical 

boundary, to mimic the conditions of a matrix continuously outstretching in Y-

direction beyond matrix edges; this was because, generally in ANSYS CFD Fluent 
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FVM, the main effect of the fracture on the surrounding matrix is approximately 

10 times that of the fracture aperture, and more matrix area in the model is not 

required to be added to the model to observe further matrix effects (Hussain 2016; 

ANSYS 2013; ANSYS 2011). The matrix and the fracture were set up as interior 

zones domains. The fracture surfaces were set up as “Walls boundary”, when the 

aim was to investigate a fracture that was not interacting with matrix (as in some 

cases), and as “Interior face boundary” when the effect of fracture interaction with 

matrix was investigated (in most of the cases). This was because the “Interiors 

face” set-up allowed the interaction between the fracture domain and the matrix 

domain, so fluid particles could pass between these two domains; Figure 3.6B 

below clarifies the domain boundaries and interior zone names. At this stage, the 

mesh was completed and the domain was ready to be transferred into post-

processing stage ANSYS CFD Fluent FVM. 

 

 

Table 3.1 Mesh cells statistics 

 

 

 

 
 

  Cells    Faces    Nodes   Partitions
1656468 3315740 1659273 4
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Figure 3.6 parallel plates fracture with single aperture by ANSYS CFD Fluent FVM 

DesignModeler    

A. geometry of parallel plates fracture with surrounding matrix (the matrix is 

grey, the fracture is green), B. domain boundary conditions, C. zones for the 

meshing process, and D. section of the fracture mesh, clarifying the three zones 

of mesh cells’ density  

 

3.5.1.3 Simulation set up of parallel plates fracture 

At this stage, many processes needed to be completed, which were: the physics 

set-up of the model was assigned; the fluid type was chosen; the values and types 

of the boundary conditions were assigned; the simulation iterations residuals were 

selected; and the simulations were started. The model conditions that were 

considered were a viscous, laminar, single-phase fluid model, because the targeted 

goals of this research were to focus on laminar flow in fractured porous media. 

This is due to the low Reynolds number of flows in fractured media that were 

reported in the literature. In addition, this enabled a comparison with previous 

studies’ results. Water was considered as the fluid flow in the fracture and the 

matrix. The properties of the water were: density 998.2 kg/m3, viscosity 0.001003 
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kg/m.s, and chemical formula H2O. The model was divided into two main geometry 

zones (fracture and matrix) and each zone had different conditions: the fracture 

zone was considered as an open channel and doesn’t need further specific details, 

while the matrix zone was considered a porous zone surrounding the open fracture. 

The fluid in both zones was considered as water. A porous zone is a permeable 

medium, and many properties had to be assigned here. Matrix permeability: 

different permeabilities were considered (as clarified in chapter four of each 

model), this can be different for each flow direction X and Y in the case of 

(Anisotropic permeability), or the same for X and Y directions in the case of 

(Isotropic permeability). Matrix porosity: this was considered 20 % in these 

models. Different pressure inlet values were considered for both zones, fracture 

and matrix, such as (5, 100, 1000, 2000) Pa, and zero pressure value at the outlet 

for both zones too; this will result the flow in X-direction and is parallel to the 

fracture domain. Just to clarify here, these conditions were created to be similar 

to the conditions of the Crandall, Ahmadi and Smith (2010) model, which enabled 

the comparison of this model’s results with their results. The momentum equation 

in this solution used “Simple scheme” second-order upwind, and for pressure 

“second-order” (Ansys 2013 p. 160; Ansys UDF Manual 2013 p.234, 418; Ansys 

2011 pp. 94, 191, 211-212, 214, 640, 1126-1127, 1966, 1977, 2351, 2358). All 

the results and discussions of this model are clarified in Chapter Four of this 

research.   

 

 

3.5.2  Rough Fracture - parallel plates fractures with 

varied aperture heights (regeneration Crandall, Ahmadi 

and Smith (2010)’s model)  

Rough fracture geometry, most of the time, is simplified with a parallel plates 

fracture, due to the difficulties of flow calculations, and of creating a geometry 

which has accurate details of fracture geometry that can be used in the numerical 

simulations. However, the simplification of the parallel plates fracture with one 

fracture aperture height does not represent the reality of flow conditions in 

fractured subsurface layers of earth crust. Therefore, as highlighted in Chapter 

Two (literature), some researchers and industry experts have used rough fractures 

that have varied fracture heights along the flow, to approximate or mimic real flow 

conditions, to optimise the outcome results of flow calculations in fractured media. 

These kinds of fractures are called different names within the literature, such as: 
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parallel plates with varied fracture aperture height; real fracture conditions; 

fracture with local paralleled plates; or rough fractures. It’s good to note here that 

this kind of fracture still doesn’t represent the full vision of flow in a rough fracture, 

but it does approximate flow conditions in varied fracture apertures. This enables 

better accuracy of flow calculations because of the following: first, flow suffers 

from changing pressure and velocity along fracture’s flow, so this flow calculation 

will reflect better understating of interaction between fracture and surrounding 

matrix; and secondly, vortices are initiated inside a fracture due to the changing 

of fracture apertures, which reduce fracture flow contributions, as a percentage of 

flow will not contribute to main bulk fracture’s flow (as well, vortices affect the 

mechanism of imbibition between the fracture and the matrix and vice versa). 

Thus, to create a model of a rough fracture, it was essential to consider one of the 

models that had been created in the previous literature, so that this research could 

validate the new models. Therefore, in this work, the rough fracture geometry that 

was generated was a parallel plate with varied fracture apertures height. This 

fracture was generated from a rough fracture by using an x-ray method, and 

transferred into parallel plates fractures with high-resolution CT scan imaging with 

voxel 240 microns by Piri and Karpyn (2007). As well, Nazridoust, Ahmadi and 

Smith (2006); and Crandall, Ahmadi and Smith (2010) used the geometry of the 

same fracture for their models. Thus, in this work, one of the fractures that was 

considered in Nazridoust, Ahmadi and Smith (2006); and Crandall, Ahmadi and 

Smith (2010)’s papers was used, and the methods explained below. This model 

was a core scale model, which reflects flow in a sample of fracture media. Glover 

and Hayashi (1997) clarified that modeling a fracture with a centimeter scale can 

be applied to a field scale flow calculation with 100m scale. 

  

3.5.2.1 Geometry of rough fracture  

The rough fracture geometry that was created in the modelling of this research 

was based on one of the fracture images chosen from the Nazridoust, Ahmadi and 

Smith (2006)’s paper, which is the same as in Crandall, Ahmadi and Smith (2010)’s 

paper. This fracture is fracture (d) in Nazridoust, Ahmadi and Smith (2006)’s 

paper, (figure 2 p 318); Figure 3.7 below clarifies it. All the steps of recreating this 

fracture and validations are clarified in Appendix 1. After completing the statistical 

features of fracture apertures of this fracture, and being assured that the fracture 

had the same fracture properties of Nazridoust, Ahmadi and Smith (2006)’s 

fractures, ANSYS CFD Fluent FVM DesignModeler was next used to draw the 
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geometry. The goal was to draw the fracture geometry in the middle of the matrix 

domain, with a square shape sized (10.15x10.15) cm, which was similar to 

Nazridoust, Ahmadi and Smith (2006)’s fracture profile and Crandall, Ahmadi and 

Smith (2010) fracture’s domain with surrounding matrix, and to achieve this task 

by FLUENT DesignModeler. First, the matrix domain was drawn with a size of 

(10.15x10.15) cm, then, the fracture coordinates were imported into the design 

module of FLUENT and fracture surfaces were drawn, as clarified in Appendix 1. 

Figure 3.8 below clarifies the final geometry shape. 

 

 

Figure 3.7 Rough fracture, fracture (d) from Nazridoust, Ahmadi and Smith 

(2006)’s paper, figure 2 p. 318 

(permission for academic reuse from Elsevier Number: 4755041107899) 

 

 

Figure 3.8 The final geometry of the rough fracture inside the matrix domain (the 

matrix is grey, the fracture is green) 

 

3.5.2.2 Meshing rough fractured media geometry  

Meshing was a very important stage and special care was mandatory; this was 

particularly true when the geometry had irregular shapes, as if the mesh was not 

good, then this would affect the accuracy of the simulation’s results (ANSYS 2013; 

Sarkar, Toksöz and Burns 2011 p. 3; Versteeg and Malalasekera 2007 p. 3; 

Zabaleta 2007). In this stage, two main operations of pre-processing were 

achieved: first, the geometry was meshed; and second, the geometry boundary 

conditions were assigned and named. Similarly, as the section 3.5.1.2, the 
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geometry of this model was divided into three sections: the fracture, the matrix 

around the fracture and the rest of the matrix media. Each section was assigned 

with different sizes of cells based on the priorities; the fracture and the matrix 

surrounding the fracture were assigned with finer mesh than the rest of matrix, in 

order to have the best results possible of interaction between fracture and matrix, 

Figure 3.9C clarifies it. As well, efficient and limited numbers of cells of the domain 

were used in order to reduce the time consumptions of the simulation. Thus, Zone 

A, the far matrix zone, was assigned with 72 micrometre size of each cell. Zone B, 

the fracture zone, which had the highest priority, was assigned with 12 micrometre 

size, and Zone C, the matrix near the fracture (2nd highest priority after the 

fracture) was assigned with 24 micrometre size. The total mesh cells number of 

the entire domain was more than four million and ten thousand cells. Sarkar, 

Toksöz and Burns (2011) p. 13 stressed that automatic mesh shapes consider 

different shapes in different locations during meshing irregular geometry shapes 

models, such as quadrilateral and triangular mesh elements; the reason for that 

is to keep the mesh’s skewness at minimum level, and it does not lead to adverse 

effects on fluid flow simulation convergence. Chapter four-section 4.3.1 presents 

the grid sensitivity analysis, and clarifies the reason why we have chosen this 

number of cells. Figure 3.9D and Table 3.2 below clarify the final mesh of the 

domain. After the meshing was completed, the boundary conditions of the domain 

were named, similarly, as the section 3.5.1.2, which were: inlet; outlet; interior 

fracture; interior matrix with three sections; top and bottom fracture surfaces 

domain; and symmetry edges of the matrix. Figures 3.9A and 3.9B below present 

rough fracture geometry and the domain names. At this stage, the mesh was 

completed and the domain was ready to be transferred into post-processing stage 

in FLUENT solver, version 18.1.  

 

Table 3.2 Mesh cells statistics 

 
 

 

 

 

 

 

 Cells No.    Faces   Nodes    Partitions

4011566 7288318 3276753 4
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Figure 3.9 Rough fracture model by ANSYS CFD Fluent FVM DesignModeler 

A. geometry of rough with surrounding matrix (the matrix is grey, the fracture is 

green), B. domain boundary conditions, C. zones for the meshing process, and D. 

section of the fracture mesh, clarifying the three zones of mesh cells’ density 

 

3.5.2.3 Simulations set up of rough fracture 

Similar set-ups were considered as the parallel plates fracture with single aperture 

in section (3.5.1.3). All the results and discussions of this model are clarified in 

Chapter Four of this research.   
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4 Solution Procedure, Validation 

And Results Of Parallel Plates 

And Rough Fractures 
 

4.1  Overview  

 

In this chapter, the simulations results by using ANSYS CFD Fluent FVM of two 

types of fractures: parallel plates fracture with single aperture; and rough fracture 

(also known as real fracture) are presented with validations. As well, comparisons 

among different boundary conditions of the same fracture type and with another 

type were conducted. Grid sensitivity analysis (mesh independence study) of the 

two fracture types were performed and are presented here. Figure 4.1 below 

clarifies the structure of this chapter. The details of ANSYS CFD Fluent FVM models 

of these two fractures types are described in Chapter 3.  
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Figure 4.1 Diagram clarifying the structure of the models’ results, validations, and comparisons among models in this chapter 
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4.2  Parallel Plates Fracture Simulations, Results 

extraction method and validations  

 

Chapter 3, Section 3.51 clarified the details of the parallel plates fracture model in 

ANSYS CFD Fluent FVM. One of the main changings among these models was the 

boundary conditions of fracture surfaces. The fracture surfaces were set as “Walls 

boundary” when the investigation required the fracture to not be permeable with 

the matrix, and “Interior face boundary” when the investigation required the 

fracture to be permeable and interact with the matrix. In each simulation, result 

calculations were observed, such as: pressure drop vs. flow rate inside fracture; 

fracture flow; % fracture flow vs. matrix flow; and friction factor vs. Reynolds 

number (this topic will be covered in Chapter 5). For the case where the fracture 

surfaces were set as “Interior face boundary”, calculations were observed, and 

considered isotropic and anisotropic permeability of the matrix domain. The same 

calculations were observed and compared between isotropic and anisotropic, to 

investigate the effects of the anisotropic permeability on fracture flow. 

 

To extract the results from the ANSYS CFD Fluent FVM model simulations, two 

separate lines were created at the same location, which were near the exit of the 

domain just before the outlet, to find the velocity profiles: first, inside the fracture 

only of 581 micorometre at (X, Y) Cartesian coordinates (0.1, 0.05043) (0.1, 

0.05107) m; and second, inside the matrix only at coordinates outside the fracture 

in the above and below the fracture. Figures 4.2 and 4.5 below illustrate the 

locations of these lines, and figures 4.3 and 4.5 give examples of the extracted 

velocity profiles on these lines. At each line, X-velocity values were observed at 

each point, and each point reflected a reading value of a mesh cell on that line. 

Then, the average velocity value of the entire points of each line was taken, 

separately for fracture and matrix. In this model, for fracture reading line only 

there were 54 points, and for matrix reading line only there were 1910 points. As 

well, it’s good to clarify that the point numbers were based on the mesh density 

of the model, and could be changed if the model had a higher or lower number of 

mesh cells. From these average velocities, the flow rates were calculated inside 

the fracture and the matrix. The details of the fracture flow rate were as equation 

4.1; similarly, the matrix flow rate as equation 4.2 below. The flows summation of 

a fracture and matrix domain will result in the total flow of the entire fractured 

domain, as equation 4.3.   
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QFracture = AFracture × VFracture          (4.1) 

 

QMatrix = A Matrix × VMatrix          (4.2) 

 

QTotal = QMatrix + QFracture          (4.3) 

 

Where: AFracture = fracture aperture height as one dimension instead of two 

dimensions section; the reason is due to very long depth in Z-Cartesian 

coordinates of fractured media domain in comparison with fracture aperture 

height, most of the calculation considering it as a one direction (Dietrich et al. 

2005; Tiab and Donaldson 2004; Golf-Racht 1982 p. 38). 

VFracture  = average value of velocity profile in that particular fracture’s section 

only. 

QFracture = fracture’s flow rate (usually in fractured media can be described m2/s 

or mm2/s, instead of m3/s or mm3/s, due to fracture section area considered as 

one-unit length of fracture aperture). A Matrix = Matrix section length as one 

dimension, VMatrix = average value of velocity profile in that particular matrix’s 

section, and QMatrix= Matrix’s flow rate and can be described as m2/s or mm2/s 

similar as fracture. QTotal= Total flow of the entire fractured domain flow.  

 

Figure 4.2 Surface line inside the fracture only, to read X-velocity values (green 

colour is matrix, and blue colour fracture) 
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Figure 4.3 X-velocity values, inside fracture only, on the fracture reading line for 

pressure 1000 Pa, fracture surfaces interacting with matrix (interior face 

boundary) with isotropic matrix (Kx=Ky= 2000 mD) 

   

 

Figure 4.4 Surface line inside the matrix only, to read X-velocity values (green 

colour is matrix, and blue colour fracture) 

 

 
Figure 4.5 X-velocity values inside matrix only, on the matrix reading lines for 

pressure 1000 Pa, fracture surfaces interacting with matrix (interior face 

boundary), with isotropic matrix (Kx=Ky= 2000 mD) 
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4.2.1  Grid sensitivity analysis   

 

As mentioned in meshing the geometry (Chapter 3 Section 3.5.1.2), which clarified 

the mesh quality and the cells number of the domain (more than 1.65 million cells), 

it was vital to investigate the cells number effect of the domain on the simulations’ 

results (ANSYS 2013; Sarkar, Toksöz and Burns 2011 p. 3; Versteeg and 

Malalasekera 2007 p. 3; Zabaleta 2007). This was done by comparing the average 

velocity values for the same section inside the fracture with different cells numbers 

to be sure that the ANSYS CFD Fluent FVM model had accurate values with the 

optimised value of mesh cells number. Thus, the same geometry was meshed with 

three meshes: first, above 1.65 million cells; second, above 1.86 million cells; and 

third, above 2.175 million cells. All these models were simulated with the same 

boundary conditions, ie.: 1000 pa pressure inlet, isotropic matrix permeability 

(Kx=Ky=2000 mD) with 20% porosity, and fracture surfaces boundary considered 

permeable interior faces; this means they were permeable with the matrix and the 

flow could move between the fracture and the matrix and vice versa. The average 

velocity values were calculated from converged solutions. Then, the same surface 

line located inside the fracture was created, with fracture aperture 581 micrometre 

just before the fracture outlet at X, Y coordinates of the reading line (0.1,0.05043) 

(0.1,0.05107) in all models, to read X-Velocity values, as Figure 4.2 above. Table 

4.1 clarifies the meshes’ details with the average velocity values inside the fracture 

of each model, and Figure 4.6 clarifies the velocity profiles of the models with three 

different meshes.  

As can be seen in the simulations’ results in table 4.1, the velocity profiles among 

these three meshes remained the same, and the average velocity values had less 

than 1.5% deviation between first and third meshes. The increase in the mesh did 

not reflect any significant increase or decrease in the average velocity of the 

fracture. Therefore, the first mesh was selected to be used in the ANSYS CFD 

Fluent FVM simulations of this model. The reasons for this were: first, increasing 

the mesh number had no significant change in simulation readings, with less than 

1.5% deviation; and secondly, using a higher cell number would have required 

more time to compute simulations (approximately twice the time) without any 

significant effect on the results’ accuracy, and accordingly, would have led to more 

delay in obtaining the results. 
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Table 4.1 ANSYS CFD Fluent FVM model’s mesh details with the average velocity 

values of the sections inside the parallel plates fracture models 

 

 

Figure 4.6 X-velocity profiles inside fracture 581-micrometre 1000 Pa with three 

meshes  

 

4.2.2 Validation of parallel plates fracture model  

To validate the parallel plates fracture ANSYS CFD Fluent FVM models of this thesis, 

with one fracture aperture height, mathematical theories of velocity and flow 

between two parallel plates were used as clarified in Chapter 2 Section 2.5.1; 

particularly, for the velocity profile and flow as equations 2.21 and 2.22 

respectively. However, fracture surfaces were considered as impermeable “wall 

boundary” and matrix permeability Kx and Ky=0.2 mD, but with no effect of matrix 

permeability on fracture flow as the fracture surfaces boundary was impermeable 

(no fracture/matrix interaction). This meant no flow between the fracture and the 

matrix, so that the ANSYS CFD Fluent FVM results could be compared with the 

equation results (Briggs, Karney and Sleep 2014 pp. 538-539; White 2011 p. 269; 

Douglas et al. 2005 p. 326; Eskinazi 1968 pp. 378, 382).  To be able to use 

equations 2.21 and 2.22, it was essential to check that the vertical reading line 

section, was in a region with fully developed flow, which was located inside the 

fracture in (X, Y) coordinates (0.1, 0.05043) (0.1, 0.05107), Therefore, a reading 

line in the centre of the fracture along the flow was created to check X-Velocity 

values along the fracture’s centre; Figure 4.7 clarifies the location of the reading 

line in the centre fracture longitudinally. The ANSYS CFD Fluent FVM model was 

simulated under two pressures inlets: first, 100 Pascal; and second, 2000 Pascal, 

CFD models 

Meshes
 Cells No.    Faces   Nodes    Partitions

Average Velocity of 

the section (m/s)

First Mesh 1656468 3315740 1659273 4 0.286

Second Mesh 1864584 3732218 1867635 4 0.289

Third Mesh 2175066 4353549 2178484 4 0.290
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to investigate how far from the inlet the flow would be fully developed along the 

fracture length, by observing the X-Velocity values along the fracture’s centre. The 

outcome was that at 100 pa pressure inlet, the flow was developed near the inlet 

at approximately (0.0025) m, while with 2000 pa pressure inlet the flow was 

developed slightly further from the inlet at (0.01) m, which was still relatively near 

to the inlet as well. Thus, the vertical reading line section that was inside the 

fracture in (X, Y) coordinates (0.1, 0.05043) (0.1, 0.05107) was clearly located in 

a fully developed flow region within the fracture, and was suitable for comparing 

the X-velocity values with the values of the equations. Figure 4.8 below illustrates 

the X-velocity values at fracture’s centre with the two pressure inlets. 

 

To validate the parallel plates fracture ANSYS CFD Fluent FVM model of this 

research, comparisons were made between ANSYS CFD Fluent FVM values of the 

velocity profile, the flow values and the theory equations 2.21 of velocity and 2.22 

of flow with four pressure drops, which were (5, 100, 1000, 2000) Pa, using the 

same boundary conditions, ie. impermeable wall boundary and fully developed 

flow. The average difference value (ADV) of each model was calculated for four 

pressure drops between the ANSYS CFD Fluent FVM models and theory equations, 

as equation 4.4. 

The outcome of the comparison between the velocity profile of equation 2.21 and 

the ANSYS CFD Fluent FVM parallel plates fracture model was that ADV was only 

3%; Figure 4.9A below clarifies this. As well, the comparison of flow values of the 

ANSYS CFD Fluent FVM model were in good agreement with the flow equation 

values, with ADV value of 4% only; Figure 4.9B below illustrates this comparison. 

From both comparisons of the two theory equations and the ANSYS CFD Fluent 

FVM values of parallel plate fracture, it was proved that this model was in good 

agreement with these mathematical theories of velocity profiles and flow. 

Therefore, this ANSYS CFD Fluent FVM model was in a good validation stage, and 

was ready for the next investigation of flow in fractured media. 

 

ADV = (
Xi−Yi
Xi+Yi

2

 ) ∗ 100             (4.4) 

 

Where: ADV= average difference value, Xi , Yi= comparison values  
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Figure 4.7 The longitudinal reading line in the centre of the parallel plates 

fracture (matrix is green, fracture is white) 

 
 

 
 

 

Figure 4.8 X-velocity value along the parallel plates in the centre of the fracture, 

with inlet pressure A: 100 pa and B: 2000 Pa, fracture surfaces set as 

impermeable wall boundary, and matrix permeability Kx and Ky=0.2 mD (no flow 

interaction between fracture and matrix) 
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Figure 4.9 Validation of X-velocity and fracture flow rate between parallel plates 

fracture ANSYS CFD Fluent FVM model and theory equations. A: X-velocity at the 

vertical section in 581-micron aperture with pressure 5 pa, and B: pressure drop 

against fracture flow rate. In all models fracture had impermeable surfaces with 

wall boundary (no flow interaction between fracture and matrix), and isotropic 

matrix  Kx and Ky=0.2 mD 

 

 

 

 

4.2.3 Parallel plates fracture ANSYS CFD Fluent FVM 

models with surface boundaries as “impermeable Walls” 

and “Permeable Interior face”, with isotropic matrix 

permeability  

 

This model was created with a fracture as a single parallel plates fracture with 581 

micrometre aperture height and surrounding matrix media. The fracture surfaces 

were in two boundary conditions: first, set as “Wall boundary”, which means non-

porous walls of the fracture with non-permeable surfaces that would not allow fluid 

to interact or move between the fracture and the matrix; and second, “Interior 

face boundary”, which means porous walls and fracture surfaces that were 

permeable to fluid and interact with the surrounding matrix. The matrix properties 

that surrounded the fracture were set as isotropic matrix permeability 

(Kx=Ky=2000 mD), with four pressure inlets values (5, 100, 1000, 2000) Pa and 

zero pressure at the outlet, and the other boundaries were the same as stated in 

chapter 3 section 3.5.1.2. The goal of these ANSYS CFD Fluent FVM models was 

to compare the effect of the fracture when the fracture surfaces are permeable 
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and impermeable with the surrounding matrix. In all the simulations, the velocity 

profiles inside the fracture with 581 micometre were observed at the end of the 

fracture and also within the matrix but outside the fracture in the same point at X-

direction Cartesian, just before the outlet. Then, fracture, matrix and total flows 

of the fractured domains were calculated, as clarified in section 4.2.  

 

The outcome of these simulations showed that with these two conditions of 

fracture surfaces (permeable and impermeable), ADV of total flow rate increased 

in the fracture model with permeable surfaces by approximately 7.8%. This 

increase was reflected in the increase of ADV fracture flow around 8%; however, 

the matrix flow decreased 3% ADV of the permeable fracture surfaces model. 

Figures 4.11 and 4.12 present these comparisons. This comparison proved that 

the flow inside the fracture slightly increased when the fracture surfaces were 

permeable to the fluid with the matrix. This proved that the interaction between 

the fracture and surrounding matrix was quite low with parallel plates fracture 

geometry and, as can be seen in pressure and velocity contours Figures 4.10A and 

4.10B, the pressure distribution between the matrix and fracture was minorly 

affected with permeable fracture surfaces (interior face boundary), and showed no 

sign of interaction, as well reflected linear pressures drop along the flow, which 

confirmed the findings of Rasouli and Rasouli (2012); Crandall, Bromhal and 

Karpyn (2010) and Crandall, Bromhal and Smith (2009). This case was further 

investigated by observing the velocity streamlines of both models by ANSYS CFD 

Fluent FVM -Post Figure 4.10A and 4.10B; the finding was that the flow inside the 

matrix or inside the fracture was interacting very slightly when the fracture 

surfaces were set as permeable. However, as expected, there was no interaction 

at all when the fracture surfaces were set as impermeable “Walls boundary”, which 

proves that the model set-up conditions were accurate. 

 

This comparison between models with permeable and impermeable fracture 

surface conditions reflected that considering impermeable fracture surfaces with 

wall boundaries will underpredict flow in fractured media. This has confirmed the 

findings of Rasouli and Rasouli (2012), that considering the matrix effect on 

fracture’s flow increases fractured formation connectivity and accordingly flow. 

Likewise, it has confirmed that, as stated by Popov et al. (2009), the interface 

permeable layer between the fracture and matrix is affected by the components of 

tangential velocities, which will affect various fluid jump (movements) conditions 

between matrix and fracture. Accordingly, this will affect fluid stresses in both 



103 
 

media. Moreover, these comparison results confirmed the statement by Luo et al. 

(2020) p. 3 that matrix flow contribution in fractured formations cannot be 

neglected, especially, despite the fact that previous studies of fractured formations 

assumed impermeable matrices and that flow occurred in fractures only. Figure 

4.13 presents the percentages of fracture flow with two conditions of fracture 

surfaces, and % fracture flow increased with permeable fracture surfaces 

boundary. 
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Figure 4.10 Total pressure contours, X-velocity contours and Velocity streamline 

respectively (top to bottom) of parallel plates fracture models, matrix 

permeability Kx and Ky= 2000 mD, P=1000 Pa, with two fracture surface  

boundaries set ups: A. impermeable with surrounding matrix “walls boundary”, 

and B. permeable with surrounding matrix “interior face boundary”  
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Figure 4.11 Velocity profiles of parallel plates fracture of 581-micrometre fracture 

apertures height, at the end just before fracture outlet, isotropic matrix 

permeability Kx and Ky= 2000 mD.  

Comparing models with permeable “interior face boundary” and impermeable 

“walls boundary” fracture surface boundaries with two pressures: A. 5 Pa, and B. 

1000 Pa  

 
 

 

 

Figure 4.12 Parallel plates fracture comparisons of: A. total flow rate (fracture + 

matrix), B. fracture flow rate and C. matrix flow rate (mm2/s), between 

impermeable “walls boundry” and permeable “Interior face boundary” of fracture 

surface with (Kx & Ky=2000 mD) 

 



106 
 

 

Figure 4.13 Comparison of (% fracture flow rate) of parallel plates fracture 

between permeable and impermeable fracture surfaces boundaries with the 

matrix, isotropic matrix permeability Kx and Ky= 2000 mD   

 

 

4.2.4 Parallel plates fracture ANSYS CFD Fluent FVM 

models with permeable surface “Interior faces boundary” 

with anisotropic matrix permeability: results  

 

This model was created with a fracture as a single parallel plates fracture with 581 

micrometre aperture height and surrounding matrix media, similar to the previous 

model. The fracture surface boundary was considered as permeable, and the 

interior face boundary was applied, which meant porous fracture surfaces, and 

that there were permeable surfaces with the surrounding matrix and interaction 

on each other. All other boundaries of the fractured domain were the same as 

chapter 3 section 3.5.1.2, except the matrix permeability which is stated below. 

In all the simulations, the velocity profiles inside the fracture with 581 micrometre 

were observed at the end of the fracture, and within the matrix outside of the 

fracture in the same point at X-Cartesian coordinate, just before the outlet. The 

matrix properties that surrounded the fracture were set as anisotropic matrix 

permeability. Different permeabilities were considered for in-plane (x) and through 

plane (y) directions of Cartesian coordinates (Kx≠Ky), while matrix porosity was 

considered a fixed value in all the models 20%, due to the following reasons: 

1. Permeability is one of the most important properties in reservoir rock, as it 

highly affects fluid flow in these formations (Al-Yousef 2005).  
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2. Permeability of fractured media varies locally due to the key effect of a 

fracture’s geological structure (Yang et al. 2019).  

3. Permeability is affected by the overburden stresses on fracture and matrix, 

and will change based on a formation’s layer’s depth and pore pressure; this 

change will influence matrix permeability in-plane (x) and through plane (y) 

directions of Cartesian coordinates (Su et al. 2019; Tiab and Donaldson 

2004).  

4. Permeability in fractured formations is a critical property as matrix 

permeability has a key effect on fractured formations’ connectivity; as well, 

permeability is partially in the matrix and partly in the fracture, and when 

overburden stresses are high and fracture apertures reduce significantly, 

then the majority of fluid will be immigrated through the matrix (Rasouli 

and Rasouli 2012).  

5. Permeability and fluid transport in porous media are in close relation with 

detailed geometries of matrix pores, such as pore scale, tortuosity, 

connectivity, and shape; as well, pore structure plays an important role in 

adsorption of fluids in formations. This relation will not be easy to obtain 

from macroscopic parameters such as porosity (Yin et al. 2017; He et al. 

2014; Ingham and Pop 2005 p. 367).  

6. Porosity represents void spaces among grains of matrix due to varied sizes 

and shapes of grains, while permeability represents rocks’ ability to transmit 

fluids, and it depends on the effective porosity of the rock (connectivity 

among void spaces of matrix). This is affected by many factors, such as: 

grain shape, grain size, grain distribution, grain packing, cementation 

among grains, sedimentary environment and the existence of fractures. 

Therefore, some subsurface formations exist with high porosity, but 

permeability remains low due to poor connections among void spaces of the 

matrix (He et al. 2014; Tiab and Donaldson 2004 p. 100; Nelson 2001 p. 

83; Golf-Racht 1982 p. 147; Dake 1978). Thus, matrix permeability is a 

highly significant property in fractured formation. For this reason, this 

research used ANSYS CFD Fluent FVM fracture models to consider the 

anisotropic permeability effect.  

 

To achieve these scenarios of different matrix permeability, field and reasonable 

data was applied to reflect an optimised effect of anisotropic matrix permeability 

on fracture/matrix flow. Lang, Paluszny and Zimmerman (2014) and Tiab and 
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Donaldson (2004) p. 158 presented a formula as equation 2.14 (Section 2.4.2), 

that calculates the anisotropy ratio of permeability in anisotropic formations when 

Kx is not equal to Ky in X and Y Cartesian directions. As well, a field data table was 

provided by Tiab and Donaldson (2004) (table 3.6 p. 160) as an example of this 

type of anisotropic permeability formation. Thus, different values of Kx and Ky 

scenarios of each simulation in this model were observed by applying equation 

2.14. Three random values of the anisotropic ratio (IA ) were chosen from the given 

table data, (1.45, 3.87, 5.27), and Kx was considered 2000 mD to give us a 

comparison case with the previous model of isotropic permeability (Kx=Ky=2000 

mD). The outcome was three values of Ky. Table 4.2 below clarifies Kx and Ky in 

each scenario. In Table 4.2 for the first set permeability of Kx was fixed 2000 mD 

and Ky was varied based on chosen anisotropy ratio of permeability values. Then, 

in the second set of permeability, it was assumed that the values of Kx and Ky 

were the reversed value of the first set of permeability, which meant fixing the Ky 

value to be 2000 mD and changing Kx. There were six anisotropic permeability 

scenarios in total which were considered in ANSYS CFD Fluent FVM simulations, 

and each anisotropic scenario was considered in one model of the matrix 

permeability in both directions Kx and Ky. It’s good to clarify that ANSYS CFD 

Fluent FVM gives a chance to log-in permeability of each Cartesian direction in a 

model, instead of effective permeability of anisotropic permeability as one value in 

both directions when Kx not equal to Ky. This makes it possible to investigate the 

effect of difference between Kx and Ky on a model with the same flow direction, 

on the flow of fracture and matrix, and this effect will be explained in the following 

sections. Fracture surfaces were set permeable “Interior face boundary” in all the 

simulations that allowed flow and interaction between fracture and the matrix and 

vice versa, and all other boundaries and the fractured domain model set-ups were 

the same as stated in Chapter 3 section 3.5.1.2. Different pressure inlet values 

were considered (5, 100, 1000, 2000) Pa in each anisotropic model, and the 

pressure outlet was fixed zero pressure in all models.   
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Table 4.2 Six scenarios of anisotropic matrix permeability of the simulations set-

up 

Anisotropic 

ratio 

(𝐈𝐀 =
𝐊𝐱

𝐊𝐲

) 

Kx (mD) 

(Considered) 

Ky (mD) 

(From IA 

formula) 

First Set 

Permeability 

scenarios 

Second set 

Permeability 

scenarios 

% Difference 

between Kx 

and Ky in 

each scenario 

1.45 2000 1389 

 

(First Scenario) 

Kx=2000 

Ky=1389 

 

(Second Scenario) 

Kx=1389 

Ky=2000 

30 % 

3.87 2000 517 

 

(Third Scenario) 

Kx=2000 

Ky=517 

 

(Fourth Scenario) 

Kx=517 

Ky=2000 

74% 

5.27 2000 380 

 

(Fifth Scenario) 

Kx=2000 

Ky=380 

 

 

(Sixth Scenario) 

Kx=380 

Ky=2000 

 

81 % 

 

 

4.2.4.1 Simulation results  

In each ANSYS CFD Fluent FVM model, an anisotropic matrix permeability scenario 

was assigned for in-plane (Kx) and through plane (Ky) directions (Kx≠Ky), as the 

six scenarios in Table 4.2. These models were simulated, then, fracture, matrix 

and total flows of the fractured domains were calculated, as clarified in section 4.2. 

The first scenario (Kx=2000, Ky=1389) was compared with the second scenario 

(Kx=1389, Ky=2000), and the outcome was ADV of total flow rate was decreased 

in the second scenario 0.45%. This decrease reflected reductions of ADV in fracture 

flow of around 0.052%, and matrix flow of 36.15%. This comparison showed that 

in the second scenario, the flow decreased in the matrix and the fracture; however, 

the percentage of fracture flow was higher in the second scenario domain with an 

average value of 0.4%. A similar comparison occurred between the third 

(Kx=2000, Ky=517) mD and fourth (Kx=517, Ky=2000) mD scenarios; ADV total 

flow rate was decreased in the fourth scenario 1.01%. This decrease reflected the 

reduction of ADV fracture flow of around 0.124% and matrix flow 118.5%. This 

comparison shows that in the fourth scenario, the flow was decreased in the matrix 

and the fracture, but the percentage of fracture flow was higher in the fourth 
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scenario with an average value of 1%. Lastly, in comparison between the fifth 

(Kx=2000, Ky=380) mD and sixth (Kx=380, Ky=2000) mD scenarios, the 

outcome was, ADV of total flow rate was decreased in the sixth scenario 1.2%. 

This decrease was reflected in the reduction of ADV fracture flow around 0.134% 

and matrix flow 137%. This comparison shows that in the sixth scenario, the flow 

was decreased in the matrix and the fracture, but the percentage of fracture flow 

was higher in the sixth scenario, with an average value of 1.055%. Table 4.3 below 

present all these results, and Figures 4.14, 4.15, and 4.16 clarify these 

comparisons. These comparisons have reflected results such as: for the total and 

fracture flows, there was very minor change in flows among these models; and for 

the matrix flow, there were moderate changes in flow among these models with 

permeability changes of Kx and Ky due to low interaction between fracture and 

matrix. However, in comparisons among these models with anisotropic 

permeability, the highest change occurred in lowest Ky value of anisotropic 

scenario in the flow percentages of fracture and matrix. As well, the percentage of 

matrix flow was low in the fractured domain; figure 4.17 presents it. 

 

As can be seen, the sixth scenario had the highest rate of flow reduction in ADV 

total flow rate. Therefore, further comparisons were conducted with the isotropic 

scenario model when (Kx and Ky =2000 mD), and the outcome was that ADV of 

total flow rate was decreased in the sixth scenario 1.2%. This decrease was 

reflected in the reduction of ADV fracture flow around 0.145% and matrix flow 

136.4%. As well, velocity profiles inside fractures of models with scenarios 5, 6 

and isotropic were compared with two pressure drops, and the finding was that 

the highest velocity profile was in the isotropic permeability model with 

Kx=Ky=2000 mD, and the lowest velocity in the anisotropic model with 

permeability Kx=380 Ky=2000 mD, while anisotropic Kx=2000 Ky=380 mD was 

in the middle. Figures 4.18A and 4.18B present these comparisons. This shows the 

effect of in-plane Kx and through plane Ky permeabilities on fracture flow.  
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Figure 4.14 Comparisons of total flow rate (mm2/s) of parallel plates ANSYS CFD 

Fluent FVM model fractures, with isotropic and all anisotropic matrix permeability 

scenarios, with permeable fracture surface boundaries 

 

 
 

 
Figure 4.15 Comparisons of fracture flow rate (mm2/s) of parallel plates ANSYS 

CFD Fluent FVM model fractures, with isotropic and all anisotropic matrix 

permeability scenarios, with permeable fracture surface boundaries  
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Figure 4.16 Comparisons of matrix flow rate (mm2/s) of parallel plates ANSYS 

CFD Fluent FVM model fractures, with isotropic and all anisotropic matrix 

permeability scenarios, with permeable fracture surface boundaries  
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Figure 4.17 Comparisons of parallel plates ANSYS CFD Fluent FVM model 

fractures: A. % fracture flow rate and B. % matrix flow rate, with isotropic and 

all anisotropic matrix permeability models, and permeable fracture surface 

boundaries 
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(A) 

 

(B) 

Figure 4.18 normalized velocity profiles of parallel plates fracture at 581 Micron 

section: A. (5) Pa and B. 1000 Pa, between models with isotropic (Kx=Ky=2000 

mD) and anisotropic matrix permeabilities (Kx=380 Ky=2000 mD) and 

(Kx=2000 Ky=380 mD) 
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Table 4.3 Summarising flow results of ANSYS CFD Fluent FVM models with anisotropic permeability of parallel plates fractures - average 

values of four pressure drops (5, 100, 1000, 2000) Pa 

CFD models 

with different 

Matrix 

permeability 

scenarios 

Total 

Flow 

(mm2/s) 

 

Fracture 

Flow 

(mm2/s) 

Matrix 

Flow 

(mm2/s) 

Compared 

models 

Affected 

Scenario 

(ADV)  

Total flow 

(decrease of 

the effected 

scenario) 

(ADV)  

Fracture flow 

(decrease of the 

effected 

scenario) 

(ADV) 

Matrix flow 

(decrease of 

the effected 

scenario) 

% fracture flow 

(Increase of the 

effected scenario 

 

1 108.740 107.323 1.4151 1 & 2 2 0.45 0.052 36.15 0.4 

2 108.246 107.269 0.9773 - - - - - - 

3 108.743 107.310 1.4336 3 & 4 4 1.01 0.124 118.5 1 

4 107.544 107.183 0.3612 - - - - - - 

5 108.745 107.306 1.4388 5 & 6 6 1.2 0.134 137 1.056 

6 107.435 107.170 0.2650 

 

          - - - - - - 

Isotropic 

(Kx=Ky= 2000 

mD) 

108.735 107.327 1.4085 
6 & 

Isotropic 
6 1.2 0.145 136.4 1.046 
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4.2.4.2 Summary of anisotropic permeability simulations of parallel 

plates fractures  

The simulations of parallel plates fractures with single fracture aperture height and 

with anisotropic matrix permeability have clarified the importance and necessity 

of considering anisotropic matrix permeability in fractured reservoirs, as this has 

been shown to have an effect on the flow of the fracture and the matrix (Tiab and 

Donaldson 2004 p. 103). This is especially important as the majority of subsurface 

earth crust and hydrocarbon reservoirs have highly anisotropic permeabilities in-

plane (Kx) and through plane (Ky) directions of Cartesian axis, due to the 

overburden stresses, layers sedimentation and etc (Di Fratta et al. 2016; Lang, 

Paluszny and Zimmerman 2014; Tiab and Donaldson 2004 p. 162; Golf-Racht 

1982 p. 52; Hutchinson, Dodge and Polasek 1961).  

 

These comparisons of the six permeability scenarios of ANSYS CFD Fluent FVM 

models have reflected interesting findings as below:  

1. Changing in-plane (x) permeability in Cartesian axis has led to decrease 

the total flow rate, and the higher decrease of flow was observed with the 

highest percentage of permeability reduction, starting from 30%, 74% and 

81% respectively. This has confirmed the findings of Hidayati, Chen and 

Teufel (2000); Saidi (1987) p. 82; Parsons (1966); and Scheidegger (1963) 

that average permeability of anisotropic permeability formations is effected 

significantly by in-plane (Kx) permeability in Cartesian coordinates (ie, the 

permeability that is parallel with flow direction). Also, that when average 

permeability has been calculated from pressure buildup or any similar tests, 

it usually reflects close values to horizontal permeability. As well, these 

results have confirmed the findings of Lei et al. (2015); and Rasouli and 

Rasouli (2012), that matrix permeability which is parallel to a fracture (Kx) 

has greater effect than the perpendicular direction (Ky); particularly, when 

the permeability is aligned with flow direction, as perpendicular direction 

(Ky) will be decreased due to overburden stresses increasing with 

production time as pore pressure decrease. Moreover, the reduction of 

permeability aligned with flow direction in fractured media causes higher 

pressure drop in formations for the same fracture apertures size, and 

accordingly, on flow, which has confirmed the findings that were stated by 

Rasouli and Rasouli (2012). 
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2. Despite total flow reduction due to the in-plane (Kx) permeability reduction, 

increasing through plane (Ky) permeability led to increase the fracture flow 

percentage in the domain; Table 4.3 below clarifies this result. This is due 

to the effect of pressure drop increasing in-plane (x) direction, while flow 

through plane (y) in perpendicular contact with fracture permeable 

surfaces, faced less resistance. As well, the fracture/matrix interface layer 

is affected by the components of tangential velocities, which affect various 

fluid jump (movement) conditions for matrix and fracture (Lei et al. 2015; 

Rasouli and Rasouli 2012; Popov et al. 2009), and fluid flow movements 

always occur due to the response of the fracture-matrix interface layer 

(Lang, Paluszny and Zimmerman 2014).  

3. Comparisons were made of average flow of four pressure values (5, 100, 

1000, 2000) Pa for the fracture and the matrix, among the first set of 

anisotropic permeabilities’ ANSYS CFD Fluent FVM models with scenarios 1, 

3 and 5 from table 4.2, where Kx was fixed with 2000 mD and Ky was 

varied with values 380, 517, 1389 mD, and among the second set of 

anisotropic permeabilities’ ANSYS CFD Fluent FVM models with scenarios 2, 

4 and 6 in table 4.2, where Ky was fixed with 2000 mD and Kx was varied 

with 380, 517, 1389 mD. The comparison results of the first set reflected 

an increase in fracture flow, but matrix flow dropped, which proved that 

despite in-plane (Kx) permeability being a fixed value, the increase of 

through plane (Ky) permeability reduced matrix flow and directed flow 

toward the fracture through fracture/matrix interface layer and increased 

fracture flow, Figure 4.19 below illustrates the results of these comparisons. 

This is consolidation of the finding which proves the effects of fracture 

permeable surfaces through fracture/matrix interface layer (which in this 

research is considered Interior face boundary in ANSYS CFD Fluent FVM 

models), due to less flow resistance in through plane (Ky) axis, and fluid 

jump through fracture/matrix interface layer, due to the effects of the 

components of tangential velocities inside fracture surfaces. As well, this 

proves the importance of through plane (Ky) permeability in the matrix, as 

it does assist fluid paths towards a fracture, in case in-plane (Kx) 

permeability is low (Lei et al. 2015; Lang, Paluszny and Zimmerman 2014; 

Rasouli and Rasouli 2012; Popov et al. 2009). Comparison of the second 

set of permeabilities reflected an increase in fracture and matrix flow with 

increasing in-plane (Kx) permeability whilst through plane (Ky) 

permeability remained fixed, which proves the effects of permeability 
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aligned with flow direction on fractured domain flow, as reported by Lei et 

al. (2015); Rasouli and Rasouli (2012); Hidayati, Chen and Teufel (2000); 

and Saidi (1987) p.82. These comparisons have provided evidence that Ky 

permeability is important in fractured formations, as it provides another 

flow path from matrix toward fracture. To consolidate this finding, the 

average total flow of the two sets were compared, and the outcome was 

that the first set with Ky permeability changing had higher average total 

flow with 0.5% than the first set with Kx permeability changing. This finding 

is against the findings of Lei et al. (2015); and Rasouli and Rasouli (2012) 

that matrix permeability aligned with flow direction Kx has greater effect 

on fractured media flow than that aligned with Ky, and in this research’s 

point of view, the main reasons which led them to this conclusion are: first, 

they didn’t quantify flow percentages in fracture and matrix separately with 

consideration of anisotropic permeability in-plane (Kx) permeability and 

through plane (Ky) permeability; and second, as the fracture carries 

biggest flow percentage, through plane (Ky) permeability has led to  

increase in fracture flow, which will lead to a higher total flow percentage 

of a fractured domain. 

 

Figure 4.19 Average flow of four pressure values (5, 100, 1000, 2000) Pa for the 

fracture and the matrix in ANSYS CFD Fluent FVM parallel plates fracture models 

A. first set permeability scenarios (Kx=2000 mD fixed, Ky= 380, 517, 1389 mD); 

B. second set permeability scenarios (Ky=2000 mD fixed, Kx= 380, 517, 1389 

mD) 

 

4. These ANSYS CFD Fluent FVM simulations of parallel plates fractures with 

one fracture height showed that flow inside a fracture will have a slight 

change when the fracture surfaces are permeable to the fluid with the 

matrix (Lang, Paluszny and Zimmerman 2014). This proves that the 

interaction between the fractures and surrounding matrix is quite low in the 
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conditions of parallel plates fracture geometry with one aperture height 

along the flow, which will lead to the wrong prediction of flow, because real 

fracture geometry is rough and interaction is high and critical for flow 

analysis (Popov et al. 2009). The main reason for this low interaction is 

fracture shape, as a single aperture fracture will not suffer from abrupt 

changing in velocity/pressure along flow, as pressure gradients will be 

linear in single aperture fracture, and accordingly, will affect fluid 

movements negatively. A rough fracture, on the other hand, will suffer from 

higher pressure drop, the effects of fluid recirculation “eddies or vortexes”, 

and abrupt changes in pressure/velocity along the fracture flow, which 

increase fluid jump movements between matrix and fracture (Karimzade et 

al. 2019; Briggs, Karney and Sleep 2014; Popov et al. 2009; Karpyn, 

Grader and Halleck 2007; Yamatomi et al. 2001). Therefore, assuming a 

parallel plates fracture with single aperture height will not reflect an actual 

fracture’s geometry and rough surface, and will lead to wrong 

prediction/calculations as it excludes real pressure drop in formations and 

fracture/matrix interaction, which is critical for flow analysis as reported by 

Lang, Paluszny and Zimmerman (2014); Crandall, Ahmadi and Smith 

(2010); Popov et al. (2009); and Moreno et al. (1988).  

5. Thus, to conclude the points and findings in these analyses, if both Kx and 

Ky are changing at the same time (as point 1 and 2) then Kx has the highest 

effect on fractured domain flow. However, if only one of Kx or Ky is 

changing, then Ky has the highest effect on fractured domain flow (as point 

3). Therefore, for a better estimation of flow in fractured media, it is 

necessary to consider real conditions of subsurface layers rather than 

simplified conditions, and to consider anisotropic values of permeability, as 

this has an effect on fractured domain (fracture+matrix) flow. 

 

4.3  Rough Fracture Simulations Results and Validations 

In Chapter 3 Section 3.5.2 clarified the details of rough fracture models in ANSYS 

CFD Fluent FVM. One of the main changings among these models was the 

boundary conditions of fracture surfaces. The fracture surface boundaries were set 

as “Walls boundary” when the investigation results required the fracture to not be 

permeable with the matrix, and these simulations were validated against 

Nazridoust, Ahmadi and Smith (2006)’s work. The fracture surface boundaries 
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were set as “Interior faces boundary” when the investigation results required for 

the fracture to be permeable and interact with the matrix, and these simulations 

were validated against Crandall, Ahmadi and Smith (2010)’s work. This was 

because both papers used the same fracture, but with different fracture surface 

boundary conditions (permeable and non-permeable fracture surfaces). In each 

simulation, many calculations were observed, such as: pressure drop versus flow 

rate inside fracture, % fracture flow versus matrix flow, and friction factor versus 

Reynolds number (clarified in Chapter 5). For the case where the fracture surface 

boundaries were set as permeable “Interior face boundary”, calculations were 

observed for the validations of simulations first, and considered isotropic matrix 

permeability only in order to be able to validate the simulations results against 

Crandall, Ahmadi and Smith (2010)’s paper. This is because only isotropic 

permeability of the matrix was considered in that paper’s simulations. Then, 

secondly, anisotropic permeability of the matrix was set for different scenarios as 

Table 4.2. The same calculations as in Parallel plates fracture above were observed 

and compared with the isotropic permeability ANSYS CFD Fluent FVM models, to 

investigate the effects of anisotropic permeability on fracture flow. 

 

To extract the results from the ANSYS CFD Fluent FVM model simulations, two 

surface lines were created inside the Fluent models to read the velocity profiles: 

one inside the fracture in the smallest fracture aperture, 240 micron at (X, Y) 

coordinates (0.1, 0.0472) (0.1, 0.04754) m; and the other inside the matrix, 

separately, but in the above and below matrix until the end of the domain (the 

matrix surface reading lines which were outside the fracture surfaces). These lines 

were located at the same section, at the end of the domain just before the outlet, 

to enable this research to investigate the flow changes in the domain for changing 

pressures and other properties such as matrix permeability (K). The total flow, and 

flow inside the matrix and fracture was calculated as mentioned in the previous 

model of parallel plates fracture above, section 4.2. Figure 4.20 below illustrates 

the lines’ locations. 
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Figure 4.20 Surface lines to read X-velocity profiles: A; inside the fracture only, 

and B; inside the matrix only (matrix is green, and fracture is blue) 

  

4.3.1  Grid sensitivity analysis   

As mentioned in section 4.2.1 of the Grid sensitivity analysis procedure of the 

previous model (parallel plates fracture), it was vital to investigate the cells 

number effect of the domain on the simulations’ results, by comparing the average 

velocity values for the same section inside a fracture with different cells numbers. 

This was in order to be sure that the ANSYS CFD Fluent FVM model had accurate 

results with an optimised value of mesh cells number.  

Thus, the same geometry was meshed with four meshes: first above 1 million 

cells; second, above 3.6 million cells; third, above 4 million cells; and fourth, above 

4.56 million cells. All these models were simulated with the same boundary 

conditions which were 1000 pa pressure inlet, zero pressure outlet, isotropic matrix 

permeability (Kx=Ky=2000 mD) with 20% porosity, and the fracture surfaces were 

considered permeable with interior face boundaries; this means they were 

permeable with the matrix, and the flow could move between the fracture and the 

matrix and vice versa, and all other set ups of the model as stated in Chapter 3 

Section 3.5.2. These models were simulated and all of them were converged, then, 

the same surface line was located inside the fracture with the smallest fracture 

aperture (240) micron just before the fracture outlet at coordinates (0.1, 0.0472) 

m (0.1, 0.04754) m. This was created in all models to read X-Velocity values as 

Figure 4.20 A, and calculated the average values of these profiles as Section 4.2. 

Table 4.4 below clarifies the meshes’ details and the average velocity values inside 
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the fracture of each model, Figure 4.21 clarifies velocity profiles inside fracture 

240-micron aperture, 1000 Pa with four fracture meshes. 

 

Table 4.4 ANSYS CFD Fluent FVM models mesh details with the average velocity 

values of the sections inside the rough fracture models 

 

 

As can be seen in these simulations’ results, the difference of the average velocity 

of the reading line inside the fracture among these four meshes was very small, 

and the increase in the mesh did not reflect any significant increase or decrease. 

Comparsions among these four meshes show that less than 1.5% deviation in 

average value was observed among first, second, third and fourth. Therefore, the 

third mesh was selected to be used in the ANSYS CFD Fluent FVM simulations of 

this model. The reasons for this were: first, increasing the mesh number had no 

significant change in simulation readings, with less than 1% deviation between the 

third and fourth meshes; second, using a higher cells number would require more 

time to compute simulations (approxmatly 2.5 the time) without any significant 

effect on results’ accuracy as deviation is less than 1%, and accordingly, would 

lead to more delays to obtain the results; and third, despite the fact that the results 

had no significant change/deviation between the first and fourth meshes, the third 

mesh was selected just to be sure that all the details of irregular fracture shapes 

(rough fracture) were captured. As stressed by Rasouli and Rasouli (2012) p. 4; 

and Dietrich et al. (2005) p. 42, due to the large differences between the properties 

of the matrix and the fracture, the model’s mesh should have a high degree of 

refinement in these borderline areas.  

 

CFD models 

Meshes
 Cells No.    Faces   Nodes    Partitions

Average Velocity of 

the section (m/s)

First Mesh 1003791 1937685 933895 4 0.122

Second Mesh 3637851 6956154 3318304 4 0.117

Third Mesh 4011566 7288318 3276753 4 0.120

Fourth Mesh 4567263 8099580 3532312 4 0.121
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Figure 4.21 X-velocity inside fracture 240- micrometre aperture, 1000 Pa with 

four fracture meshes  

 

4.3.2 Rough Fracture surfaces set up as “Impermeable 

Walls boundary conditions” with Validation 

 

This model was created with a fracture having the same fractal properties clarified 

in Chapter 3 and Appendix 1, and the surrounding matrix media. However, the 

fracture surface boundaries were set as “Walls boundary”, which means non-

porous walls of the fracture, with non-permeable surfaces that did not allow fluid 

to interact or move between fracture and the matrix. In all the simulations, the 

velocity profiles inside the fracture with 240 microns were observed at the end 

part of the fracture, just before the outlet. Two sets of isotropic permeabilities 

(Kx=Ky) were considered of the matrix, 0.2 mD and 2000mD, with four pressure 

values (5, 100, 1000, 2000) Pa and zero pressure outlet in all of them, and all 

other set ups of the model as stated in Chapter 3 Section 3.5.2, then comparisons 

were made among velocity profiles inside the fracture. These were with same 

pressure drop but different matrix permeability, in order to see the effect of the 

matrix permeability on fracture flow when fractures’ surfaces were considered as 

non-porous wall boundaries. This approach was not considered in Nazridoust, 

Ahmadi and Smith (2006)’s model, and the outcome of these comparisons was 

that flow inside the fracture was not changed while the fracture surfaces were set 

as “impermeable wall boundaries”. As well, pressure contours’ distribution 

reflected no interaction between fracture and matrix due to the impermeable wall 

boundary, which proved that there was no interaction between the fracture and 

surrounding matrix, and proof of walls boundary efficiency in ANSYS CFD Fluent 
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FVM’s model that do not allow fluid movement or interaction between fracture and 

matrix. Velocity contours clarified the highest velocity occurred in the smallest 

fracture apertures as Figures 4.22. X-velocity profiles inside the fracture did not 

change with permeability changes of matrix with the same pressure, due to no 

interaction between fracture and matrix with impermeable fracture surface 

boundaries; Figure 4.23 below presents the comparison of the velocity profiles 

inside fracture. 

 

ANSYS CFD Fluent FVM models are required to be validated and compared with 

other ANSYS CFD Fluent FVM models; if this is not possible, they can be validated 

with other models from the literature, such as analytical equations or experiment 

results (Briggs, Karney and Sleep 2014 p. 539). Therefore, in these ANSYS CFD 

Fluent FVM models the values of pressure drop-versus fracture flow rate that were 

calculated from the simulations of four pressure values (5, 100, 1000, 2000) Pa 

and zero outlet pressure, with two sets of isotropic permeabilities considered of 

the matrix 0.2 mD and 2000 mD, were validated against the values of Nazridoust, 

Ahmadi and Smith (2006)’s paper, because in their model, only fracture flow was 

considered without matrix, and this model with impermeable wall boundary of 

fracture surfaces has accounted for only fracture flow and excluded matrix effect. 

The fracture flow of this research’s models were a good match with Nazridoust, 

Ahmadi and Smith (2006)’s model, with a small deviation of around 5.5% for both 

models with different matrix permeabilities because matrix effects were excluded; 

even this deviation was accrued due to observing/transferring the data from the 

image digitizing from Nazridoust, Ahmadi and Smith (2006)’s paper log-log graph. 

Figure 4.24 below presents these validations. This case shows the validity and 

reliability of this model for further investigations.  
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Figure 4.22 Rough fracture simulations total pressure and velocity contours with 

isotropic matrix permeability (Kx & Ky=2000 mD) and P=2000 Pa with zero outlet 

pressures, fracture surface boundaries set as impermeable “Walls boundry”. A. 

Total pressure, B. velocity contours   

 

 

 

 
Figure 4.23 Comparisons of X-velocity profiles of rough fracture models at the 

240 micrometre vertical section at the end of fracture, with isotropic matrix 

permeabilities Kx & Ky=2000 mD, and Kx & Ky=0.2 mD, fracture surfaces set as 

impermeable boundaries “Walls”, with two pressures: A. 5 Pa, and B. 1000 Pa   
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Figure 4.24 Validation of pressure drop with a fracture flow rate between this 

research’s ANSYS CFD Fluent FVM models and Nazridoust, Ahmadi and Smith 

(2006)’s model, fracture surfaces set with impermeable boundaries “Walls”, with 

two sets of isotropic matrix permeabilities: Kx & Ky=2000 mD, and  Kx and 

Ky=0.2 mD.  

 

 

 

4.3.3  Rough fracture surfaces set-up “Interior faces” 

permeable boundary conditions with validation 

 

This model was created with a similar fracture to the fractal specification clarified 

in previous sections above, but the surrounding matrix media and the fracture 

surfaces were set as “Interior face boundary” permeable boundary conditions, 

meaning the fracture surfaces were porous and permeable, allowing fluid to 

interact or move between the fracture and matrix and vice versa. In all the 

simulations, isotropic permeabilities were considered of the matrix Kx=Ky=2000 

mD with four pressure drop values (5, 100, 1000, 2000) and zero pressure outlet, 

and all other set ups of the model as stated in Chapter 3 Section 3.5.2, then, the 

velocity profiles inside the fracture with 240 micrometres were observed at the 

end part of the fracture, just before the outlet, and flow calculated as Section 4.2. 

The values of pressure drop versus fracture flow rate were calculated from these 

simulations and validated against the values of Crandall, Ahmadi and Smith 

(2010)’s paper, because in their work the matrix effect on the fracture domain flow 

was considered. The fracture flow of this research’s model was highly matched 

with Crandall, Ahmadi and Smith (2010)’s model, with a small deviation of around 
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1.9%. In this model’s simulations, pressure contour distribution reflected 

interaction between fracture and matrix due to the permeable fracture surfaces; 

particularly, variation was observed around interface layer of fracture/matrix and 

adjacent matrix, and velocity contours clarified the highest velocity occurred in 

smallest fracture apertures. Figures 4.25 and 4.26 below present the results of 

simulations and the velocity profiles inside fracture, and Figure 4.27 clarifies the 

validation. This showed the validity and reliability of this model for further 

investigations, which are clarified in the following sections. 

 

 

Figure 4.25 Rough fracture simulations’ total pressure and velocity contours with 

isotropic matrix permeability (Kx & Ky=1000 mD) and P=5 Pa, fracture surface 

boundaries set as permeable “Interior faces”: A. Total pressure, B. velocity 

contours 

 
Figure 4.26 Comparisons of X-velocity profiles of rough fracture models at the 

240 micrometre vertical section at the end of fracture   

(with istropic matrix permeability Kx & Ky=2000 mD, fracture surfaces set with 

permeable boundaries “Interior faces”, with two pressures: A. 5 Pa, and B. 1000 

Pa) 
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Figure 4.27 Validation of pressure drop with a fracture flow rate between ANSYS 

CFD Fluent FVM rough fracture and Crandall, Ahmadi and Smith (2010)’s models  

with istropic matrix permeability Kx & Ky=2000 mD, fracture surfaces set with 

permeable boundaries “Interior faces” 

 

 

4.3.4 Rough fracture ANSYS CFD Fluent FVM models with 

surface boundaries as “Walls” and “Interior faces”, with 

isotropic matrix permeability 

 

This comparison was to check the effect and differences of fracture surface set-

ups, whether as permeable “Interior faces boundary” or impermeable “Walls” 

boundaries, and how changing fracture surfaces from porous to non-porous with 

the matrix could change the flow percentage in the fracture and matrix. The two 

models were simulated with the same conditions: isotropic matrix permeability 

(Kx=Ky=2000 mD); 20% matrix porosity; and different pressure drops (5, 100, 

1000, 2000) Pa and zero pressure outlet, and all other set ups of the model as 

stated in Chapter 3 Section 3.5.2. The only condition that was different between 

these two models was the fractures’ surface boundaries: one was set with 

permeable “Interior faces”, which allowed fluid flow between the matrix and the 

fracture and vice versa; and the second model was set with impermeable “Walls 

boundary”, which meant no flow or any interaction took place between the matrix 

and the fracture, then the total, fracture and matrix flows were calculated as 

Section 4.2. The outcome of comparisons of these two cases is summarised below: 
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1. The outcome of these simulations showed that with these two conditions 

of fracture surfaces (permeable and impermeable), ADV of total flow rate 

increased in the fracture model with permeable surfaces by 

approximately 38.6%. This increase was reflected in the increase ADV of 

fracture flow around 28.16%; and matrix flow around 106.152%. Figures 

4.28A, 4.28B and 4.28D present these comparisons. As well, the velocity 

profiles of the section 240 micrometre for both fracture surface boundary 

conditions, “walls” and “interior” were compared, and permeable fracture 

surfaces showed an increase, Figure 4.29 clarifies it. 

 

This comparison proved that flow inside the fracture increased by more 

than 25% when the fracture surfaces were permeable to the fluid with 

the matrix. However, the results showed that the increase in fracture 

flow was much higher with permeable fracture surfaces than reported in 

the previous study, conducted by Crandall, Ahmadi and Smith (2010). 

That study stated that flow inside fractures had increased by only 10% 

in comparison with impermeable fracture’s walls. This proved that 

interaction between the fracture and surrounding matrix was quite high, 

particularly with rough fracture geometry. As can be seen in pressure 

contour Figure 4.25A, for pressure distribution between the matrix and 

fracture, particularly, the pressure disturbance in matrix pressure 

surrounding the fracture permeable interface layer was very high, 

showing clear signs of interaction. As well, this was reflected by non-

linear pressure gradient drop inside the fracture, which confirmed the 

findings of pressure drop in rough fractures as reported by Rasouli and 

Rasouli (2012); Crandall, Bromhal and Karpyn (2010); Crandall, 

Bromhal and Smith (2009); Petchsingto (2008); Piri and Karpyn (2007); 

Nazridoust, Ahmadi and Smith (2006); Zimmerman and Bodvarsson 

(1996); and Moreno et al. (1988). This case was further investigated by 

observing the velocity streamlines of both these models by ANSYS CFD 

Fluent FVM -Post, and the finding was that flow inside the matrix or 

fracture interacted highly when the fracture surfaces were set as 

“Interior faces”. However, as expected, there was no interaction at all 

when the fracture surfaces were set as impermeable “walls”, therefore, 

no pressure/velocity effects between two domains, which proved the 

model set-up conditions were accurate; Figures 4.31 and 4.32 clarify 

this. This finding has disqualified the vision of neglecting matrix effect in 
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fractured media, as was believed that that fractures’ conductivity 

differences were expected to be minimal when these are embedded in 

permeable or impermeable host rock, as reported by Berkowitz (2002) 

p. 867.    

Moreover, it was observed that the effects of eddies and vortices in rough 

fractures, and their sizes and locations, were higher with higher pressure 

gradients/velocity applied, when there were abrupt changes of fracture 

apertures along the flow, as reported by Karimzade et al. (2019); and 

Tsang, Y. W. (1984). To expand on this, Briggs, Karney and Sleep 

(2017); Dippenaar and Van Rooy (2016) p. 4; and Briggs, Karney and 

Sleep (2014) stated that eddies do not contribute to bulk flow in a 

fracture as these are isolated zones; however, the streamline analysis of 

this research has reflected a different vision, that zones of eddies in 

fractures’ narrow corners increased the interaction between fracture and 

matrix, through changing pressure and velocity as these zones were in 

unsettled pressure and velocity status, and helped fluid movement 

(jump) between the two media (fracture and matrix). This has confirmed 

the findings of Crandall, Ahmadi and Smith (2010); and Popov et al. 

(2009), that in the surrounding porous media where the velocity is at 

lowest value and high pressure, fluid moves through the interface layer 

to the fracture’s open space and vice versa, and that the interface 

permeable layer between fracture and matrix is affected by components 

of tangential velocities inside a fracture, which affect various fluid jump 

(movements). Thus, considering permeable fracture surfaces in rough 

fracture geometry has led to increased total flow in the fracture and 

surrounding matrix; in addition, the effects of eddies and vortices 

increased bulk flow in the rough fracture. This has disqualified the 

negative impact as reported by Briggs, Karney and Sleep (2017); Chen 

et al. (2017); Dippenaar and Van Rooy (2016) p. 4; Briggs, Karney and 

Sleep (2014); and Karpyn, Grader and Halleck (2007), as these studies 

considered fracture surface roughness and eddies’ effects on flow inside 

the fracture space only, neglecting the effect of fracture aperture 

changes and eddies on flow interaction with the matrix. Particularly, that 

rough fractures have more proportion of contact area with the matrix 

(Zimmerman and Bodvarsson 1996), which consolidates the finding that 

considering impermeable fracture surfaces, and neglecting matrix flow 

contribution, will lead to an underestimation of flow in fractured media. 
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This confirmed the findings of Rasouli and Rasouli (2012); and Crandall, 

Ahmadi and Smith (2010) that considering the matrix effect increases 

fractured formation connectivity, and the matrix effect’s importance as 

reported by Luo et al. (2020) p. 3. 

Thus, the ANSYS CFD Fluent FVM analysis of this study has reflected the 

findings that in fractured media, two key parameters must be considered 

in order to mimic real fracture flow conditions: rough fracture surfaces 

and permeable fracture interface layer with matrix. This is in order to 

include the matrix effect with flow contribution of fracture and matrix, 

and interaction variation along fracture flow. 

 

2. A validation procedure of matrix flow in rough fractured media was 

conducted between the ANSYS CFD Fluent FVM model results and the 

Darcy equation of flow in porous media: Equation 2.3 Chapter 2. The 

ANSYS CFD Fluent FVM model with fracture surfaces as impermeable 

boundary “Walls” was compared with the Darcy equation of flow in the 

matrix. The result of this comparison was that the ANSYS CFD Fluent 

FVM model matched highly with the Darcy flow equation, with less than 

1.5% deviation. This high match result added further credit and validated 

the ANSYS CFD Fluent FVM  model results. Figure 4.28C below illustrates 

these results. 

 

Further comparison was made between matrix flow of ANSYS CFD Fluent 

FVM models with impermeable fracture surfaces “Walls boundary” and 

permeable fracture surfaces “interior face boundary” boundaries. This 

investigation gave a clear vision of flow in the matrix when the fracture 

surfaces were considered permeable with the matrix. The outcome of 

this comparison was that the matrix flow with surrounding permeable 

fracture surfaces increased 106.152%; Figure 4.28D presents this 

comparison. This comparison is proof that matrix flow in fractured media 

be non-linear flow, which is further proof that the findings regarding 

fracture/matrix interaction are highly significant, as reported by Luo et 

al. (2020); Dippenaar and Van Rooy (2016); Rasouli and Rasouli (2012); 

Crandall, Ahmadi and Smith (2010) and Popov et al. (2009).  This case 

was further investigated by comparing the percentage of fracture flow of 

the fracture domain in comparison with the total flow. The outcome of 

this comparison showed that the average percentage of fracture flow 
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with the permeable surface boundaries model was 82%, while the 

average percentage for the impermeable fracture surfaces model was 

around 92%. As well, % fracture flow decreased with increasing 

pressures due to the effect of pressure to increase flow in matrix and 

more fluid movement from fracture to matrix, and % matrix flow 

increased with increasing pressure due to the effect of pressure to 

increase flow in matrix and more fluid movement from fracture to matrix, 

flow resistance overcome with higher pressure values. Figures 4.30A and 

4.30B clarify this result. In other words, despite the fact that the total 

flow (fracture flow and matrix flow) of the fracture domain models with 

permeable fracture surfaces increased, the percentage of fracture flow 

in these models was less than the impermeable fracture surfaces models. 

This means that flow inside the matrix was more efficient due to the 

interaction between matrix and fracture. This is clarified in the velocity 

streamline in Figure 4.32, as All streamline locations presented high flow 

interactions or movements between fractures and matrix through 

interface layer with permeable fracture surface boundaries setup. As 

well, abrupt changes in fracture apertures with fractures’ sharp/ narrow 

corners generated eddies and vortices, representing gateways or clusters 

of fluid movement between fractures and matrix, due to the 

pressure/velocity changing and fluid momentum between the two 

domains. These fluid movements along the fracture led to increase % 

matrix flow as more fluid moved from fracture towards matrix; this has 

clarified the importance of matrix flow contribution in fractured domains. 

This change in the average percentage of fracture flow rate clarifies the 

increase in the matrix flow rate, as flow leaves from fracture into matrix 

in some zones, and in other zones vice versa. 

 

It’s good to stress here as the matrix flow in fractured ANSYS CFD Fluent 

FVM models reflected non-linear increase, that only Darcy law was 

considered for the comparison, not Forchheimer formula. This was 

because of the inertial coefficients β of the Forchheimer formula (a non-

linear term). This has many ambiguities and controversies, and there is 

no general agreement on its value; therefore, in most practical 

application, β value is observed from best fit lines of numerical and 

experimental data on formations (Arthur 2018; Dippenaar and Van Rooy 

2016; Sobieski and Trykozko 2014 p. 321; Jambhekar 2011 p. 15; 
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Sobieski and Trykozko 2011 p. 156; Takhanov 2011; Evans and Civan 

1994). Therefore, as the aim of this research was to have a solid 

understanding of flow in fractured media, thus, Forchheimer formula was 

excluded from the comparisons. 

 

 

Figure 4.28 Rough fracture ANSYS CFD Fluent FVM models’ flow comparisons 

between impermeable “Walls boundary” and permeable “Interior faces boundary” 

of fracture surface boundaries with (Kx & Ky=2000 mD) 

A. total flow rate; B. fracture flow rate; C. validation of ANSYS CFD Fluent FVM 

models’ matrix flow rate with impermeable fracture surface boundaries with Darcy 

formula of flow in matrix; and D. comparison between matrix flow rate with two 

set-ups of fracture surface boundaries, permeable “Interior” and impermeable 

“Walls”  
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Figure 4.29 Normalized Velocity profiles of rough fracture ANSYS CFD Fluent FVM 

models of 240 micrometere fracture aperture height, at the end just before 

fracture outlet, isotropic matrix permeability Kx and Ky= 2000 mD- comparing 

models with permeable “Interior faces” and impermeable “Walls” fracture surface 

boundaries with two pressures: A. 5 Pa, and B. 1000 Pa  

 
 
 

 

 
Figure 4.30 Comparison of rough fracture ANSYS CFD Fluent FVM models’ flow 

percentages between permeable and impermeable fracture surface boundaries 

with the matrix, isotropic matrix permeability Kx and Ky= 2000 mD.  A. % 

fracture flow; and B. % matrix flow 
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Figure 4.31 Velocity streamlines of rough fracture P=2000 Pa, isotropic matrix 

permeability (Kx & Ky= 2000 mD), with fracture surface boundaries set as 

impermeable “Walls” 

A. zooms on three random locations between fracture and matrix; B. velocity 

streamlines on location (A); C. velocity streamlines on location (B); and D. 

velocity streamlines on location (C).  
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Figure 4.32 Velocity streamlines of rough fracture P=2000 Pa, isotropic matrix 

permeability (Kx & Ky= 2000 mD), with fracture surface boundaries set as 

permeable “Interior faces” 

A. zooms on three random locations between fracture and matrix; B. velocity 

streamlines on location (A); C. velocity streamlines on location (B); and D. 

velocity streamlines on location (C).  
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4.3.5 Rough fracture ANSYS CFD Fluent FVM models with 

permeable surface boundary “Interior faces” with 

anisotropic matrix permeability results 

 

This section illustrates the ANSYS CFD Fluent FVM models’ results of flow in rough 

fractures, but with matrix anisotropic permeability in fractured media. As stated 

by Li et al. (2021); Zhu et al. (2020); Suri et al. (2020); Ju et al. (2019); 

Karimzade et al. (2019); Luo et al. (2018); Chen et al. (2017); Zou, Jing and 

Cvetkovic (2017); Liu, Li and Jiang (2016); Briggs, Karney and Sleep (2014); 

Zhang and Nemcik (2013); Rasouli and Rasouli (2012); Hosseinian (2011); Rasouli 

and Hosseinian (2011); Sahimi (2011); Sarkar, Toksöz and Burns (2011); 

Crandall, Ahmadi and Smith (2010); Crandall, Bromhal and Karpyn (2010); 

Crandall, Bromhal and Smith (2009); Koyama et al. (2009); Petchsingto and 

Karpyn (2009); Popov et al. (2009); Kulatilake et al. (2008); Petchsingto (2008); 

Nazridoust et al. (2006); Tiab and Donaldson (2004); Nelson (2001); Zimmerman 

and Yeo (2000); Golf-Racht (1982) and Ruhland (1973), that fractured formations 

in subsurface layers of earth crust, or in reservoirs, have decidedly anisotropic 

properties, and in some cases among points to points with small distance. 

Therefore, this model created a close image or condition of anisotropic matrix 

properties of fractured media, particularly, anisotropic permeability of the matrix 

that surrounded fracture permeable surfaces. This was due to reasons as clarified 

in Section 4.2.4, that one of the key matrix properties is permeability and this has 

a fundamental effect on flow in the matrix. This model aided understanding and 

visualisation of fracture/matrix flow effects with a matrix’s anisotropic 

permeability. As proved in the previous sections, allowing for flow movement 

between fracture and matrix, and vice versa, has a significant effect on flow 

percentage in fracture and matrix in the fractured domain.  

 

To achieve this goal, the same rough fracture domain was considered as in the 

previous section: the same rough fracture properties; the same matrix length; and 

fracture surfaces were considered permeable “Interior faces boundary” to allow 

fluid movement between matrix and fracture and vice versa. However, the 

difference was that matrix permeability was considered anisotropic in in-plane (x) 

and through plane (y) of Cartesian directions with different scenarios. By using the 

same model, this enabled the quantification and calculation of differences when 

comparisons were necessary with an isotropic permeability model. The matrix 
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anisotropic permeability scenarios were the same scenarios that were adapted in 

Section 4.2.4: Table 4.2. Fracture surfaces were set as permeable surface 

boundaries “Interior faces” in all the simulations. Different pressure inlet values 

were considered: (5, 100, 1000, 2000) Pa and zero pressure outlet, and all other 

set ups of the model as stated in Chapter 3 Section 3.5.2, then the total, fracture 

and matrix flows were calculated as Section 4.2. 

 

4.3.5.1 Simulation results  

Matrix permeability was changed in in-plane (Kx) and through plane (Ky) directions 

of Cartesian coordinates (Kx≠Ky), as the six scenarios in Table 4.2 showed. The 

first scenario (Kx=2000 Ky=1389) was compared with the second scenario 

(Kx=1389, Ky=2000), with ADV of total flow rate was decreased in the second 

scenario by more than 4.07%. This decrease was reflected in the reduction ADV 

of fracture flow by around 0.81% and matrix flow by 22%. In spite of this, the 

comparison shows that in the second scenario, flow decreased in the matrix and 

the fracture, but that the percentage of fracture flow was higher in the second 

scenario with an average value of 2.76%. A similar comparison occurred between 

the third (Kx=2000 Ky=517) mD and fourth (Kx=517 Ky=2000) mD scenarios; 

ADV of total flow rate was decreased in the fourth scenario by 4.6%. This decrease 

was reflected in the reduction of ADV fracture flow by around 0.131% and matrix 

flow by 30%. Despite this, the comparison shows that in the fourth scenario, the 

flow was decreased in the matrix and the fracture, but the percentage of fracture 

flow was higher in the fourth scenario with an average value of 3.77%. Lastly, 

comparisons were made between the fifth (Kx=2000, Ky=380) mD and sixth 

(Kx=380, Ky=2000) mD scenarios, and the outcome was that, ADV of total flow 

rate was decreased in the sixth scenario by more than 5%. This decrease was 

reflected in the reduction of ADV fracture flow by around 0.138% and matrix flow 

by 32.6%. However, this comparison showed that in the sixth scenario, the flow 

had decreased in the matrix and the fracture, but the percentage of fracture flow 

was higher in the sixth scenario with an average value of 4.14%. As can be seen, 

the sixth scenario had the highest rate of flow reduction in the ADV in total flow 

rate. Therefore, further comparisons were conducted with the isotropic scenario 

model (when Kx and Ky =2000 mD). The outcome was that ADV of total flow rate 

was decreased in the sixth scenario by more than 5.34%. This decrease was 

reflected in the reduction of ADV fracture flow by around 0.18% and matrix flow 

by 34.4%. Thus, the highest increase in % fracture flow occurred in lowest Kx 

value of anisotropic scenario (Kx=380, Ky=2000) mD, and lowest % matrix flow 
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occurred in same scenario. Table 4.5 and Figures 4.33, 4.34, 4.35 and 4.36 present 

these comparisons.  

 
Figure 4.33 Comparisons of total flow rate (mm2/s) of Rough ANSYS CFD Fluent 

FVM fracture models, with isotropic and all anisotropic matrix permeability 

scenarios, with permeable fracture surface boundaries 

 

 

 
Figure 4.34 Comparisons of fracture flow rate (mm2/s) of rough ANSYS CFD 

Fluent FVM fracture models, with isotropic and all anisotropic matrix permeability 

scenarios, with permeable fracture surface boundaries 
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Figure 4.35 Comparisons of matrix flow rate (mm2/s) of ANSYS CFD Fluent FVM 

rough fracture models, with isotropic and all anisotropic matrix permeability 

scenarios, with permeable fracture surface boundaries 
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Figure 4.36 Comparisons of rough ANSYS CFD Fluent FVM model fractures: A. % 

fracture flow rate and B. % matrix flow rate. Isotropic and all anisotropic matrix 

permeability scenarios included, with permeable fracture surface boundaries 
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Table 4.5 Summarising flow results of ANSYS CFD Fluent FVM models with anisotropic permeability of rough fractures - average 

values of four pressure drops (5, 100, 1000, 2000) Pa 

CFD models 

with 

different 

Matrix 

permeability 

scenarios 

Total 

Flow 

(mm2/s) 

 

Fracture 

Flow 

(mm2/s) 

Matrix 

Flow 

(mm2/s) 

Compared 

models 

Affected 

Scenario 

(ADV) Total 

flow 

(decrease of 

the effected 

scenario) 

(ADV) Fracture 

flow (decrease 

of the effected 

scenario) 

(ADV) Matrix 

flow (decrease 

of the effected 

scenario) 

% fracture flow 

(Increase of the 

effected scenario 

 

1 24.524  20.148  4.3759  1 & 2 2 4.07 0.81 22 2.76   

2 23.643  20.027  3.6160  - - - - - - 

3 24.462  20.127  4.3350  3 & 4 4 4.6 0.131 30 3.77    

4 23.225  20.099  3.1262  - - - - - - 

5 24.445  20.120  4.3241  5 & 6 6 5 0.138 32.6 4.14  

6 23.097  20.0920  3.0056  

 

          - - - - - - 

Isotropic 

(Kx=Ky= 

2000 mD) 

24.549  20.154  4.395  
6 & 

Isotropic 
6 5.34 0.18 34.4 1.056  
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4.3.5.2 Summary of anisotropic permeability simulations of rough 

fractures models  

These simulations of a rough fracture with anisotropic matrix permeability clarified 

the importance and necessity of considering anisotropic matrix permeability in 

fractured reservoirs, particularly with rough fracture geometry to mimic fractured 

formations flow conditions, as this has an effect on the flow of the fracture and 

matrix (Tiab and Donaldson 2004 p. 103). As clarified in Sections 4.3.5 and 

4.2.4.2, the majority of subsurface earth crust and hydrocarbon reservoirs have 

highly anisotropic permeabilities in in-plane (Kx) and through plane (Ky) of 

Cartesian directions (Di Fratta et al. 2016; Lang, Paluszny and Zimmerman 2014; 

Tiab and Donaldson 2004 p. 162; Golf-Racht 1982 p. 52; Hutchinson, Dodge and 

Polasek 1961). The comparisons of these six permeability scenarios of ANSYS CFD 

Fluent FVM models reflected interesting findings; some of these were similar to 

Section 4.2.4.2 but with different values, and other different, as below:  

1. Changing in-plane (Kx) permeability in Cartesian axis led to a decrease in 

total flow rate, and the highest decrease of flow was observed with highest 

permeability reduction between Kx and Ky in each scenario, starting from 

30%, 74% and 81% respectively; Table 4.5 summarises the simulation 

results. This has confirmed the findings of Hidayati, Chen and Teufel 

(2000); Saidi (1987) p. 82, Parsons (1966); and Scheidegger (1963) that 

average permeability of anisotropic permeability formations is affected 

significantly by in-plane (Kx) permeability in Cartesian coordinates (ie, the 

permeability that is parallel with flow direction). Also, average permeability 

that is calculated from pressure buildup or any similar tests usually reflects 

close values to horizontal in-plane (Kx) permeability. As well, these results 

confirmed the findings of Lei et al. (2015); and Rasouli and Rasouli (2012) 

which were that matrix permeability that is parallel to fractures (Kx) has 

greater effect than the perpendicular direction (Ky); particularly, the 

permeability aligned with flow direction, as perpendicular direction (Ky), is 

decreased due to overburden stresses increasing with production time as 

pore pressure decreases. Moreover, the reduction of permeability aligned 

with flow direction in fractured media will cause higher pressure drop in 

formations for the same fracture aperture size, and accordingly, on flow, 

which has confirmed the findings that were stated by Rasouli and Rasouli 

(2012).  
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2. Despite total flow reduction due to the in-plane (Kx) permeability reduction, 

increasing through plane (Ky) permeability led to an increase of fracture 

flow percentage in the domain; Table 4.5 above clarifies this result. This 

was due to the effect of pressure drop increase in in-plane (Kx) direction, 

whilst flow through plane (Ky) in perpendicular contact with fracture 

permeable surfaces, faced less resistance. As well, the fracture/matrix 

interface layer was affected by the components of tangential velocities, 

which affect various fluid jump (movements) conditions for matrix and 

fracture (Lei et al. 2015; Rasouli and Rasouli 2012; Popov et al. 2009), and 

the fluid flow movements which always occur due to the response of the 

fracture-matrix interface layer (Lang, Paluszny and Zimmerman 2014). It’s 

good to note, despite the fact that the change in flow percentages had 

similar patterns of increase/decrease in the fracture and matrix of fractured 

domain, the percentages of these values were much bigger than for the 

results of parallel plates fracture with single aperture as stated in Section 

4.2.4.2. This has proved the findings of Yang et al. (2019); Rasouli and 

Rasouli (2012); Popov et al. (2009); Lespinasse (2000) and Zimmerman 

and Bodvarsson (1996) pp. 44-45 that rough fractures have bigger areas 

of contact with the surrounding matrix, and that surface roughness and 

abrupt fracture aperture changes along a fracture have effects on flow. This 

is because narrow corners with sharp edges create clusters of fluid 

movement between fracture and matrix, due to velocity/pressure variation, 

which lead fluid to use different paths as stated by Li et al. (2021); Wu et 

al. (2019) and Sahimi (2011) p. 45. Moreover, matrix pore structure 

heterogeneity in rough surfaces of fractures is increased, which affects 

adsorption of fluids in formations (Yin et al. 2017; Sahimi 2011 pp. 15, 18, 

244), and spatial pressure gradients inside a fracture will have substantial 

effects on fluid movement (Andersen and Zhou 2020). This is particularly 

true with velocity variations in the fracture and surrounding matrix, which 

change the mechanisms of adhesion (the attraction force between fluid and 

mineral surfaces), cohesion (the attraction force between fluid minerals), 

and pore imbibition which have significant effect on fluid percolation 

(Dippenaar and Van Rooy 2016; Ingham and Pop 2005 p. 367). As well, 

flow channeling in a fractured domain increases matrix effects, as reported 

by Zou, Jing and Cvetkovic (2017); and Ishibashi et al. (2012), and 

instability momentum in these zones, due to the vortices and flow 

recirculation inside the fracture, which create more fluid movement 
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between matrix and fracture as reported by Karimzade et al. (2019); and 

Chen et al. (2017). This has disqualified the findings that fluids are trapped 

in these zones and have no contribution, as reported by Suri et al. (2020); 

Briggs, Karney and Sleep (2017); Dippenaar and Van Rooy (2016); and 

Briggs, Karney and Sleep (2014). This is due to these literatures having 

neglected the fracture/matrix interface layer, and momentum exchange 

between fracture and matrix due to velocity/pressure variations. In fact, 

the models in this research have shown that these areas are the gateway 

of fluid movement between fracture and matrix. Figure 4.32 shows 

streamlines of velocity between fracture and matrix, and fracture vortices 

zones to bulk flow, which have proved the findings of Karimzade et al. 

(2019) and Chen et al. (2017), and proved the impact of matrix effects in 

fractured media, as stated by Spence et al. (2014) and Narr, Schechter and 

Thompson (2006). The effects of matrix permeability in these 

heterogeneous media is higher (Di Fratta et al. 2016; Al-Yousef 2005; Tiab 

and Donaldson 2004 p. 162; Golf-Racht 1982 p. 52); especially, matrix flow 

importance increases with decreasing fracture apertures during production, 

due to overburden stress effects with fracture pore pressure (Rasouli and 

Rasouli 2012). This disqualifies a concept of neglecting matrix effect, as 

reported in some literature such as Zou, Jing and Cvetkovic (2017); Hyman 

et al. (2015); Sarkar, Toksöz and Burns (2011); Piri and Karpyn (2007); 

Nazridoust et al. (2006); and Berkowitz (2002) p. 867.  

 

3. An analysis was made of comparisons of average flow of four pressure 

values (5, 100, 1000, 2000) Pa for fracture and matrix. This was conducted 

firstly among the set of anisotropic permeability ANSYS CFD Fluent FVM 

models with scenarios 1, 3, and 5 of Table 4.2, where Kx was fixed with 

2000 mD and Ky was varied with values 380, 517, 1389 mD, and, secondly 

among the set of anisotropic permeability ANSYS CFD Fluent FVM models 

with scenarios 2, 4 and 6 of Table 4.2, where Ky was fixed with 2000 mD 

and Kx was varied with 380, 517, 1389 mD. The comparison results of the 

first set of models reflected a slight increase in fracture flow, but larger 

increase in matrix flow, which has proved that despite in-plane (Kx) 

permeability was a fixed value, the increase of through plane (Ky) 

permeability has increased matrix flow and directed flow toward the matrix 

through the fracture/matrix interface layer. This is more consolidation of 
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the finding which proved the effects of permeable surfaces of rough 

fractures through the fracture/matrix interface layer, due to the reduced 

flow resistance in through plane (y) axis. Likewise, it has provided evidence 

of fluid jump through fracture/matrix interface layer, due to the effects of 

the components of tangential velocities inside the fracture surfaces, 

fractures’ sharp corners with rough surfaces, and abrupt changes of 

fracture apertures, which have created gateway clusters of fluid movement 

and increased matrix flow contribution in the domain (Li et al. 2021; 

Andersen and Zhou 2020; Wu et al. 2019; Yang et al. 2019; Yin et al. 2017; 

Dippenaar and Van Rooy 2016; Lei et al. 2015; Lang, Paluszny and 

Zimmerman 2014; Rasouli and Rasouli 2012; Sahimi 2011 pp. 15, 18, 45, 

244; Popov et al. 2009; Ingham and Pop 2005 p. 367; Lespinasse 2000; 

and Zimmerman and Bodvarsson 1996 pp. 44-45). The comparison of the 

second set of models reflected an increase in fracture flow, but with matrix 

flow decreasing. With increasing in-plane (Kx) permeability and fixed 

through plane (Ky) permeability, pressure drop was decreased, and with 

pressure/velocity changing along the rough fracture flow, fluid movements 

were higher through fracture/matrix interface layer. This led to increased 

fracture flow through gateway clusters as reported by Li et al. (2021); Wu 

et al. (2019); and Sahimi (2011) p. 45. This case represents a scenario 

were adapted in some studies in literature which consider fracture only as 

main fluid conductor and matrix as main fluid supply (Luo et al. 2020; 

Nelson 2001; Sahimi 2011; and Golf-Racht 1982).  

This comparison has provided evidence that Ky permeability is important 

in fractured formations, as it provides another flow path from matrix toward 

fractures. To consolidate this finding, the average total flow of the two sets 

was compared. The outcome was that the first set, with Ky permeability 

changing, had higher average total flow with 2.42% than the second set 

with Kx permeability changing. This finding has contradicted the literature 

of Lei et al. (2015); Rasouli and Rasouli (2012); Hidayati, Chen and Teufel 

(2000); and Saidi (1987) p. 82 that permeability aligned with flow direction 

Kx has greater effect on fractured media flow than Ky. This is because 

rough fracture surfaces’ interaction with the matrix has significant impact 

on flow contribution of fracture and matrix in a fractured domain. Figure 

4.37 illustrates these results.  
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Figure 4.37 Average flow comparisons of fracture and matrix in ANSYS CFD 

Fluent FVM rough fracture models of four pressure values (5, 100, 1000, 2000) 

Pa 

A. first set permeability scenarios (Kx= 2000 mD fixed, Ky= 380, 517, 1389 mD); 

B. second set permeability scenarios (Ky= 2000 mD fixed, Kx= 380, 517, 1389 

mD) 

 

4. The ANSYS CFD Fluent FVM simulations of a rough fracture with permeable 

fracture surfaces and anisotropic matrix permeability proved that the flow 

inside the fracture will have a significant change when the fracture surfaces 

are permeable to the fluid with the matrix (Lang, Paluszny and Zimmerman 

2014). This has proved that the interaction between the fractures and 

surrounding matrix is active, and neglection of this will lead to the wrong 

prediction of flow, because rough fracture geometry has rough surfaces and 

interaction is high, and critical for flow analysis (Popov et al. 2009). The 

main reasons are that rough fractures will suffer higher pressure drop, the 

effects of fluid recirculation “eddies or vortices”, and abrupt changes in 

pressure/velocity along the fracture flow, which will increase fluid jump 

movements between matrix and fracture (Karimzade et al. 2019; Briggs, 

Karney and Sleep 2014; Popov et al. 2009; Karpyn, Grader and Halleck 

2007; Yamatomi et al. 2001). Therefore, the geometry of rough surfaces, 

will reflect accurate pressure drop, particularly, with inclusion of 

fracture/matrix interaction, which is vital for flow analysis as reported by 

Lang, Paluszny and Zimmerman (2014); Crandall, Ahmadi and Smith 

(2010); Popov et al. (2009); and Moreno et al. (1988).  

5. Thus, the findings of models in this research have confirmed that 

considering impermeable fracture surfaces, neglecting matrix flow 

contribution and not using rough fracture geometry in modelling will 

mislead flow calculations in fractured media. This has confirmed the 

findings of Rasouli and Rasouli (2012); and Crandall, Ahmadi and Smith 
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(2010), that considering matrix effect will increase fractured formation 

connectivity, and the importance of matrix effect as reported by Luo et al. 

(2020) p. 3. As well, to conclude the points in these analyses, when both 

Kx and Ky were changing at the same time (as point 1 and 2) then Kx had 

the highest effect on fractured domain flow; however, if one of Kx or Ky 

was changing and the other was fixed, then Ky had highest effect on 

fractured domain flow, as it led to increased flow percentages in the fracture 

and surrounding matrix. Therefore, for a better estimation of flow in 

fractured media, it is necessary to consider real conditions of subsurface 

layers rather than simplified conditions: to consider anisotropic values of 

permeability, as these values have an effect on fractured domain flow 

(fracture+matrix).  

 

4.4  Comparisons Between Parallel Plates And Rough 

Fractures 

It was mandatory to make a comparison between parallel and rough fracture 

geometries, in order to investigate the effect of fracture geometry shape/type on 

fractured domain flow. As can be seen in the previous sections of this chapter, 

both types of fractures were simulated in ANSYS FVM Fluent with the same 

conditions, to check the effect on pressure, velocity and flow inside the fracture 

and the matrix. Different conditions were considered, such as: pressure drop, 

isotropic and anisotropic matrix permeability, and different boundaries of fracture 

surfaces: permeable “Interior face boundary” and impermeable “Walls boundary”. 

The outcome of these comparisons was that considering permeable fracture 

surfaces with a rough fracture had a significant effect on the total flow of the 

domain (fracture and matrix).  

 

In order to clarify fracture geometry further, a comparison was conducted between 

a parallel plates fracture, with one fracture aperture height, and a rough fracture, 

with varied fracture apertures along the flow, with permeable fracture surfaces 

only “interior faces boundary” in order to clarify and quantify the interaction effect 

between the matrix and the fracture in the domain; both types of fractures shared 

the same average fracture aperture height, 581 micrometre. The simulations were 

compared with four pressure drops (5, 100, 200, 1000) pa with Isotropic matrix 

permeability (Kx=Ky=2000 mD), and zero pressure outlet, and all other set ups 
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of the model as stated in Chapter 3, then, different values were calculated, such 

as: total flow rate, fracture flow rate, matrix flow rate as section 4.2, and the 

percentage of the fracture/matrix flow in the domain. The outcome of this 

comparison was that the total flow rate for the rough fracture was 24.55mm2/s, 

the average value of fracture flow rate was 83%, and the matrix flow was 17%. 

In comparison, for the parallel plates fracture, the total flow rate was 109mm2/s, 

the average value of fracture flow rate was 98%, and the matrix flow was 2%.  

The total flow rate had decreased in the rough fracture domain by more than four 

times in comparison with the parallel plates fracture. This decrease was reflected 

in the reduction in fracture flow of more than 5 times. This has confirmed similar 

findings of flow reduction, but with different flow percentages, which were reported 

in other studies such as Crandall, Bromhal and Karpyn (2010); Crandall, Bromhal 

and Smith (2009); Karpyn, Petchsingto (2008); Grader and Halleck (2007); and 

Lespinasse (2000). However, the matrix flow had increased more than 3 times. 

Figures 4.38 and 4.39 present these comparisons. This comparison has clarified 

that considering a parallel fracture with a single aperture height will overestimate 

the total flow of the fracture domain and the fracture flow; in addition, it will 

underestimate the matrix flow continuation in a fractured domain. This case was 

investigated further by observing the fluid velocities and pressures on the fracture 

surfaces (the interface layer between the fracture and the matrix) for the Rough 

fractures and Parallel plates fractures, to check what the effect of fracture 

geometry on the velocity and the pressure inside the fracture and inside the 

surrounding matrix was. Figure 4.40 clarifies the observation of velocity. As can 

be seen, the fracture surface velocity continued changing along the flow of the 

rough fracture, while for the parallel plates fracture the velocity had a steady 

decline along the flow with smooth declination. Also, the pressure of the fracture 

surfaces for the rough fracture kept fluctuating along the flow with sharp 

decrease/increase, whilst for the parallel plates fracture, the pressure was steady 

and smooth whilst declining along the flow. Moreover, a reading line inside the 

matrix was drawn for both types of fractured domains on coordinates (0, 0.052) 

(0.1015, 0.052) m, to observe the fluid X-velocity inside the matrix. The finding 

was that both trends had different behaviour of fracture surface X-Velocity: smooth 

decline for the parallel plates fracture and fluctuation for the rough fracture. This 

proved the effects of fracture surface geometry on the matrix velocity, and 

respectively on the domain flow. As can be seen, the velocity change along the 

flow of the rough fracture was reflected in the pressure inside the fracture and the 

surrounding matrix, which was changing along with the flow, while for the parallel 
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plates fracture, it had smooth declining behaviour along with the flow, and slight 

effect between the matrix and the fracture.  

 

The velocity change along with the flow in each point inside the rough fracture was 

due to the fracture aperture changing, which changed the pressure also. Dietrich 

et al. (2005) and Sen (1995) studied the interface layer between the matrix and 

the fracture, and Sen (1995) clarified the equation 2.41 (Section 2.5.5) which 

describes fluid movement between the fracture and the matrix along the interface 

layer, as clarified in summaries of results analysis sections 4.3.3, 4.3.4 and 4.3.5.2 

which showed the effects of rough fractures and of considering permeable fracture 

surfaces (interface layer between matrix and fracture). This means that the flow 

between the matrix and the fracture changes too, due to the pressure differences 

between the matrix and the fracture. This changing of velocity /pressure has been 

reflected in the fluid movements between the matrix and the fracture (imbibition 

mechanism), which leads to active transfer of fluid between the matrix and the 

fracture and vice versa. Accordingly, this has been reflected on the fracture/matrix 

fluid flow percentage of the rough fracture, whilst for the parallel plates fracture, 

the results have indicated that there is very low interaction between the matrix 

and the fracture. Figure 4.41 clarifies the schematic movements between the 

fracture and the matrix. 

     

4.4.1 Summary of the comparisons between parallel 

plates fractures and rough fractures 

 

Thus, to conclude, the outcome of this comparison is as below: 

 

1. Considering a parallel plates fracture with one fracture aperture height does 

not reflect the reality of flow inside a fracture, and it will overestimate (% 

fracture flow), whether the conditions of fractures surfaces are permeable 

or impermeable, and underestimate matrix flow in the case that fracture 

surfaces are permeable with the matrix. This is because it will not account 

for the effect of changing fluid velocity/pressure along the flow in the 

fractured domain. Despite this, this type of fracture has been used widely 

as a single fracture or network fractures in fractured domains modelling, as 

reported by Luo et al. (2020); Luo, Tang and Zhou (2019); Luo et al. 

(2018); Lu et al. (2017); Rasouli and Rasouli (2012); Sahimi (2011); Popov 
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et al. (2009); Tiab and Donaldson (2004); Sen (1995); and Golf-Racht 

(1982).  

2. As well, assuming impermeable fracture surfaces will mislead flow 

estimation of fractures; therefore, permeable fracture surfaces should be 

considered as this gives a more accurate flow estimation in fracture and 

matrix, because it considers the effect of how the fracture/matrix interact 

upon each other in the same domain (Lei et al. 2015; Lang, Paluszny and 

Zimmerman 2014; Rasouli and Rasouli 2012; Crandall, Ahmadi and Smith 

2010; Popov et al. 2009; Moreno et al. 1988). This finding is against the 

wide neglect of matrix effect on flow in fractured media, as reported in 

Briggs, Karney and Sleep (2017); Chen et al. (2017); Liu, Li and Jiang 

(2016); Briggs, Karney and Sleep (2014); Sarkar, Toksöz and Burns (2011); 

Nazridoust et al. (2006); Berkowitz (2002) p. 868 and Yamatomi et al. 

(2001). 

3. Thus, this research has shown that combining two main characteristics in 

fractured media modelling: rough fracture geometry with varied aperture 

along the flow; and permeable fracture surfaces, will reflect a more accurate 

estimation of flow in fractured media, in the subsurface layers of earth crust 

and reservoirs. 
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Figure 4.38 Flow comparisons (mm2/s) between ANSYS CFD Fluent FVM models 

of rough fracture and parallel plates fracture with permeable surfaces 

(Kx=Ky=2000 mD), with pressure drops (5, 100, 1000, 2000) Pa, permeable 

fracture surface boundaries “Interior faces” A. total flow rate, B. fracture flow 

rate, and C. matrix flow rate.  

 

 

Figure 4.39 % Flow comparisons between ANSYS CFD Fluent FVM models of 

rough fracture and parallel plates fracture with permeable surfaces 

(Kx=Ky=2000 mD), with pressure drops (5, 100, 1000, 2000) Pa 

A. % fracture flow, and B. % matrix flow.  

 



153 
 

 

Figure 4.40 Comparisons of X-velocity and total pressure, at fracture’s top 

surfaces and inside matrix, between rough fracture and parallel plate fracture 

ANSYS CFD Fluent FVM models, with isotropic permeability (Kx=Ky=2000 mD) 

and P=2000 Pa with zero pressure outlets, and permeable fracture surface 

boundaries 

A and B: Schematic sections of parallel plate and rough fracture, respectively, with 
matrix domains, highlighting the fractures’ top surfaces and the reading lines 

inside the matrix (both lines had same coordinates); C: X-velocity at fractures’ top 
surfaces D: Total pressure at fractures’ top surfaces; and E: X-velocity inside the 

matrix reading lines  
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Figure 4.41 Schematic description of flow interaction through the rough fracture 

surface interface layer between matrix and fracture  

(Author’s own work)  

 

4.5  Conclusion  

 

In this chapter, two kinds of fractured media models were created, a parallel plates 

fracture with single apertures and a rough fracture with varied apertures along the 

flow. The goal of these models was to investigate fluid flow in media with these 

two kinds of fractures, and make comparisons between them with different 

fracture surface boundary conditions: impermeable “walls” and permeable “interior 

faces”, to envisage flow interaction between fracture and matrix in two different 

geometries. In addition, the matrix permeability effect was investigated, through 

set-ups of isotopic permeability (Kx=Ky) and anisotropic permeability with 

different scenarios (Kx≠Ky), with different pressure drops. Both models were 

validated with previous works and the flow theories of fractures and matrices from 

the literature. The outcomes of these models have reflected very interesting 

findings which can be summarised as follows: 

 

1. A parallel plates fracture with single aperture height does not represent the 

reality of flow in fractured media and can mislead analysis outcome 

significantly, despite it being widely used in industry for simplicity, as 

reported by Luo et al. (2020); Luo, Tang and Zhou (2019); Luo et al. 

(2018); Lu et al. (2017); Popov et al. (2009); Rasouli and Rasouli (2012); 

Sahimi (2011); Tiab and Donaldson (2004); Sen (1995) and Golf-Racht 

(1982). The main reason is because the interaction between fractures and 
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matrix is quite low in a parallel plates fracture; it will overestimate (% 

fracture flow), whether the conditions of fracture surfaces are permeable or 

not, and underestimate (matrix flow %), because it will not account for the 

effect of changing fluid velocity/pressure along the flow in the fractured 

domain. 

2. Considering rough fracture geometry with varied apertures along the flow 

will reflect a more accurate estimation of flow in fractured media in 

subsurface layers of earth crust and reservoirs. As it mimics real conditions 

of flow as in fractured formations (rough fracture flow resistance, 

matrix/fracture interaction, etc.) the outcome will reflect optimised results 

with higher accuracy. 

3. Matrix interaction with fracture is very important; therefore, it’s vital to 

include this in fractured media flow calculations, especially with rough 

fracture geometry, as the interaction between matrix and fracture is high. 

It has been proven and validated that matrix flow has good contribution to 

flow in fractured media with rough fracture geometry. Thus, considering 

impermeable fracture surfaces and excluding the matrix will lead to highly 

underestimating or overestimating flow, based on fractures’ orientations 

and fractal properties of fractures’ geometry (roughness, tortuosity, 

standard deviations of fracture apertures). 

4. One of the very interesting findings is that the well-known Darcy formula of 

fluid flow in matrix was under predicting value, and may not be accurate for 

complicated scenarios in fractured media’s matrix, when fractures’ 

interaction with matrix are considered, as the matrix flow reflected a 

nonlinear increase. 

5. Anisotropic permeability effects of in-plane (Kx) permeability and through 

plane (Ky) permeability were investigated in both types of fractured media: 

parallel plates fracture with single aperture and rough fracture. Kx and Ky 

reflected two visions in these two types of fractures, with either similar or 

different effects based on different percentages of fracture and matrix flow. 

As it has been clarified that parallel plates fractures have misled flow 

calculations, therefore, here rough fractures only will be highlighted. For the 

rough fracture, if both in-plane Kx and through plane Ky permeabilities were 

changing at the same time, then, Kx had the highest effect on fractured 

domain flow. However, if one of the permeabilities (Kx or Ky) was changing, 

then through plane Ky had the highest effect on fractured domain flow, as 

it showed proven increase in fracture flow and, significantly, in matrix flow 
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too. This finding is very significant, as it gives evidence that through plane 

(Ky) permeability is important in fractured formations, not only in-plane 

(Kx) permeability as reported in the literature by Lei et al. (2015); Rasouli 

and Rasouli (2012); Hidayati, Chen and Teufel (2000); Saidi (1987) p. 82; 

Parsons (1966); and Scheidegger (1963).  
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5 Friction Factor In Fractured 

Media 
 

5.1 Introduction   

 

As clarified in Chapter 2 section 2.6, in fluid dynamics the friction factor will be 

called “Darcy Friction Factor’’, or “Darcy–Weisbach friction factor’’; this is an 

empirical equation that relates loss of pressure along the flow due to surface 

friction with average velocity of incompressible fluid, and is a dimensionless value 

(Winterton 2014 chap. 6; White 2011; Simmons 2008; White 2003; Swanson 

1970; Eskinazi 1968). Friction factor in naturally fractured reservoirs represents 

pressure loss due to fluid contact with fracture surfaces along a fracture’s length. 

The friction value relies on many factors, such as: fluid velocity, fluid type, the 

shape of fracture geometry, and the roughness value of fracture surfaces. Friction 

behaviour in fractured media has been extensively examined in the 20th century, 

due to high effects on pressure loss, and many studies have been performed to 

mimic its different conditions (Tiab and Donaldson 2004 p. 459; Saidi 1987 pp. 

169, 306; Golf-Racht 1982 p. 306, 310). However, until now, many challenges 

remain to estimating the accurate value of friction factor, due to the complication 

of calculations, and the difficulty of including all ambient conditions of fractured 

media of subsurface earth crust reality in the calculation. This attracts researchers 

to include more variables for developing better fracture friction factor prediction, 

as reported by Su et al. (2019); Chen et al. (2017); Zhou et al. (2016); Singh, 

Singh and Pathegama (2014); Zhang and Nemcik (2013) ; Qian et al. (2011); 

Crandall, Ahmadi and Smith (2010); Nazridoust, Ahmadi and Smith (2006); 

Dietrich et al. (2005); Tiab and Donaldson (2004); Masciopinto (1999); and Golf-

Racht (1982), yet further variables still remain to be included to develop better 

accuracy. Therefore, more investigation was required to include more realistic 

conditions, in order to optimize a better predication of friction factor value in 

fractured media. 

 

Thus, in the chapter, the friction factor value was investigated by the same ANSYS 

CFD Fluent FVM fracture models as clarified in Chapters 3 and 4, but only 

considered rough fracture models. The reason for this was that, as proven in 
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Chapter 4, parallel plates fractures with single aperture would mislead flow 

calculations, and flow estimations would be wrong with no major deviation 

observed from simulations for including permeable fracture surfaces with matrix 

or changing matrix permeabilities from isotropic to anisotropic, and investigating 

friction factor in this manner would not give accurate results. Therefore, rough 

fractures only were considered in this chapter, with both boundary conditions of 

fracture surfaces: permeable with the matrix” Interior faces boundary’’ and 

impermeable with the matrix “walls boundary”. As well, the investigation was 

expanded further with anisotropic matrix permeability with permeable fracture 

surfaces boundary.  

 

The goals of these investigations were as follows. Firstly, to clarify the prediction 

of friction factor in fractured media with rough fractures with impermeable and 

permeable fracture surfaces with matrix; to consider the effects of isotropic and 

anisotropic matrix permeability; and to optimise mimicked conditions of the 

fractured media, by including the extra factor of subsurface anisotropic matrix’s 

effect on friction factor prediction. Secondly, to develop analytical and numerical 

models of friction factor in fractured media that have the most optimised conditions 

of fractured media, in order to mimic real flow in fractured media of the earth 

crust, which will give a better prediction of a fracture’s friction factor.  

 

5.2  Extraction Of Friction Factor Value From ANSYS CFD 

Fluent FVM Models 

 

The ANSYS CFD Fluent FVM models of this chapter are the same models as Chapter 

4’s fracture models, which were used to extract the friction factor values. Because 

these models have already been validated against existing papers from the 

literature, therefore, the details of the ANSYS CFD Fluent FVM rough fracture 

models are the same as stated in Chapter 3 Section 3.5.2, except the details that 

are related to fracture/matrix properties and friction factor values will be clarified 

in each section.  

 

In this study, ANSYS CFD Fluent FVM simulation models were used to extract the 

average velocities profiles and pressure drop inside the fractures as stated in 

Chapter 4 Section 4.2, then these values were used in the friction factor equation 
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5.1. However, in order to get an accurate value of the friction factor from the 

equation, there were some values which needed to be applied from the fracture’s 

fractal properties, which are clarified in the equation details below:  

 

F =
2 D ∆P

L.ρ.V2
             (5.1) 

(White 2003) 

Where: F= friction factor, D= fracture apertures (average value of entire fracture 

apertures for the rough fracture geometry), ∆P= pressure drop along fracture 

flow, L= fracture length or domain length (in rough fractures: this will not consider 

equivalent length of both top and bottom fracture surface lengths to include the 

tortuosity effect, because the extracted average velocity/pressure drop values of 

ANSYS CFD Fluent FVM models have already faced this effect, and will be reflected 

on its values), ρ= fluid density, V= fracture’s average velocity (the average 

velocity value of the entire fracture “not the average velocity profile”, which will 

be explained below) 

 

The application of equation 5.1 in rough fracture models is clarified in detail in the 

following sections. As well, it’s good to note as clarified in equation 5.1 that the 

relation between the friction factor and the velocity is a reverse value; this means 

that as the velocity value increases, friction factor value will be decreased. This is 

reflected in the friction factor when a fracture’s flow increases; this will lead to 

increased velocity as equation 5.2. Thus, in general, friction factor values will be 

drawn in graphs with Reynolds number values similar to Moody diagram style. This 

is because the Reynolds number is a measure of velocity and based on its value; 

flow can be classified as either laminar, turbulent or, transition between the two 

flow behaviours (White 2011 p. 356; Simmons 2008 p. 1028; Swanson 1970; 

Eskinazi 1968). Equation 5.3 below clarifies the details of calculating the Reynolds 

number value in fractures. 

 

QFracture = AFracture × VFracture            (5.2) 

 

Where: AFracture = fracture area or fracture aperture height, as one dimension 

instead of a two-dimensional section; the reason for this is due to a very long 

depth in Z-Cartesian coordinates of fractured media domain, in comparison with 

fracture aperture height, most of the calculation considering it as a one direction 

(Dietrich et al. 2005; Tiab and Donaldson 2004; Golf-Racht 1982-38),  VFracture  = 
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average value of velocity profile in that particular fracture’s section,  QFracture= 

fracture’s flow rate (usually in fractured media this can be described in m2/s or 

mm2/s, instead of m3/s or mm3/s, due to one dimensional representation of 

fracture area).  

 

Re =
ρ 

μ
 V. D               (5.3) 

(White 2011; Eskinazi 1968 p. 90) 

Where: ρ = fluid density, μ = dynamic viscosity, D= fracture aperture (average 

value of entire fracture apertures for rough fracture geometry), V= average 

fracture velocity (the average velocity value of the entire fracture); this can be 

observed by applying equation 5.2 twice, first to extract the average velocity 

profile inside the section of the fracture, then observe fracture flow. And second, 

as the fracture flow is now known, then apply equation 5.2, but change the A 

fracture as an average section height 581 micrometre of the entire fracture instead 

of section height at the velocity profile. Then, the results will be average velocity 

value of the entire fracture. 

 

 

5.3  Friction Factor In A Rough Fracture (Re-generating 

Crandall, Ahmadi and Smith (2010)’s Paper)  

 

Rough fracture geometry that was created to investigate flow and velocity by 

ANSYS CFD Fluent FVM in Chapter 4 was also used here, and the friction factor in 

this kind of fracture was investigated by using friction factor equation 5.1. a rough 

fracture with varied apertures with average sections height (581) micrometre in 

the middle of the matrix was created by ANSYS CFD Fluent FVM; the total domain 

(fracture + matrix) size was (10.15 x 10.15) cm, and all the details of the model 

are in Chapter 3 Section 3.5.2. The fracture that was used in this investigation was 

used by Nazridoust, Ahmadi and Smith (2006) and Crandall, Ahmadi and Smith 

(2010), but each one used it with different set-up, such as fracture surfaces as 

impermeable “Walls boundary” and permeable “Interior faces boundary” 

respectively. 

The X-velocity profiles inside the fracture were calculated by creating a surface 

line inside the fracture in the smallest fracture aperture 240 micron, just before 

the fracture outlet at (X, Y) Cartesian coordinates (0.1, 0.0472) (0.1, 0.04754) m, 
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Figure 4.20A in Chapter 4 clarifies this line. Then, the average value of the X-

velocity was extracted at the section inside fracture as stated in Chapter 4 Section 

4.2, then, the average value of the entire fracture as clarified in each model set 

up below. This model was simulated with: four values of pressure drop (5, 100, 

1000, 2000) Pa and zero pressure outlets; two fracture surface conditions 

considered, impermeable “Walls boundary” and permeable “Interior faces 

boundary” to include matrix effect and interactions with fracture; and matrix 

porosity 20%. Two kinds of matrix permeability, isotropic and anisotropic, as Table 

4.2 in Chapter 4 were considered. The outcome of each setup is clarified below. 

 

5.3.1 Friction factor in rough fracture with fracture’s 

surface boundaries set as impermeable “Walls boundary’’ 

with Validation 

These ANSYS CFD Fluent FVM fracture models were set as isotropic matrix 

permeability (Kx=Ky) with two values K=0.2 mD and K=2000 mD, fracture surface 

boundaries were set as impermeable “Walls boundary”, which meant no fluid flow 

between the matrix and the fracture and vice versa, other set up as stated above 

in Section 5.3. The average value of the X-velocity values was observed inside the 

fracture, then, friction factor equation 5.1 was used. The setup of this ANSYS CFD 

Fluent FVM model was similar to the setup of that of Nazridoust, Ahmadi and Smith 

(2006). Therefore, the comparison outcomes of this model were used: first, to 

validate this model’s friction factor values with Nazridoust, Ahmadi and Smith 

(2006)’s results; and second, to compare the results of impermeable fracture 

surface models with different values of permeable isotropic matrix permeability, 

to investigate whether there is any effect on friction factor values when matrix 

permeability changes and there is no interaction surface or fluid movement, with 

fracture “Walls boundary”.  

 

The friction factor and Reynolds number inside the fractures of both models with 

two values of isotropic permeability K=0.2 mD and K=2000 mD were calculated 

and compared, and the outcomes were: ADV of Reynolds number versus pressure 

drop and fracture friction value versus Reynolds number were almost matched 

between the two models results at all pressure drops. Figures 5.1A and 5.1B below 

illustrate these comparisons. This outcome proved that when the boundary 

conditions of the fracture surfaces were set with impermeable “Walls boundary” 

there was no interaction (pressure/velocity) between the fracture and the matrix. 
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Thus, the flow inside the fracture was not affected when the matrix permeability 

changed, and accordingly, fracture friction factor was not changed due to the 

permeability change (no fluid movement existed between the two coexisting 

domains). However, matrix flow was changed when the permeability changed, but 

this didn’t affect the fracture flow due to the impermeable fracture surfaces “Walls 

boundary” as clarified in chapter 4 section 4.3.2. 

 

As well, a validation of friction factor between the ANSYS CFD Fluent FVM model 

of rough fracture results and Nazridoust, Ahmadi and Smith (2006)’s model of 

friction factor (Section 2.6.3, table 2.1) was conducted, by applying Reynolds 

number values that were extracted from ANSYS CFD Fluent FVM into Nazridoust, 

Ahmadi and Smith (2006)’s equation. The result of this comparison was that the 

ANSYS CFD Fluent FVM model was a good match with the values of friction factor 

as reported by Nazridoust, Ahmadi and Smith (2006)’s model, with deviation less 

than 9%. As well, it’s good to note that this deviation of friction factor in fact was 

much less when Re was less than 10, around 3%, as can be seen in Figure 5.2. 

However, as the comparison was conducted of full trends values, even after Re 10, 

the friction factor after Re 10 continued to increase; the reason for this difference 

in increase between two trends is as stated in Nazridoust, Ahmadi and Smith 

(2006)’s model, that the model is suitable to be used when (Re ≤10) only. Thus, 

this model was a good match with Nazridoust, Ahmadi and Smith (2006)’s model, 

and was in a good state of validation. 

 

 

 
Figure 5.1 Comparison of rough fracture ANSYS CFD Fluent FVM models with 

fracture surfaces set as impermeable “Walls boundary”, between different 

isotropic permeabilities (Kx=Ky=0.2 mD) and (Kx=Ky=2000 mD). A. Reynolds 

number, and B. Friction factor 
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Figure 5.2 Friction factor validation and comparison between rough fracture of 

ANSYS CFD Fluent FVM model with isotropic permeability (Kx=Ky=0.2 mD), 

fracture surfaces were set as impermeable boundary “Walls boundary”, and 

Nazridoust, Ahmadi and Smith (2006)’s model of friction factor  

 

 

 

 

 

 

5.3.2 Friction factor in rough fracture with two boundary 

conditions of fracture surfaces set up as impermeable 

“Walls boundary’’ and permeable “Interior faces 

boundary’’ with Validation 

To check the effects of the interaction between matrix and fracture on friction 

factor in the rough fracture, ANSYS CFD Fluent FVM models of a rough fracture 

were simulated with the boundary conditions as in Section 5.3.1, but changing the 

fracture surface boundary conditions from impermeable “Wall boundary” to 

permeable “Interior faces boundary”. This allowed fluid movement between the 

fracture and matrix and vice versa, and considered isotropic matrix permeability 

with (Kx=Ky=2000 mD). The setup of this ANSYS CFD Fluent FVM model was 

similar to the setup of Crandall, Ahmadi and Smith (2010)’s paper as stated above 

in Section 5.3. Then, a similar procedure was followed to calculate the friction 

factor, as clarified in section 5.2. Therefore, the comparison outcomes of this 
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model were used to: first, validate this model’s friction factor values with Crandall, 

Ahmadi and Smith (2010)’s model’s results; and second, compare the results of 

permeable fracture surface models “Interior faces boundary’’ with isotropic matrix 

permeability, with impermeable fracture surfaces “Walls boundary”. This enabled 

an investigation of friction factor when the matrix was interacting with the fracture 

and fluid movement between them was allowed.  

 

The friction factor and the Reynolds number inside the rough fracture with 

permeable fracture surfaces “Interior faces’’ were calculated, then compared with 

the rough fracture with non-permeable fracture surfaces “Walls conditions’’, with 

isotropic permeability (Kx=Ky=2000 mD) in both models. The outcomes of these 

comparisons were: ADV of Reynolds number increased 28.15% in the rough 

fracture with permeable fracture surfaces; and ADV of the fracture friction 

decreased in the fracture model with Kx=Ky=2000 mD around 55.2%. Figures 

5.3A and 5.3B illustrate these comparisons.  

 

As well, a validation comparison of the friction factor between ANSYS CFD Fluent 

FVM model of rough fracture results with boundary surfaces set up as permeable 

“interior faces” and Crandall, Ahmadi and Smith (2010)’s model (Section 2.6.3, 

table 2.1) was conducted. The result of this comparison was that the ANSYS CFD 

Fluent FVM  model was very well matched with the values of friction factor of 

Crandall, Ahmadi and Smith (2010) with 2.6% deviation. Figure 5.4 clarifies this 

comparison. This comparison proved that this model was in a good stage of 

validation and was ready for further investigation. 
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Figure 5.3 Comparison of rough fracture ANSYS CFD Fluent FVM models with 

fracture surface boundaries set as impermeable “Walls boundary” and permeable 

“Interior faces boundary”, with isotropic permeability (Kx=Ky=2000 mD) A. 

Reynolds number; and B. Friction factor  

 

 

Figure 5.4 Friction factor validation and comparison between rough fracture 

ANSYS CFD Fluent FVM model with isotropic permeability (Kx=Ky=2000 mD), 

fracture surfaces set as permeable “Interior faces boundary”, and Crandall, 

Ahmadi and Smith (2010)’s model  
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5.3.3 Friction factor in rough fracture with anisotropic 

matrix permeability and fracture surface boundaries set 

up as permeable “Interior faces boundary’’     

 

The previous section 5.3.2 showed the effects when fluids were allowed to move 

between the matrix and fracture, and how this interaction affected the friction 

factor and Reynolds number values. Therefore, in this section, more investigation 

was conducted, focusing on the effects of anisotropic matrix on the friction factor 

and Reynolds number inside the fracture. Thus, these ANSYS CFD Fluent FVM 

fracture models were set with permeable fracture surface boundaries “Interior 

faces boundary”, to allow fluid movement between fracture and matrix, and other 

set ups as stated above in Section 5.3. the matrix permeability was considered 

anisotropic permeability, as the data in Table 4.2 with six anisotropic scenarios in 

Chapter 4. similar procedure was followed to calculate the friction factor and 

Reynolds number, as clarified in section 5.2, then, were compared for these 

models. 

 

The first scenario model (Kx=2000, Ky=1389), compared with the second scenario 

model (Kx=1389, Ky=2000), ADV of Reynolds number decreased in the rough 

fracture with the second scenario matrix permeability 0.81%, and ADV of the 

fracture friction value increased 1.621%. Similar comparisons occurred between 

the third scenario model (Kx=2000, Ky=517) mD and fourth scenario model 

(Kx=517, Ky=2000) mD; ADV of Reynolds number decreased in in the fourth 

scenario 0.131%, and ADV of the fracture friction value increased 0.261%. Lastly, 

the fifth scenario model (Kx=2000, Ky=380) mD and sixth scenario model 

(Kx=380, Ky=2000) mD were compared, ADV of Reynolds number decreased in 

the sixth scenario 0.138%, and ADV of the fracture friction value increased 

0.277%. As can be seen, the second scenario had the highest value of ADV friction 

factor. Therefore, further investigation was conducted by comparing its value with 

a isotropic matrix permeability model with (Kx=Ky=2000 mD); ADV of Reynolds 

number decreased in the second scenario 0.81%, and ADV of the fracture friction 

value increased 1.63%.  

Moreover, this case was investigated further by two ANSYS CFD Fluent FVM models 

were compared, both with isotropic matrix permeability, first (Kx=Ky=2000 mD) 

and second (Kx=Ky=380 mD), with similar set ups  as stated above in Section 5.3. 
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The outcome of these comparisons was that ADV of Reynolds number decreased 

in the low matrix permeability models 1.663%, and ADV of the fracture friction 

value increased 3.33%. Figures 5.5A and 5.5B below clarify these comparisons 

and Table 5.1 summarises the results. 

 

 

 
Table 5.1 Summarising Reynolds and friction factors ADV of ANSYS CFD Fluent 

FVM models’ simulation results, for isotropic and anisotropic permeability of 

rough fractures 

CFD models with 

different Matrix 

permeability scenarios 

Compared 

models 

Affected 

Scenario 

(ADV) Reynolds 

number (Decrease 

of the effected 

scenario)  

(ADV) Fracture 

friction factor 

(Increase of the 

effected scenario)  

 

1 1 & 2 2 0.81 1.621 

 

2 - - - - 

 

Isotropic 

(2000 mD) 

2 & Isotropic 

(2000 mD) 
2 0.81 1.63 

Isotropic 

(380 mD) 

Isotropics 

(2000 mD) & 

(380 mD) 

Isotropic 

380 mD 
1.663 3.33 

 

3 - - - - 

4 3 & 4 4 0.131 0.261 

 

5 
- - - - 

 

6 
5 & 6 6 0.138 0.277 
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Figure 5.5 Comparisons of rough fracture ANSYS CFD Fluent FVM models 

between isotropic and all anisotropic matrix permeability scenarios 

A. Reynolds numbers, and B. friction factor, and fracture surfaces were set as 

permeable boundaries in all models  
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5.3.4 Summary of friction factor for rough fracture models 

with surface boundaries set up as impermeable “Walls 

boundary” and permeable “Interior faces boundary’’ with 

isotropic and anisotropic matrix permeability 

 

The investigation of friction factor in rough fractures with fracture surfaces set up 

as impermeable “Walls boundary” and permeable “Interior faces boundary”, with 

isotropic and anisotropic matrix permeability, has reflected interesting findings, 

which are summarised below: 

 

1. Considering fracture/matrix interaction, and fluid movement between 

fracture and matrix in rough fracture models, is essential in accurate 

calculation of fracture friction factor. As the comparisons of rough fracture 

ANSYS CFD Fluent FVM models between impermeable and permeable 

fracture surfaces with the same isotropic matrix permeability 

(Kx=Ky=2000 mD) showed, the rough fracture with permeable surfaces 

reflected a significant decrease in fracture friction factor by 55.2%. This 

result confirmed the findings in Chapter 4 sections 4.3.4 and 4.3.5.2 that 

fracture flow proportions increased in the rough fracture, due to fluid 

movement between matrix and fracture. However, rough fractures with 

impermeable walls are not able to detect this effect, which would lead to 

misleading fracture friction factor calculation in fractured media. This 

comparison proved the findings that were reported by Crandall, Ahmadi 

and Smith (2010)’s model, that permeable fracture surfaces have a 

significant effect on rough fracture friction factor calculations. 

 

2. As the effects of fracture/matrix interaction were proven in point 1, this 

research added a further mimicked condition of subsurface layers, which 

was anisotropic matrix permeability effects on fracture friction factor 

instead of isotropic permeability. Therefore, comparisons of fracture friction 

factor were made of the six scenarios of ANSYS CFD Fluent FVM models 

with anisotropic matrix permeability, as Table 4.2, that changed with 

percentages (30%, 74% and 81%) of Kx and Ky. The outcome of these 

comparisons was that if both in-plane permeability Kx and through plane 

permeability Ky were changing at the same time, then Kx had the highest 
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effect on fracture friction factor and would lead to increasing it, due to flow 

reduction in the rough fracture, as clarified in Chapter 4 section 4.3.5.2. 

 

3. Further mimicked scenarios were then considered to investigate the effects 

of in-plane Kx permeability and through plane Ky permeability, when both 

at the same time were reduced. Therefore, the comparison was conducted 

of ANSYS CFD Fluent FVM rough fracture models with isotropic matrix 

permeabilities (Kx=Ky=2000 mD) and (Kx=Ky=380mD). The results 

showed an increase in friction factor with lowest isotropic permeability 

models (Kx=Ky=380mD) with increase of 3.33%, as clarified in Table 5.1. 

This proved that when both directions of the matrix permeability Kx and Ky 

were reduced, flow was decreased in the fracture, which will affects the 

friction factor, and increases its value.  

4. Comparisons were made of average fracture friction factor values of four 

pressure values (5, 100, 1000, 2000) Pa, among the first set of anisotropic 

permeability ANSYS CFD Fluent FVM models, with scenarios 1,3, 5 in Table 

4.2, where Kx was fixed with 2000 mD and Ky was varied with values 380, 

517, 1389 mD. Separately, comparisons were made among the second set 

of anisotropic permeability ANSYS CFD Fluent FVM models with scenarios 

2, 4, 6 in Table 4.2, where, Ky was fixed with 2000 mD and Kx was varied 

with 380, 517, 1389 mD. The results of the first comparison reflected a 

slight increase in friction factor, which proved that although in-plane (Kx) 

permeability was a fixed value, the increase of through plane (Ky) 

permeability had increased friction factor value. While comparison of the 

second set reflected an increase in fracture friction factor, with increasing 

in-plane (Kx) permeability with fixed through plane (Ky) permeability, 

Figure 5.6 below clarifies this comparison. This was consolidation of the 

finding which proved the effects of permeable surfaces of rough fractures 

through fracture/matrix interface layer on fracture flow proportion in a 

fractured domain, as clarified in Chapter 4 section 4.3.5.2. This is because 

the flow proportion in the fracture void changes with changing surrounding 

matrix properties.  
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Figure 5.6 Average fracture friction factor at four pressure values (5, 100, 1000, 

2000) Pa, zero outlet pressure, in ANSYS CFD Fluent FVM rough fracture models 

of two anisotropic permeability sets 

(first set permeability scenarios (Kx=2000 mD fixed, Ky= 380, 517, 1389 mD); 

and second set permeability scenarios (Ky=2000 mD fixed, Kx= 380, 517, 1389 

mD) 

 

5. To conclude the findings in these analyses, fracture surface interaction with 

matrix is an essential consideration, as it has massive effect on fracture 

friction factor. If both Kx and Ky were changing at the same time, then Kx 

had highest effect on fractured domain flow, and accordingly on fracture 

friction factor. However, if one of either Kx or Ky was changing and the 

other was fixed, then Kx had highest effect, as it led to decreasing flow 

proportion in fracture and, accordingly, increased fracture friction factor. 

The comparison of these scenarios has reflected that matrix permeability 

effects with fractured models that account matrix/fracture flow interaction 

have an effect on fracture friction factor values. This demonstrates that it 

is essential to consider real conditions of subsurface layers rather than 

simplified conditions, and to consider anisotropic values of permeability, as 

this has an effect on fractured domain (fracture+matrix) flow. This is 

especially true for fractured formations in subsurface layers of earth crust 

or in reservoirs, which have very anisotropic permeability and are varied 

from point to point, with rough fracture geometries and surfaces as 

reported by Li et al. (2021); Suri et al. (2020); Zhu et al. (2020); Ju et al. 

(2019); Karimzade et al. (2019); Luo et al. (2018); Liu, Li and Jiang 

(2016); Tiab and Donaldson (2004); Nelson (2001); Golf-Racht (1982); 
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and Ruhland (1973). Thus, these findings have provided clear evidence that 

the previous models of fracture friction factor, with assumption of 

impermeable fracture surfaces with the surrounding matrix and no fluid 

interaction between fracture and matrix, as reported by Su et al. (2019); 

Chen et al. (2017); Zhou et al. (2016); Zhang and Nemcik (2013); Qian et 

al. (2011); Nazridoust, Ahmadi and Smith (2006); White (2003); 

Masciopinto (1999) and Saidi (1987) p. 169, will mislead fracture friction 

factor calculations and give erroneous results. More details cover this in the 

following sections in this chapter. 

 

5.4  New Proposed Analytical Model Of Fracture Friction 

Factor 

 

As clarified in Chapter 2 section 2.7.3, former equations of friction factor have 

been based on simplified assumptions, either to exclude matrix flow effect or to 

consider a matrix with isotropic matrix permeability. However, these assumptions 

do not reflect common reality, and in fact occur seldom, because these formations 

are stratified and consist of layers of rocks with isotropic properties. These 

stratifications and heterogeneity result in variations of dimension, deposition, 

composition and varied texture of every layer before the deposition of another 

layer. This process of building layers over an extensive period of time has led to 

subsurface layers of anisotropic formation properties. Thus, most classic 

subsurface formations/reservoirs have varied permeability in both flow directions, 

lateral and perpendicular, as well as varied types of fracture geometries, fracture 

surface roughness, fractured apertures, and etc. (Li et al. 2021; Wang et al. 2020; 

Dippenaar and Van Rooy 2016; Singh, Singh and Pathegama 2014; Spence et al. 

2014; Rasouli and Hosseinian 2011; Sahimi 2011; Crandall, Bromhal and Smith 

2009; Ingham and Pop 2005 p. 367; Tiab and Donaldson 2004 p. 469; Berkowitz 

2002; Nelson 2001; Golf-Racht 1982; Zimmerman and Bodvarsson 1996; Saidi 

1987; and Ruhland 1973).  

 

In order to connect these anisotropic properties of fractured subsurface 

formations/reservoirs with the calculations and developments of this study, the 

outcomes were first compared between the parallel plates fracture with single 

aperture and the rough fracture in Chapter 4. This clarified the effect of fracture 
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geometry and the surrounding anisotropic matrix permeability on velocity and flow 

inside the fracture and matrix. As well, the effect on the friction factor inside the 

rough fracture was discussed in Chapter 5. The conclusion was that the parallel 

plates fracture with a single height could not accurately represent fracture 

calculations in comparison with the rough conditions of fractured media, due to 

many reasons as stressed in this chapter. Therefore, a rough fracture was the best 

opportunity to get optimised calculations of flow, velocity and friction factor. Whilst 

rough fractures were used in the friction factor calculations of the previous studies, 

this was with limitations of the fractures’ boundary conditions, which left many 

missing gaps to calculate accurate values or make better predictions of the friction 

factor. To the best knowledge and efforts of this study, the gaps of the previous 

studies in their fracture friction models are highlighted as follows: 

 

a. Saidi (1987) p. 169 and Golf-Racht (1982) pp. 306, 310 presented a general 

empirical fracture friction factor formula in parallel plates fracture with 

single aperture geometry, with a rectangular cross section area and smooth 

surfaces, and considered impermeable fracture surfaces (excluded 

matrix/fracture interaction and flow movement), as equation 2.107 

(f=96/Re) in Chapter 2 (Section 2.6.3). 

b. Su et al. (2019); Chen et al. (2017); Zhou et al. (2016); Zhang and Nemcik 

(2013); Qian et al. (2011); Nazridoust, Ahmadi and Smith (2006); White 

(2003); Masciopinto (1999); and Saidi (1987) p. 169 presented a developed 

friction factor model for fractures, based on either experimental, numerical 

or empirical calculations, and considered rough fracture geometries. 

However, these models assumed solid impermeable fracture surfaces; no 

matrix surrounding the fracture was considered, and matrix/fracture 

interaction and fluid movement were neglected.  

c. Crandall, Ahmadi and Smith (2010) extended the work of Nazridoust, 

Ahmadi and Smith (2006) and used the same rough fracture geometry with 

permeable fracture surfaces (the matrix surrounding the fracture was 

considered, with matrix/fracture interaction and fluid movement). However, 

only isotropic matrix permeability was considered. 

d. Singh, Singh and Pathegama (2014); Qian et al. (2011); Zimmerman and 

Yeo (2000); Oron and Berkowitz (1998); Schrauf and Evans (1986) and 

Louis (1969) stressed that Reynolds number (Re) in fractures was affected 

by many factors, such as fracture apertures, fracture surface roughness and 

fluid flow velocity. As well, it was stated that the critical value of Re is 10, 



174 
 

as flow in fractures can be turbulent with Re greater than 10, and flow will 

reflect a non-linear behaviour. Singh, Singh and Pathegama (2014) stated 

that, based on fracture’s surface roughness, fracture flow could be turbulent 

with Re values between 4 or 10.  

e. It is good to stress that all the above models also assumed a single-phase 

fluid type inside the fracture.  

Thus, the previous models’ developments of friction factor in fractures used these 

assumptions, as clarified, to consider the challenges of determining the correct 

values of pressure drop (
∆𝑃

𝐿
), velocity, flow and friction factor inside fractures. 

However, these models had many limitations. It was found in this research that 

there were many gaps that needed to be addressed in order to get an accurate or 

optimised model to estimate friction factor values, that mimicked the real 

conditions of flow inside fractures unlike the previous models. Thus, the gaps this 

research considered in the modelling were: 

  

1. Considered rough fracture geometry (various heights of fracture apertures 

along fracture flow)  

2. Considered permeable fracture surfaces (fracture/matrix fluid interactions 

and fluid movement occurrence along the fracture flow) 

3. Considered anisotropic permeability of the matrix that surrounded fracture 

surfaces. 

 

To address the gaps mentioned above, the models of this research used optimum 

conditions of a real fractured formation, to gain an outcome of better estimates of 

flow inside fractured media. This led to a better prediction of friction factor and 

pressure head loss (
∆P

L
) in fractured rock reservoirs, by considering the effects of 

these gaps; this is clarified in the below sections. Thus, there was a necessity to 

have a better prediction relationship of friction factor, which is a measure of 

pressure loss and velocity along the fracture to account for these variables, 

explained as following: 

 

The total flow in fractured formations can be expressed as equation 5.4 below; 

flow in the matrix was assumed linear and following Darcy’s law. 

 

Qt = Qm + Qf             (5.4)  

(Dietrich et al. 2005; Tiab and Donaldson 2004; Golf-Racht 1982)  
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Where:  

Qt= total flow domain of fracture media (matrix+ fracture), Qm = matrix flow, Qf= 

fracture flow. 

 

Qm =
K hm 

μ 
 
∆P

L
                                              (5.5) 

(Tiab and Donaldson 2004; Dake 1998; Golf-Racht 1982) 

Where:  

K= matrix permeability (isotropic), hm= formation height, L= formation length, µ= 

fluid viscosity, ∆P= pressure drop. 

 

Li et al. (2021); Wang et al. (2020); Dippenaar and Van Rooy (2016); Singh, Singh 

and Pathegama (2014); Spence et al. (2014); Rasouli and Hosseinian (2011); 

Sahimi (2011); Crandall, Bromhal and Smith (2009); Ingham and Pop (2005) p. 

367; Tiab and Donaldson (2004) p. 469; Berkowitz (2002); Nelson (2001); Golf-

Racht (1982); Zimmerman and Bodvarsson (1996); Saidi (1987) and Ruhland 

(1973) stressed that isotropic properties in subsurface layers or reservoirs are 

rare; in most formations/reservoirs matrix permeability is varied in both horizontal 

and vertical directions of Cartesian coordinates along flow in the formation. 

However, the former equations of steady state flow required a single value of 

permeability. Flow in subsurface formations is directional, and is affected by flow 

direction with formations’ permeability directions. Therefore, it’s essential to have 

an average value of permeability, due to the anisotropicity of matrix permeability. 

Matrix permeability in layered formations is divided into many types, based on the 

properties of layered formations, such as: cross flow layers, layers without cross 

flow, and composite formations (Tiab and Donaldson 2004; Nelson 2001 pp. 215, 

279; Dake 1998 pp. 157, 397, 415). However, in this study, composite formations 

were considered in the model to adopt the scenario of a fracture passing through 

anisotropic matrix layers. As well, Lei et al. (2015); Rasouli and Rasouli (2012); 

Tiab and Donaldson (2004) p. 474; Hidayati, Chen and Teufel (2000); Saidi (1987) 

p. 82; Parsons (1966); and Scheidegger (1963) confirmed that the horizontal 

direction of matrix permeability was very important due to the significant effect on 

subsurface flow and reservoir productivity. Thus, to have a better permeability 

value of composite formations, the details of permeability are clarified in the Figure 

5.7A and Equations 5.6, 5.7, 5.8, 5.9 and 5.10 below, to clarify the derivatives of 

average permeability in each layer. 
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This model consisted of many segments (layers) with varied matrix permeability. 

However, permeability of each segment was isotropic, thus: 

 

∆pt = P1 − Pn = ∆p1 + ∆p2 + ∆p3 + ⋯+ ∆pn               (5.6) 

 

Flow was assumed as incompressible fluids, then pressure drop for each segment 

is: 

 

∆pi = (
q .μ

A
) 

Li

Ki
                    (5.7) 

 

While total pressure drop can be expressed as equation 

∆pt = (
q .μ

A
) 

Lt

K
         (5.8) 

 

Substitute Equations 5.7, 5.8 in 5.6, then cancel identical terms of q, µ and A then: 

Lt

K
= 

L1

K1
+ 

L2

K2
+ ⋯+

Ln

Kn
           (5.9) 

 

Thus, the average matrix permeability of (n) segments in formation is: 

K̅ =  
∑ Li

n
i=1

∑ (
Li
Ki

)n
i=1

             (5.10) 

(Tiab and Donaldson 2004; Nelson 2001 pp. 215, 279; Dake 1998 p. 397) 

Where: 

 𝐾̅= average permeability of matrix domain, Li= segment length of formation 

layer, Ki= matrix permeability of layer (i).  
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Figure 5.7 Composite formations with varied permeability 

A. Composite formation with varied permeability in each layer along the flow 

(adapted from Tiab and Donaldson 2004); B. Composite formation with varied 

permeability in each layer along the flow, as well as in each layer in both directions 

(in-plane (Kx) parallel and through plane (Ky) vertical on flow) 

 

 

Di Fratta et al. (2016) developed experimentally an equation of effective 

anisotropic matrix permeability of each layer, for both directions in-plane (Kx) 

parallel and through plane (Ky) vertical on flow, as Equation 5.11. The angle Ө 

was considered to be the most critical scenario of unidirectional permeability, 

which is 450; a similar angle effect on flow in formations was stressed by Zhu et 

al. (2020). The benefit of this equation was that when Kx and Ky were equal it was 

reduced to be isotropic; as well, the effective matrix permeability equation could 

reflect the difference between Kx and Ky value directions. In other words, when 

reversing the same values of permeability and putting Kx into Ky and Ky into Kx, 

the equation gave a different value. This was an extra benefit, which matched with 

the important of parallel permeability Kx in comparison with vertical permeability 

Ky in flow directions. 
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KEffective = (
Kxi .  Kyi

Kxi .sin
2 θ + KYi .cos2 θ 

)              (5.11) 

 

Substitute equation 5.11 in equation 5.10 to get equivalent matrix permeability of 

entire matrix domain with varied permeability in each layer along the flow: as well, 

in each layer both directions in-plane (Kx) parallel and through plane (Ky) vertical 

on flow, as figure 5.7B. Thus: 

 

KEquivalent = 
∑ Li

n
i=1

∑ [
Li

(
Kxi .  Kyi

Kxi .sin2 θ + KYi .cos2 θ 
)

]n
i=1

               (5.12) 

 

Substitute equation 5.12 in equation 5.5, thus: 

Qm = 
[
 
 
 
 
 
 
 

∑ Li
n
i=1

∑

[
 
 
 
 

Li

(
Kxi . Kyi

Kxi . sinθ2+ KYi . cosθ2 
)
]
 
 
 
 

n
i=1

]
 
 
 
 
 
 
 

 .hm 

μ L
 . ∆P            (5.13) 

 

Equation 5.13 represents matrix flow rate in anisotropic matrix permeability with 

many different segments; as well, varied permeability in-plane Kx and through 

plane Ky permeability directions of each segment.  

 

Re =
ρ.V.D 

μ
                (5.14) 

 

Nazridoust, Ahmadi and Smith (2006) and Crandall, Ahmadi and Smith (2010) 

suggested that (D) can be replaced with (𝐻̅) to include a fracture’s roughness effect 

on the fracture’s flow. Where: (H̅ =  havg −  σ), havg = average aperture heights 

of fracture; σ= standard deviation. Thus, Re can be rewritten as: 

 

Re =
ρ.V.H̅ 

μ
            (5.15) 

 

(𝑉. 𝐻̅ ) will be equivalent to (Qf), then (Re) will be: 

Re =
ρ.Qf 

μ
               (5.16) 

 

Rearrange equation 5.16 for (Qf), then  
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Then, Qf = 
ReH̅ .μ

ρ
          (5.17) 

 

Nazridoust, Ahmadi and Smith (2006) and Crandall, Ahmadi and Smith (2010) 

considered the tortuosity effect on fracture length to the friction factor equation. 

Thus: 

 

F =
2 D ∆P

L.ρ.V2
                (5.18)  

(White 2003) 

F =
2 .∆P .H̅

L.ρ.V2
                      (5.19) 

 

Consider (Qf = V. H̅ ) and substitute it in equation 5.18, then: 

 

F =
2 .∆P .H̅3

L (1+θ).ρ.Qf
2               (5.20) 

 

Nazridoust, Ahmadi and Smith (2006) developed a fracture friction factor equation 

numerically, with best fit regression line when the fracture surfaces were 

considered non-permeable walls, as: 

 

F =
123

ReH̅
 (1 + 0.12 . ReH̅

0.687),       ReH̅  ≤ 10        (5.21) 

 

Substitute equation 5.21 and 5.15 into 5.20 and solve for Qf, 

123

ReH̅
 (1 + 0.12 . ReH̅

0.687) =
2 .∆P .H̅3

L (1+θ).ρ.Qf
2         (5.22) 

 

Qf =
2 .∆P .H̅3

123.μ.L .(1+θ)(1+0.12 .ReH̅
0.687)

                  (5.23) 

 

Substitute equations 5.13 and 5.23 into 5.4 Then: 

 

Qt =
[
 
 
 
 
 
 
 

∑ Li
n
i=1

∑

[
 
 
 
 

Li

(
Kxi . Kyi

Kxi . sinθ2+ KYi . cosθ2 
)
]
 
 
 
 

n
i=1

]
 
 
 
 
 
 
 

 .hm 

μ .L
 . ∆P + 

2 .∆P .H̅3

123.μ.L .(1+θ)(1+0.12 .ReH̅
0.687)

      (5.24) 

 

solve for ∆P, then: 
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∆P =  
 Qt 𝛍.𝐋 .[𝟔𝟏.𝟓 (𝟏+𝛉)(𝟏+𝟎.𝟏𝟐 .𝐑𝐞𝐇̅

𝟎.𝟔𝟖𝟕)]

[
 
 
 
 
 
 
 

∑ Li
n
i=1

∑

[
 
 
 
 

Li

(
Kxi . Kyi

Kxi . sin θ2+ KYi . cosθ2 
)
]
 
 
 
 

n
i=1

]
 
 
 
 
 
 
 

 .hm[𝟔𝟏.𝟓 (𝟏+𝛉)(𝟏+𝟎.𝟏𝟐 .𝐑𝐞𝐇̅
𝟎.𝟔𝟖𝟕)+ 𝐇̅𝟑]

   (5.25) 

 

consider (Qt = Qf = V. H̅ ) , then: 

 

∆P =  
 (Qf) μ.L .[61.5 (1+θ)(1+0.12 .ReH̅

0.687)]

[
 
 
 
 
 
 
 

∑ Li
n
i=1

∑

[
 
 
 
 

Li

(
Kxi . Kyi

Kxi . sin θ2+ KYi . cosθ2 
)
]
 
 
 
 

n
i=1

]
 
 
 
 
 
 
 

 .hm[61.5 (1+θ)(1+0.12 .ReH̅
0.687)+H̅3]

   (5.26) 

 

Substitute equation 5.26 in 5.19 

 

F

=

2 . H̅.

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Qf μ. L . [61.5 (1 + θ)(1 + 0.12 . ReH̅
0.687)]

[
 
 
 
 
 
 
 

∑ Li
n
i=1

∑ [
Li

(
Kxi .  Kyi

Kxi .  sin θ2 + KYi .  cos θ2 
)
]n

i=1

]
 
 
 
 
 
 
 

 . hm[61.5 (1 + θ)(1 + 0.12 . ReH̅
0.687) + H̅3]

]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

L. ρ. V2
 

                                                                                                                

(5.27) 

 

Solve the equation 5.27 and consider the length of the fluid path to be the 

equivalent length (L=Le). As well, consider (Qt = Qf = V. H̅ ), as highest fluids 

proportion pass through the fracture domain in comparisons with matrix, and will 

be as: 
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F =
123

Re

 [(1+0.12 .ReH̅
0.687)] 

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1+ 61.5 (1+θ)(1+0.12 .ReH̅
0.687).

[
 
 
 
 
 
 
 
 
 

∑ Li
n
i=1

∑

[
 
 
 
 

Li

(
Kxi . Kyi

Kxi . sin θ2+ KYi . cosθ2 
)
]
 
 
 
 

n
i=1

]
 
 
 
 
 
 
 
 
 

.hm

H̅3

]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       (5.28) 

 

This developed model of fracture friction factor had many benefits. First, it had the 

ability to consider fracture tortuosity effects. Second, it considered matrix/fracture 

interaction with anisotropic matrix permeability along layers of formations along 

fracture length, and, in two directions of flow X and Y (consider Kx and Ky 

anisotropic effect on lateral and perpendicular flow of each layer). Third, it 

considered fracture roughness by considering (H̅ =  havg −  σ). Fourth, this new 

developed formula had an ability that if formations had isotropic properties of 

permeability, then it would be reduced and would give the same value as Crandall, 

Ahmadi and Smith (2010)’s model. This was an extra benefit as it can also be used 

in subsurface formations with very low permeabilities.  

 

5.4.1 Validation of the new proposed Analytical model of 

fracture friction factor 

 

As mentioned in Section 5.4, the proposed model equation 5.28 was reduced to 

give similar values to Crandall, Ahmadi and Smith (2010)’s model when the matrix 

permeability values in Kx and Ky directions were similar. Therefore, similar values 

of Reynolds number and friction factors were extracted from Crandall, Ahmadi and 

Smith (2010)’s journal of two images of isotropic matrix permeability (Kx=Ky), 

which are (k=0.2 mD, K=2000 mD), by image digitizer online software. Then, 

these values were applied in the new proposed model, and fracture friction factor 

values were extracted. These were compared with the friction factors of Crandall, 

Ahmadi and Smith (2010)’s model. Figure 5.8 clarifies the comparison. ADV were 

calculated of the fracture friction factor between the new proposed model of this 

research and the Crandall, Ahmadi and Smith (2010) model, and the outcome was 

that for k=0.2 mD it deviated by 1.9% and for K=2000 mD it deviated by 2.8%. 
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Thus, this model had very strong agreement with Crandall, Ahmadi and Smith 

(2010)’s values when the matrix permeability was considered as isotropic. 

 

The proposed model was therefore validated with the isotropic matrix permeability 

of Crandall, Ahmadi and Smith (2010)’s values; however, the main goal of this 

model was to check the sensitivity prediction of rough fracture friction factor with 

anisotropic matrix permeability. Therefore, friction factors were calculated from 

ANSYS CFD Fluent FVM as clarified in section 5.3.3 of this chapter, for ANSYS CFD 

Fluent FVM models of rough fractures with different permeability scenarios. These 

included isotropic matrix permeability (Kx=Ky=2000 mD) and the scenarios with 

highest change in anisotropic permeability in Table 4.2, which were scenarios 5 

and 6, with permeability (Kx=2000 mD, Ky=380 mD) and (Kx=380 mD, Ky=2000 

mD): 81% permeability change in both directions. The Reynolds number values 

were extracted from these ANSYS CFD Fluent FVM models and applied in the new 

proposed model of friction factor, then comparisons were conducted between 

ANSYS CFD Fluent FVM friction factor and the new proposed analytical model of 

this study. The outcomes of these comparisons were that the new model of friction 

factor values had a very good match with ANSYS CFD Fluent FVM friction factor 

values, with average deviation around 6% in Re ≤10. Figure 5.9 clarifies the 

comparison. 

Thus, the new proposed friction factor model was validated with ANSYS CFD Fluent 

FVM friction factor and with the literature paper values, and the results showed 

that the proposed model had better prediction of fracture friction factor in 

anisotropic matrix permeability along the fracture flow with different matrix layers 

and varied matrix permeability in X and Y-Cartesian directions in the same layer. 

However, this model could only measure until Reynolds number valued equal or 

less (≤10), because after this value, the trend started to be non-linear on log-log 

graph. The explanation of this limitation is that in the development procedure of 

the new equation, particularly in the fracture flow (Qf), the friction factor of 

Nazridoust, Ahmadi and Smith (2006) was used, so this equation has the same 

limitation, which has been reflected in the proposed model too. 
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Figure 5.8 Friction factor validation of rough fracture between the proposed 

model (equation 5.28) and Crandall, Ahmadi and Smith (2010)’s model’s data for 

different isotropic matrix permeability (Kx=Ky) 0.2 mD and 2000 mD  

 

 

Figure 5.9 Validation of the proposed friction factor model with ANSYS CFD Fluent 

FVM friction factor with isotropic and anisotropic permeability matrix scenarios  
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5.5  A New Friction Factor Numerical Model In Rough 

Fractures With Anisotropic Permeability, Using ANSYS 

CFD Fluent FVM Fracture Models 

 

The details and the gaps of the available former fracture friction factors have been 

clarified in the previous sections; as well, that the new proposed analytical model 

had the limitation until (Re≤10). Therefore, there was a necessity to get a model 

to cover these gaps and have less limitations, in order to gain a better prediction 

of friction fracture in rough fractures. Thus, ANSYS CFD Fluent FVM fracture models 

were used to conduct a deep investigation, considering all the gaps that this study 

focused on, which were: permeable fracture surfaces with the surrounding matrix; 

rough fracture geometry which accounts for fracture apertures and variations in 

heights; roughness; fluid flow tortuosity inside fractures; anisotropic matrix 

permeability scenarios, which involved varied data in in-plane Kx and though plane 

Ky with percentage changes 30%, 74% and 81% between Kx and Ky; and different 

pressure inlet values (5, 100, 1000, 2000) Pa with zero pressure outlets, for 

widening the boundary conditions. The number of the simulations of the rough 

fracture with these boundary conditions was 32, and these were selected to be 

used in the analysis of the fracture friction factor numerical model as Figures 5.10 

and 5.11 below. From these 32 simulations, a numerical friction factor model by 

regression best fit line was extracted as equation 5.29, which described the friction 

factor in the fractures with anisotropic matrix permeability that surrounded the 

fracture surfaces. The quality of this regression-best fit line was investigated by 

using the R-squared value or coefficient of the determination, to check the 

variations between the points in the graph and the regression line. These values 

were calculated by using the Excel function of the R-squared value on the chart, 

and was 0.9985. This proved the accuracy of the regression line with friction factor 

points versus Reynolds number. 

 

f =
120

Re0.942
                                         (5.29) 
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Figure 5.10 Fracture friction factor values by ANSYS CFD Fluent FVM with 

different scenarios of matrix isotropic and anisotropic permeability, with best fit 

regression line 

 

 

Figure 5.11 Zoom on fracture friction factor values by ANSYS CFD Fluent FVM 

with different scenarios of matrix isotropic and anisotropic permeability, with 

best fit regression line 
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5.5.1 Analysis and validation of the new Numerical friction 

factor model with the previous models, in rough fractures 

with anisotropic permeability 

 

The previous fracture friction factor predictor models such as parallel plates model 

(f=96/Re), Su et al. (2019); Chen et al. (2017); Zhou et al. (2016); Zhang and 

Nemcik (2013); Qian et al. (2011); Nazridoust, Ahmadi and Smith (2006); White 

(2003); Masciopinto (1999); and Saidi (1987) had considered smooth parallel 

plates fractures with single aperture or rough fracture geometries; as well, all 

these models assumed impermeable fracture surfaces with no fluid interaction 

between fracture and matrix (except Crandall, Ahmadi and Smith (2010)’s model; 

however, this considered only isotropic matrix permeability). Thus, the new model 

in this study will be compared only with Crandall, Ahmadi and Smith (2010)’s 

model, to check the accuracy of this new proposed model, due to the reason that 

a model should be compared with a model that has similar assumptions and setup, 

as stated by Zhou et al. (2016) p. 3058. Therefore, a set of data was required to 

be applied in both the models, to check the trends and behaviours of each. As well, 

it should be noted here that Crandall, Ahmadi and Smith (2010)’s model 

considered only isotropic permeability in order to be usable and get results; 

therefore, isotropic permeability data was considered, and random data of 

Reynolds number were chosen that were used in both models. Four of these data 

were selected from the simulation data from each model, and the rest of the data 

were selected randomly below the lowest value, in between and above Reynolds 

number with a total of 22 points. The comparison is presented in Figure 5.12 below 

as a Moody-type diagram on the logarithmic scale.  

The behaviour difference of these two models was that Crandall, Ahmadi and Smith 

(2010)’s model values of the fracture friction factor underestimated the proposed 

model with 13.5% in ADV between 0.01 Reynolds number value and 25. When 

Reynold number reached 26 and above, Crandall, Ahmadi and Smith (2010)’s 

model values overestimated the proposed model, with ADV 16% for the selected 

data until 300 Reynolds number. As stated in Crandall, Ahmadi and Smith (2010)’s 

model, it was eligible for maximum Reynolds number 10 because the model did 

not behave linearly after 10 value of Reynolds number. However, the proposed 

model continues decreasing with increasing Reynolds number with a linear 

behaviour. It’s good to note here, that although Crandall, Ahmadi and Smith 
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(2010)’s model is only valid until 10 Reynolds number, it was still used in this 

study for more values after 10 Reynolds number, in order to make the comparison 

with the new proposed model. The comparisons between the two models continued 

with higher Reynolds number values until 3000 Reynolds number. Crandall, 

Ahmadi and Smith (2010)’s model continued overestimating friction factor with 

higher deviations, while the proposed model continued with the linear behaviour. 

These comparisons show that the proposed model was more valid for the higher 

Reynolds numbers than the previous models. 

 

More validation was conducted by checking the linearity of the proposed model, 

and, as stated in the previous sections, the proposed model was compared with 

Crandall, Ahmadi and Smith (2010)’s model only, because this was the only model 

that had considered fracture/matrix interaction. However, to clarify this effect, the 

proposed model was also compared with Nazridoust, Ahmadi and Smith (2006)’s 

model, because this model had also used the same geometry, but considered 

fracture surfaces as walls and no flow interaction between the fracture and the 

matrices. The outcomes of these comparisons were: the proposed model versus 

Crandall, Ahmadi and Smith (2010)’s showed deviation approximately 3% above 

the linear line with linear behaviour that is approximately parallel to the linear line, 

while the proposed model versus Nazridoust, Ahmadi and Smith (2006) deviated 

approximately more than 26% below the linear line. In addition, the deviation 

behaviour continued to increase with increasing the friction factor. Therefore, the 

proposed model showed the lowest deviation behaviour, which proved the 

applicability and accuracy of the proposed model, in comparison with previous 

models in the literature that considered no interaction between the fracture and 

matrix. Figure 5.13 presents these comparisons.  

 

To analyse the effect of the behaviour of the proposed rough friction factor model 

for higher Reynolds number than the previous model, there are many factors that 

affect it, as clarified below: 

 

1. Most of the previous models were developed based on the assumption that 

fracture friction factor occurs due to flow in confined or closed spaces, such as 

pipes, and friction results from fluid motion moving on solid surfaces, due to 

viscous fluid layers dragging the rough surfaces. This kind of friction relies on 

solid surfaces’ roughness, cross-sectional area, length, fluid type and fluid flow 

velocity along the flow (White 2011; Ruina and Pratap 2008; Dullien 1992b; 



188 
 

Meriam and Henderson 1992; Saidi 1987 pp. 169-170; Swanson 1970; Eskinazi 

1968). However, in rough fractures with permeable surfaces, flow proportion is 

changing along flow due to abrupt changes of fracture apertures, which 

accordingly keep changing pressure and velocity proportions at each point of 

fracture and friction value (Karimzade et al. 2019; Briggs, Karney and Sleep 

2017; Dippenaar and Van Rooy 2016; Qian et al. 2011; Crandall, Ahmadi and 

Smith 2010; Karpyn, Grader and Halleck 2007; Tiab and Donaldson 2004 p. 

459). 

 

2. As matrix / fracture interact, and fluid continues moving between these two 

media due to pressure/velocity changes in the open fracture and surrounding 

matrix, both share the same physical space with the interface layer separating 

them, and effects on each other through this layer (Lu et al. 2017; Popov et al. 

2009; Golf-Racht 1982). At this interface layer, which can be called “skin 

friction layer”, shear resistance forces between fracture flow and solid surfaces 

occur, and generate fluid flow resistance (Winterton 2014 chap. 6; White 2011 

p. 317; Saidi 1987 p. 171). This interface layer is affected by fluid movement 

(fluid jump) conditions between matrix and fracture and vice versa; as well, by 

the components of tangential velocities inside the fracture, which are aligned 

with bulk fracture flow, will change direction based on fracture shape and 

roughness, and will have effects on fluid movement proportions through 

interface layer (Zou, Jing and Cvetkovic 2017; Sahimi 2011; Nelson 2001; Oron 

and Berkowitz 1998; Saidi 1987). Both these operations of fluid movement 

have varied effects and directions, and will have an effect on fluid stresses in 

both media. Particularly, the seepage of the skin fluid layer that is attached to 

the fracture’s solid surface; then, shear stresses of fracture flow resistance at 

fracture surface layers will be affected accordingly (Lei et al. 2015; Rasouli and 

Rasouli 2012; Popov et al. 2009; Lang, Paluszny and Zimmerman 2014; Oron 

and Berkowitz 1998). The effects of interface layer in rough fractures are higher 

due to the following facts: rough fractures have bigger areas of contact with 

surrounding matrix; and also surface roughness and abrupt fracture aperture 

changes along a fracture have effects on flow, as the narrow corners with sharp 

edges create clusters of fluid movements between fracture and matrix, due to 

velocity/pressure variation, leading fluid to use different paths. Moreover, pore 

structure of the interface layer in a rough fracture has higher heterogeneity 

structure, which affects adsorption of fluids in formations, and spatial pressure 
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gradients inside a fracture will have high effects on fluid movement, and 

accordingly on skin fluid layer of fracture flow, which affects shear resistance 

of flow (Li et al. 2021; Andersen and Zhou 2020; Wu et al. 2019; Yang et al. 

2019; Yin et al. 2017; Dippenaar and Van Rooy 2016; Rasouli and Rasouli 

2012; Sahimi 2011 pp. 45, 244; Popov et al. 2009; Ingham and Pop 2005 p. 

367; Lespinasse 2000; Zimmerman and Bodvarsson 1996 pp. 44-45; Saidi 

1987 p. 178). 

 

3. The proportion of fluid movement between matrix and fracture through 

interface permeable fracture surfaces changes along the fracture flow due to: 

fracture apertures abruptly changing, fracture surface roughness; and 

anisotropic  matrix permeability variations in in-plane Kx and through plane Ky. 

As well, flow in matrix with fracture flow effect is non-linear flow and varied 

from point to point (Dippenaar and Van Rooy 2016; Lei et al. 2015; Rasouli and 

Rasouli 2012; Tiab and Donaldson 2004 p. 103; Hidayati, Chen and Teufel 

2000; Saidi 1987 p. 82; Parsons 1966; Scheidegger 1963). As rough fractures 

have a high degree of non-uniform pressure decrease and less flow channelling, 

therefore, this has reflected the ability to verify pressure variations locally 

(micro-scale) along the flow (Zou, Jing and Cvetkovic 2017; Ishibashi et al. 

2012; Rasouli and Rasouli 2012; Crandall, Bromhal and Karpyn 2010; Crandall, 

Bromhal and Smith 2009). Therefore, fracture friction factor has to be 

measured in a certain average length instead of point to point, to observe 

overall pressure drops (White 2003).   

4. Eddies’ effects in changing velocities create zones of fluid recirculation, called 

“eddies or vortices zones” (Briggs, Karney and Sleep 2017; Briggs, Karney and 

Sleep 2014). It was reported that eddies zones can be considered as zones of 

fluid momentum exchange between matrix on one side and fracture main bulk 

flow on the other (Chen et al. 2017), and will increase with increasing fluid flow 

velocity in a fracture due to the inertial effects of fluid (Karimzade et al. 2019; 

Briggs, Karney and Sleep 2017; Dippenaar and Van Rooy 2016). 

Thus, as clarified in the above points, the proposed model had a better chance of 

accurately predicting fracture’s friction factor, by accounting for more conditions 

of flow in rough fractured subsurface, such as: fracture tortuosity; roughness; 

matrix/fracture interaction; and anisotropic permeability of the matrix that 

surrounds fracture surfaces in both directions in plane Kx and through plane Ky. 
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Figure 5.12 Comparison of the friction factor versus Reynolds number between 

the proposed model (equation 5.29) and Crandall, Ahmadi and Smith (2010)’s 

equation  

 

 

Figure 5.13 linearity of the Proposed friction factor versus other friction factor 

models   
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5.6  Conclusion 

 

In this chapter, friction factor values were extracted and investigated in rough 

fracture geometry by ANSYS CFD Fluent FVM fracture models. As well, many 

conditions were applied, such as: impermeable and permeable fracture surfaces, 

to consider fracture/matrix interaction and fluid movement; and isotropic and 

anisotropic matrix permeability with many different scenarios. The outcomes were: 

 

1. Fracture/matrix interactions with consideration of anisotropic matrix 

permeability, in both directions in-plane Kx and through plane Ky, had 

significant effects on rough fracture friction factor values. This led to the 

conclusion that considering mimicked conditions of subsurface flow in fracture 

modelling will result in the most optimised results calculations of fracture 

friction factor. 

2. In this chapter, two new proposed rough fracture friction factor models were 

developed that accounted for anisotropic matrix permeability along the fracture 

flow with different matrix layers, varied matrix permeability in X and Y 

Cartesian directions in the same layer, and fracture roughness and tortuosity. 

The first model, analytical model, was applicable until Reynolds number valued 

equal or less (≤10). This model was validated with ANSYS CFD Fluent FVM 

fraction factor values and with the literature paper of Crandall, Ahmadi and 

Smith (2010)’s model (as clarified in section 5.4.1), and the results showed 

that the proposed model had better prediction of fracture friction factor. In the 

second model, a numerical model from ANSYS CFD Fluent FVM simulations, 

friction factors were extracted with different isotropic and anisotropic 

permeability scenarios, with fracture/matrix interactions and fluid movement, 

by using best-fit regression line, and validated with the previous models of 

Crandall, Ahmadi and Smith (2010) and Nazridoust, Ahmadi and Smith (2006). 

This model had a linear behaviour with varied Reynolds number and was 

suitable to be used until Reynolds number value 3000, while most of the 

previous models were only valid until Reynolds number valued equal or less 

(≤10). As well, the linearity of the proposed model was compared with the 

previous models from literature, and the new model showed very low deviation, 

due to the reasons clarified in section 5.5.1.  
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6 Fracture Networks 

6.1  Overview 

 

As clarified in Chapter Two, fractures in naturally fractured subsurface 

layers/reservoirs are generated in these rocks by the effects of complex 

stress/strain distributions which take various irregular shapes, sizes and lengths. 

Most of these fractures connect together and create fracture networks with 

different and complex patterns, and these patterns are mostly irregular; as well, 

other types exist where fractures are located discretely with no connections among 

them, except matrix media (Li et al. 2021; Luo et al. 2020; Yi and Xing 2018; Lu 

et al. 2017; Hyman et al. 2015; Rasouli and Hosseinian 2011; Sahimi 2011; 

Crandall, Bromhal and Smith 2009; Nelson 2001 pp. 12, 217; Golf-Racht 1982).  

Flow simulations of reservoir/subsurface models, in general, represent geological 

properties (porosity, permeability, etc.) and interaction with fluid properties 

(viscosity, fluid type, etc.) to visualise fluid flow, in order to facilitate 

understanding of fluid flow behaviour in that particular media. Modelling entire 

fractured media as a big scale is the main goal, but the main challenge is to include 

all the heterogeneous properties in such a model. One of the main reasons for this 

challenge is fractures’ fractured network orientations, and connection in relation 

to flow direction, as fractures are located randomly with different angles and 

locations, which may or may not be ordinated with the flow axis (Sahimi 2011; 

Tiab and Donaldson 2004; Nelson 2001 p. 32; Sen 1995; Golf-Racht 1982). 

Therefore, a core scale model of subsurface media that, included as many variables 

as possible, would be a good representation of subsurface media (Glover and 

Hayashi 1997). Having reflected these scenarios of fractured media heterogeneous 

properties, and to the best finding of this study, there were limited studies carried 

out using ANSYS CFD Fluent FVM to investigate flow in fracture networks, with 

limitations such as: using parallel plates fractures with single aperture, 

impermeable fracture surface (flow in fractures only, and  excluding 

fracture/matrix interface layer interaction and fluid movement), and considering 

isotropic matrix properties, as reported by Suri et al. (2020); Roslin, Pokrajac and 

Zhou (2019); Liu, Li and Jiang (2016); Rasouli and Hosseinian (2011); and Sarkar, 

Toksöz and Burns (2004). 
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As proved and validated in Chapter 4 of this research, by using ANSYS CFD Fluent 

FVM models, the effects of single fracture geometry (parallel plates and rough 

fractures), and the inclusion of matrix flow, effect on the entire fracture domain 

flow with both conditions of isotropic and anisotropic matrix permeability. 

Therefore, to get an optimised and most accurate visualization of flow in fractured 

media, it was necessary to mimic flow conditions of fractured networks in an 

ANSYS CFD Fluent FVM model that had optimised boundary conditions, which had 

not been considered in previous studies of the literature with ANSYS CFD Fluent 

FVM models. Therefore, the fracture networks in this research were used to create 

models by using  ANSYS CFD Fluent FVM, and  included multiple heterogeneous 

conditions of fractured networks that were reported in literature by Li et al. (2021); 

Luo et al. (2020); Suri et al. (2020); Luo, Tang and Zhou (2019); Roslin, Pokrajac 

and Zhou (2019); Wu et al. (2019); Yi and Xing (2018); Lu et al. (2017); Zou, 

Jing and Cvetkovic (2017); Liu, Li and Jiang (2016); Hyman et al. (2015); Rasouli 

and Hosseinian (2011); Sahimi (2011); Popov et al. (2009); Nelson (2001) and 

Golf-Racht (1982). These were conditions such as: first, rough fracture geometries 

in networks with different fracture apertures and fractal properties; second, 

fracture/matrix interaction (including fracture/matrix interface layer interaction 

and fluid movement between through permeable fracture surfaces); third, 

isotropic (Kx=Ky) and anisotropic (Kx≠Ky) matrix permeability surrounding the 

fracture network; and fourth, different fracture network patterns with horizontal 

and inclined orientations with respect to flow in Cartesian coordinates, with worst 

case scenario effects on fracture network flow at angle 450 (Zhu et al. 2020; Luo, 

Tang and Zhou 2019; Di Fratta et al. 2016; Popov et al. 2009), in order to 

accurately investigate fracture pattern effect on flow in fractured network domains. 

The details of creating the ANSYS CFD Fluent FVM fracture network models are 

clarified in the following sections. 

 

6.2 Fracture Network Scenarios  

 

In order to get optimised conditions of studying flow in fractured media, it was 

mandatory to have scenarios of fracture patterns which were similar or in close 

orientation to a real fractured media. Therefore, an image of real fractured media, 

which consisted of the fracture network and surrounding matrix, was used from a 

referenced journal as reported by Yi and Xing (2018). In the referenced fractured 

media image, there were many patterns of network scenarios that could be 
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selected for the investigation. Therefore, the criteria were set to represent several 

combinations of flow conditions inside each network, to widen the investigatory 

vision by including many options of fractured media such as: different numbers of 

inlets and outlets fracture in the network domain; varied network patterns with 

horizontal and inclined orientations with respect to flow in Cartesian coordinates; 

a pattern with  fractures in the middle of  the matrix and connection between inlet 

and outlet fractures; a network pattern that has inlet fractures but without outlet 

fracture, except outlet through the matrix; and, that each pattern shall contain at 

least two fractures in the domain, as Ruhland (1973) stated that a fracture network 

model should contain at least two fractures inside its fractured domain. Thus, five 

scenarios were selected from the referenced image of a real fracture network which 

were suitable with the set criteria of this research. These five patterns of networks 

represented several different conditions, and enabled a better understanding of 

flow in fractured networks. As well, this was confined by the available 

computational resources and simulation times of these models, based on Chapter 

4’s single rough fracture, (approximately 3.5 million cells, which consumed much 

time of computers with high spec capabilities to achieve the simulations, around 

6-7 hours for each simulation to be converged), and the time prediction was 

greater in network model simulations due to the higher number of cells needed. 

Each scenario of these five patterns was clarified in the following sections below. 

Figure 6.1 clarifies the locations of each of these scenarios. 
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Figure 6.1 Fractured domain image (the selected five scenarios are marked with 

yellow circles and number 1 to 5) (Yi and Xing 2018) 

(permission for academic re-use from Elsevier Number: 4755050991062) 

 
 
 

 
 

 

6.3  Fracture Networks modelling  

6.3.1 Geometry descriptions  

 

After selecting the scenarios, it was important to choose a fracture geometry that 

would be used to structure these networks. The goal was to create five fracture 

network geometries in five separate models in the middle of the matrix domain, 

with a square shape sized (10.15x10.15) cm, by ANSYS CFD Fluent FVM Design 

Modeler. It was crucial to build fracture networks for which the statistical features 

and fractures’ fractal properties of each network were known, in order to be able 

to build the fractal data of each fracture network, to help in establishing 

comparisons among network models and diagnose fracture properties’ effects on 

fractured network flow. As stated in section 6.1, in order to get optimized flow in 

fractured network media, it was mandatory to use a rough fracture to get the most 

accurate results. Therefore, the horizontal rough fracture that was built and 
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modelled in Chapter 3 and 4 was used to construct these fracture networks, 

because this fracture’s properties were calculated and known; as well, it originated 

from a real fracture geometry. However, each network had a different orientation 

pattern, different fracture locations inside the domain, and varied inlets and outlets 

along the domain. Constructing fracture networks from a single horizontal rough 

fracture in this manner results in different fracture network properties. Thus, the 

networks of this research consisted of real fracture geometry with real network 

patterns, which gives more credit to the models of this research as it gives better 

vison of flow in real fracture networks.  The fractal properties of each network are 

further clarified below in each network description. It’s good to note that all the 

angles in each of these networks were considered 450, because 450 has the highest 

negative effect on flow in porous media and fractures, as stressed by Zhu et al. 

(2020); Luo, Tang and Zhou (2019); Di Fratta et al. (2016) and Popov et al. 

(2009). 

 

6.3.2 Fracture network geometries  

 

ANSYS CFD Fluent FVM Design Modeler was used to draw the geometry of each 

network. The task was to create the fracture network of each pattern, in the middle 

of the matrix domain, with a square shape (10.15x10.15) cm. First, the matrix 

domain was drawn with (10.15x10.15) cm, then a rough fracture geometry was 

re-created to match the pattern of each network. The statistical features of fracture 

aperture of each network are clarified in the following section. The geometry 

description of these networks is as following: 

 

Fracture Network 1 model had a similar pattern to the first scenario, which 

mimicked a real case in a fractured domain with one fracture inlet, one fracture 

outlet and one fracture end at the matrix without outlet. This network consisted 

of: one full fracture from the top end to the outlet (left to right) with 450 clockwise 

from X-Cartesian axis; (2/3) of the full fracture from the inlet and connecting to 

the fracture (left to right) with 450 anti-clockwise from X-Cartesian axis; and the 

last section was (2/3) of the full fracture, with horizontal orientation, that 

connected between the two fractures. Fracture Network 2  model had a similar 

pattern to the second scenario, which mimicked a real case in a fractured domain 

with one fracture inlet and three fractures ending at the matrix with angles without 

fracture outlet. As well, it’s good to note that this was the only scenario in the 
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fracture network models that did not have a fracture outlet in the entire fractured 

domain. This network consisted of: one full fracture and (1/3) of full fracture from 

the inlet to the matrix (left to right) with 450 clockwise from X-Cartesian axis; and 

one full fracture and (1/3) of full fracture from bottom matrix to the top matrix 

(left to right) with 450 anti-clockwise from X-Cartesian axis, These two fractures 

connected in the centre of the domain. Fracture Network 3 model had a similar 

pattern to the third scenario, which mimicked a real case in fractured domain with 

one fracture inlet and two fracture outlets. This network consisted of: one full 

fracture and (1/3) of full fracture from the inlet to the outlet (left to right) with 450 

anti-clockwise from X-Cartesian axis; and (2/3) of the full fracture from the middle 

of the domain to the outlet with 450 clockwise from X-Cartesian axis, These two 

fractures connected in the centre of the domain.  Fracture Network 4 model had a 

similar pattern to the fourth scenario, which mimicked a real case in fractured 

domain with two fracture inlets and one fracture outlet. This network consisted of: 

one full fracture from the inlet to the outlet (left to right) with horizontal orientation 

and parallel to the flow direction; and (2/3) of the full fracture from the inlet, 

connecting with the horizontal fracture outlet (left to right) with 450 anti-clockwise 

from X-Cartesian axis. And last, Fracture Network 5 model had a similar pattern 

to the fifth scenario, which mimicked a real case in fractured domain with one 

fracture inlet, one fracture outlet and two fractures ending at the matrix without 

outlet. This network consisted of: one full fracture and (1/3) full fracture from the 

top end to the outlet (left to right) with 450 clockwise from X-Cartesian axis; (2/3) 

of the full fracture from the inlet, connecting to the longest fracture (left to right) 

with 450 anti-clockwise from X-Cartesian axis; and the last fracture was (1/3) of 

full fracture from the bottom end, connecting to the longest fracture (left to right) 

with 450 anti-clockwise from X-Cartesian axis. Figure 6.2 clarifies fracture 

networks. 
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Figure 6.2 Fracture network geometries  

A. Pattern scenarios 1 to 5 from Figure 6.1; B. fracture networks geometries 

ANSYS CFD Fluent FVM Design Modeler with written descriptions (fracture is green, 

matrix is grey) 

 

6.3.3 Fractal properties of fracture networks  

The five scenario models of fracture networks were constructed with the same size 

domain (10.15 X 10.15) cm and the inlet and the outlet of the flow passed with 

the same direction (left to right), which was parallel to the x-axis in Cartesian 

directions with the same pressure drops in the domain of these models. Therefore, 

to check the effects of fracture network scenarios on the flow of the domain outlet 

flow (fracture and matrix flow proportions), it was necessary to check the fractures’ 

fractal properties “the statistical features of fracture aperture” of each network, 

which were: standard deviation, normal distribution, and fracture aperture 

frequency; in addition, fracture and matrix areas were calculated of each network’s 

mode (Liu, Li and Jiang 2016; Rasouli and Hosseinian 2011; Crandall, Ahmadi and 
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Smith 2010; Crandall, Bromhal and Smith 2009; Karpyn, Grader and Halleck 2007; 

Nazridoust, Ahmadi and Smith 2006; Tiab and Donaldson 2004; Nelson 2001; Sen 

1995; Saidi 1987; Golf-Racht 1982). These properties enabled quantitative 

comparisons to be conducted among these network scenarios, in addition to the 

patterns, orientations and angles of the fracture networks inside each domain. 

 

In each fracture network model, the fracture apertures’ frequency was calculated, 

the standard deviation formula was applied as equation 6.1 below, and lastly, the 

normal distribution was calculated to check the apertures’ distribution based on 

the standard deviation of each network. Table 6.1 below clarifies the process of 

these calculations in network 1, and similar calculations for the other networks 

were conducted. Table 6.2 clarifies the total statistics of all fracture network 

models, and Figure 6.3 clarifies the normal distribution which reflects marginal 

differences in network 1, 2 and 5, due to varied standard deviation values of 

fractures apertures in these networks. 

 

 σ = √
1

N
 ∑ (Xi − μ)2N

i=1            (6.1) 

 

Where; σ = standard deviation, X= fracture aperture, µ= average fracture 

apertures (Rasouli and Hosseinian 2011; Crandall, Ahmadi and Smith 2010; 

Nazridoust, Ahmadi and Smith 2006; Nelson 2001) 

 

Table 6.1 Fracture network 1 calculations of apertures’ frequency and the 

standard deviation 

 

 

 

 

Fracture Height 

(Xi)          

(micron) 

Frequency  (N)  

(Number of 

Sections)

Sum of Fracture 

Apertures Heights to 

get Average Aperture                             

(Xi * N)

Average 

Aperture (µ) 

(micron)                    

(∑ (Xi * N)/∑N)

(Xi-µ)2 [(Xi-µ)2 *Frequency 

(N)]                                                               

The standared 

devaiation 

240 83 19920 591.850 123798.505 10275275.91

480 144 69120 591.850 12510.449 1801504.612

720 137 98640 591.850 16422.392 2249867.771

960 58 55680 591.850 135534.336 7860991.504

1200 2 2400 591.850 369846.280 739692.5602

1440 0 0 591.850 719358.224 0

1680 1 1680 591.850 1184070.168 1184070.168

2640 2 5280 591.850 4194917.943 8389835.886

427 252720 32501238.41 275.890

(∑N=Total 

Sections)
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Table 6.2 Summary of all fracture networks’ calculations, such as: apertures’ 

frequency (total sections), the standard deviation, (%) fracture/matrix area in 

the domain 

 
 

 

 

Figure 6.3 Normal distributions of fracture networks  

 

6.3.4 Meshing fracture networks  

 

As clarified in Chapter 3 and 4 sections 3.5.1.2, 3.5.2.3, 4.2.1 and 4.3.1 meshing 

the geometry was a very important step due to the high effect on the results’ 

accuracy if the mesh is not good quality; as well, it’s one of the main steps in the 

pre-processing of the ANSYS CFD Fluent FVM (ANSYS 2013; Versteeg 1995). In 

this stage, two main operations of pre-processing were achieved: first, meshing 

the geometry; and second, the geometry boundary conditions were named. The 

geometry of each fracture network model was divided into three sections: the 

fracture; the matrix around the fracture; and the rest of the matrix media. As 

clarified in Chapter 3, each section of the models was assigned with different sizes 

Fractures 

Networks

  Number of 

Sections

Average Aperture 

(µ) (micron) 

The standared 

devaiation (σ)

Fracture area 

(m2)

Matrix 

area (m2)

(%) Fracture 

area in models 

1 427 592 276 0.00016224 0.010144 1.60

2 473 610 332 0.00017719 0.010129 1.75

3 376 609 322 0.00013533 0.010171 1.33

4 376 609 322 0.00012884 0.010177 1.27

5 424 603 295 0.00015175 0.010155 1.49
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of cells based on the priorities. The fracture and the matrix surrounding the 

fracture were assigned with finer mesh from the rest of matrix, in order to have 

the best results possible of interaction between fracture and matrix; as well, 

efficient and limited numbers of cells of the domain were needed in order to reduce 

the time consumptions of simulation times.  

The mesh was created by the ANSYS DesignModeler (pre-processing) which was 

an automatic mesh with element size type. The mesh cell shapes were triangles in 

the fracture network models, due to the irregular shapes of the fractures with 

angles and the surrounding matrix; it’s good to note that there were other cell 

shapes selected such as quadrilateral based, however, the ANSYS DesignModeler 

failed to process the meshing of these geometries. As mentioned in Section 6.3.3, 

the fracture and matrix areas were varied based on each network’s pattern, and 

are clarified in Table 6.2. Therefore, best effort was conducted in this research 

modelling to choose the most efficient cell numbers, to reduce time consumptions 

of the simulations. Thus, the cell size of each section of each model was varied 

among the models. The far matrix zone was assigned with different values as (144, 

120, 96) micrometre among the models. The fracture zone, which had the highest 

priority, was assigned with 12 micrometre in all the models. The matrix near the 

fracture zones (2nd highest priority after the fracture) was assigned with different 

values as (72, 48) micrometre among the models. Figure 6.4 below clarifies an 

example of the zones and meshes of networks. The total mesh cells number of the 

entire domain was varied for each fracture network model and is clarified in Table 

6.3 below.  

 

It’s good to note that grid sensitivity analysis of the fracture network models was 

not conducted, due the reason that the lowest mesh cells number was more than 

4 million and 2 hundred thousand cells. The rest of fracture networks used much 

more than this cells number for analysis of the fracture network, reaching to more 

than 6 million in one case. As seen that this is more than the grid sensitivity 

analysis presented in Chapter 4 of rough fracture, therefore this mesh size was 

sufficient to produce suitable results; in addition, more cells would have added 

complexity and processing times.  

 

The following step after completing the meshing step was naming the boundary 

conditions of the domain, which were: inlet; outlet; interior fracture; interior 

matrix; and symmetry edges of the matrix, similar to the fracture boundaries in 

the previous chapter as stated in Chapter 3 Sections 3.5.1 and 3.5.2. At this stage, 
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the mesh was completed and the domain was ready to be transferred into post-

processing stage in FLUENT solver, version 18.1; all the details are clarified in 

Appendix 2. 

 

 
Figure 6.4 Samples of fracture network meshing and face sizing zones by ANSYS 

DesignModeler 

A. Zones of face sizing meshing of network 2 (fractures are green, matrix is dark 

blue); B. Section in fracture network 2 mesh; C. Section in Fracture network 1 

mesh; and D. Section in fracture network 4 mesh  
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Table 6.3 Mesh statistics of fracture network models 

 
 

6.3.5 Extracting results from surface lines of ANSYS CFD 

Fluent FVM fracture network simulations 

 

To read the data from the ANSYS CFD Fluent FVM model simulations, separate 

surface reading lines were created inside the ANSYS CFD Fluent FVM models to 

read the X-velocity profiles. First, the total reading line, which passed through 

fracture and matrix to read the X-velocity profile of the total fractured network 

domain, just before the outlet at (X, Y) coordinates (0.1, 0) (0.1, 0.10152)m; it’s 

good to note that this line was in the same coordinates for all five network models. 

Second, inside the fractures only at the smallest fracture section, 240 micrometre, 

which was near to the same location of the total reading line near the outlet to 

read X-Velocity profile inside fracture only. However, it’s good to note that the 

coordinates of these lines inside fractures were varied with small variations in X 

and Y-Cartesian coordinates; also, the orientations of these reading lines inside 

fractures were perpendicular on the fracture section, in case the fracture had an 

angle orientation above or below 00. In addition, when some of the networks had 

two outlet fractures, then two lines inside the fractures were created. Figures 6.5 

and 6.6 illustrate samples in some networks of observed velocity profiles from 

these lines of total domain and inside fractures. 

 

From these X-velocity profiles, the average velocity of each profile was calculated, 

then, the flow rates were calculated for the total domain and inside the fracture 

only, similarly as presented in Chapter 4 Section 4.2, but with a little difference 

for calculating matrix flow rate; first, the total and fracture flow rates were 

calculated, then, from the total flow rate and fracture flow rate, the matrix flow 

rate could be observed. The below equations 6.2, 6.3 and 6.4 clarify the case for 

all the network models’ flow calculations.  

 

QTotal = ATotal × VTotal              (6.2) 

 

Fractures Networks Cells number Faces Nodes Partitions

1 6043204 9067373 3024170 6

2 5067791 7603984 2536194 6

3 5360306 8043074 2682769 6

4 4224751 6339247 2114497 6

5 4388247 6584297 2196051 6
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Qfracture = Afracture × Vfracture                     (6.3) 

 

QMatrix = QTotal  −  Q Fracture        (6.4) 

 

Where: QTotal & Qfracture=  total and fracture flow rates (m2/s or mm2/s), 

ATotal = total domain height as one dimension, VTotal = average value of X-

velocity profile of the total reading line, Vfracture = average value of X-velocity 

profile of fractures reading line only, Afracture = fracture aperture hight as one 

dimension, QMatrix= matrix flow rate (m2/s or mm2/s)  

 

 
Figure 6.5 Fracture network 5 reading surface lines and X-velocity profiles 

extracted from ANSYS CFD Fluent FVM fracture models 

A. Reading line inside the total domain (fracture is green, matrix is white); B. 

Reading line inside the fracture only; C. X-velocity profile of total domain (fracture  

and matrix) with Kx=Ky=2000 mD P=5 Pa; and D. X-velocity profile inside fracture 

only, Kx=Ky=2000 mD P=5 Pa  
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Figure 6.6 Fracture network 2 reading surface lines and X-velocity profiles 

extracted from ANSYS CFD Fluent FVM fracture models 

A. Reading lines inside the total domain (fracture is green and matrix is white); B. 

X-Velocity profile inside one of the fractures (top fracture) in network 2 with 

Kx=Ky=2000 mD P=1000 Pa; and C. x-velocity profile of total domain (matrix 

only) with Kx=Ky=2000 mD P=1000 Pa 
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6.3.6 Fracture network simulations results 

 

Li et al. (2021); Wang et al. (2020); Dippenaar and Van Rooy (2016); Singh, Singh 

and Pathegama (2014); Spence et al. (2014); Rasouli and Hosseinian (2011); 

Sahimi (2011); Crandall, Bromhal and Smith (2009); Ingham and Pop (2005) p. 

367; Tiab and Donaldson (2004) p. 469; Berkowitz (2002); Nelson (2001); Golf-

Racht (1982); Zimmerman and Bodvarsson (1996); Saidi (1987) and Ruhland 

(1973) stressed that fractured subsurface formations have highly anisotropic 

properties of fractures and matrices. Therefore, to have the best vision of flow in 

fractured media, five fracture network patterns were adopted in five ANSYS CFD 

Fluent FVM models. In all the simulations, the fracture surfaces were set as 

permeable “Interior faces boundary” to investigate the effects of isotropic and 

anisotropic matrix permeability on fracture network flow and entire fracture 

domain; these were isotropic matrix permeability (Kx=Ky=2000 mD), and two 

anisotropic scenarios (Kx=2000, Ky=380) mD and (Kx=380, Ky=2000) mD, with 

81% permeability changing between Kx and Ky as Table 6.4 below, 20% matrix 

porosity, and different pressure drops (5, 100, 1000, 2000) Pa with zero pressure 

outlets. The calculations of each fracture network’s model were observed for 

isotropic and anisotropic matrix permeability. Then, total comparisons among the 

fracture networks were conducted to finalize these fracture patterns’ effects on the 

domain. The below sections clarify these results. These fracture network models 

included many heterogeneous properties of fractured formations, such as: rough 

fractures, different network patterns in each network model, and isotropic and 

anisotropic matrix permeability, as permeability has a high effect on subsurface 

formations as clarified in Chapter 4. In each simulation, many calculations were 

observed, such as: fracture flow; matrix flow; total flow (fracture+ matrix); 

pressure drop versus flow rate inside fracture and matrix; % fracture flow versus 

matrix flow; and ADV of each network was calculated of 4 pressure drops between 

the isotropic and anisotropic matrix permeability models. 
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Table 6.4 Permeability scenarios of the matrix’s fracture network models 

 

First Scenario Permeability 

(mD) 

(Isotropic) 

 

Second Scenario Permeability 

 (mD) 

(Anisotropic) 

 

Third Scenario Permeability 

 (mD) 

(Anisotropic) 

Kx=2000 

Ky=2000 

Kx=2000 

Ky=380 

Kx=380 

Ky=2000 

 

 

6.3.6.1 Fracture network 1 simulation results 

The total flow, fracture flow and matrix flow of the models with isotropic and two 

anisotropic matrix permeability scenarios were compared. The results were that: 

the total flow decreased 0.6% and 1.74% respectively for the second and third 

anisotropic matrix scenarios in ADV, Figure 6.9C clarifies this. The fracture flow 

decreased 0.2% and 0.9% respectively for the second and third anisotropic matrix 

scenarios in ADV. The matrix flow decreased 0.6% and 1.8% respectively for the 

second and third anisotropic matrix scenarios in ADV. In these models of  three 

scenarios of matrix permeability, the average value of % fracture flow in the 

domain was around 9%, and the % matrix flow was 91%; Figures 6.9A and 6.9B 

clarifies this. Moreover, the matrix flow was compared with Darcy flow as equation 

2.3, and for anisotropic permeability scenarios, effective permeability (Keffective) was 

calculated as equation 5.11, then applied in Darcy law. The flow increased 196.5%, 

199% and 198.3% respectively for the first, second and third matrix of ANSYS 

CFD Fluent FVM model scenarios in ADV; which shows that Darcy formula 

underestimates matrix flow in fracture network 1 with approximately 200%,  

Figure 6.10 clarifies this.  

 

The pressure and velocity contours were presented in Figures 6.7A and 6.7B 

respectively, and the pressure contour distribution reflected interaction between 

fracture and matrix along the network due to the permeable fracture surfaces; 

particularly, interactions were observed around interface layer of fracture/matrix 

and adjacent matrix, and around intersection points of networks around the 

horizontal fractures that connected between the two fractures of inlet and outlet. 

While, velocity contours clarified the highest velocity occurred in intersection points 

that connected fractures with horizontal fractures, as a preferential fluid path, 

while the intersection that connected a fracture with the dead end fracture at the 

top of domain had lowest velocity. The velocity streamlines were observed as 
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presented in Figure 6.8, which clarified flow paths in the fractured network domain 

and showed the following: the higher fluid proportions entered fracture domain; 

the intersection fractures with dead end fracture, the lowest velocity along the 

dead end fracture;  the  intersection fractures between horizontal fracture and 

outlet fracture, and both had high velocity values. This is as both connected 

between the preferential fluid path between inlet and outlet; the highest fluid 

interactions between matrix and fractures occurred along fractures with highest 

velocity value inside fractures with preferential fluid path; and the abrupt changes 

in fracture apertures with fractures’ sharp/narrow corners generated eddies and 

vortices; these represented the gateways or clusters of fluid movement between 

fractures and matrix due to the pressure/velocity changing and fluid momentum 

between the two domains. The fluid movement along fractures has led to increase 

% matrix flow as more fluid moved from fracture towards matrix, which explained 

the highest % of matrix flow in fractured network domain, despite the fact that 

the fracture had high flow proportion at the inlet. This has clarified the importance 

of matrix flow contribution in fractured network domains, and that the matrix 

represents a main provider and conductor of fluids. 

 

 
Figure 6.7 Fracture network 1 simulation contours 

A. Total pressure at P=5 Pa, and B. velocity contours, with isotropic matrix 

permeability (Kx & Ky=2000 mD), and fracture surface boundaries set as 

permeable “Interior faces”.  
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Figure 6.8 Fracture network 1 velocity streamlines, P=5 Pa isotropic matrix 

permeability (Kx & Ky=2000 mD), with fracture surface boundaries set as 

permeable “Interior faces” 

A. Zooms on three random locations between fracture and matrix; B. Velocity 

streamlines on location (A); C. Velocity streamlines on location (B); and D. 

Velocity streamlines on location (C) 
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Figure 6.9 Comparisons of fracture network 1 flow percentages in fractures and 

matrix; as well, total flow (fracture + matrix) between isotropic and anisotropic 

permeability models   

A. % Fracture flow; B. % Matrix flow; and C. Total flow (mm2/s) 
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Figure 6.10 Comparison of matrix flow between fracture network 1 ANSYS CFD 

Fluent FVM models with isotropic and anisotropic matrix permeability scenarios, 

& Darcy equation  

 

6.3.6.2 Fracture network 2 simulation results 

This network had no fracture outlets as the fractures continued only inside the 

matrix before an outlet with dead end. As well, the reading line of the total domain 

passed through matrix only without fracture outlet; therefore, in this network, the 

total flow of the domain represented only matrix flow at the outlet. The models 

with isotropic and two anisotropic matrix permeability scenarios were compared 

and the results were that the total flow (flow in matrix only) decreased 11.6% and 

110% respectively for the second and third anisotropic matrix scenarios in average 

difference value (ADV). Figure 6.13C clarifies this. 

As the total flow represented the matrix flow only at the outlet, therefore, it was 

compared with Darcy flow equation 2.3, and for anisotropic permeability scenarios, 

effective permeability (Keffective) was calculated as equation 5.11, then applied in 

Darcy law. The matrix flow increased 120%, 174% and 86% respectively for the 

first, second and third matrix of ANSYS CFD Fluent FVM model scenarios in ADV. 

Figure 6.14 clarifies this, which shows that Darcy formula underestimated matrix 

flow in this network even without fracture exitance at the outlet. The fracture and 

matrix flow were calculated in the vertical section where there were fractures just 

before the outlet. The average value of % fracture flow of these models were 

18.6%, 13.2% and 28.8%, As well, the average value of % matrix flow of these 

models were 18.4%, 86.8% and 71.2% for the first, second and third scenarios 

respectively. Figures 6.13A and 6.13B clarify it. 
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The pressure and velocity contours were presented in Figures 6.11A and 6.11B 

respectively, and the pressure contour distribution reflected higher increase 

between the inlet and the intersection point of fractures at the centre of the 

network. This reflected unusual pressure distributions in comparison with other 

networks, therefore, further investigations were conducted as clarified in Section 

6.3.6.  While velocity contours reflected high velocity at the intersection, and as 

well, the low velocity of fractures at the dead ends. The velocity streamlines were 

observed as presented in Figure 6.12 which clarified similar observations 

approximately as in  network 1; all fracture networks reflected high interaction 

with matrix, and higher velocity inside fractures at intersections that connected 

with the outlet, which is in this model was fracture/matrix interface layer (fracture 

surfaces), particularly on the second half of the domain.  

 

 

 

 

 

 

 

 
Figure 6.11 Fracture network 2 simulations contours 

A. Total pressure at P=100 Pa; and B. Velocity contours, with isotropic matrix 

permeability (Kx & Ky=2000 mD), and fracture surface boundaries set as 
permeable “Interior faces”.  
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Figure 6.12 Fracture network 2 velocity streamlines, P=100 Pa isotropic matrix 

permeability (Kx & Ky=2000 mD), with fracture surface boundaries set as 

permeable “Interior faces”. 

A. Zooms on four random locations between fracture and matrix; B, C, D and E. 

Velocity streamlines on zoom locations (A, B, C, and D) respectively. 

 



214 
 

 
Figure 6.13 Comparisons of fracture network 2 flow percentages in fractures and 

matrix; as well, total flow (fracture + matrix) between isotropic and anisotropic 

permeability models 

A. % Fracture flow; B. % Matrix flow; and C. Total flow (mm2/s) (matrix flow 

was the only outlet in this network) 

 

 

Figure 6.14 Comparison of matrix flow between fracture network 2 ANSYS CFD 

Fluent FVM models with isotropic and anisotropic matrix permeability scenarios, 

& Darcy equation 
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6.3.6.3 Fracture network 3 simulation results 

The total flow, fracture flow and matrix flow of the models with isotropic and two 

anisotropic matrix permeability scenarios were compared. The results were that 

the total flow decreased 0.44% and 3.68% respectively for the second and third 

anisotropic matrix scenarios in ADV, Figure 6.17C clarifies it. The fracture flow 

decreased 0.33% and 2.9% respectively for the second and third anisotropic 

matrix scenarios in ADV. The matrix flow decreased 0.46% and 3.8% respectively 

for the second and third anisotropic matrix scenarios in ADV. In these models of 

three scenarios of matrix permeability, the average value of % fracture flow in the 

domain was around 11.5%, and the % matrix flow was 88.5%, Figures 6.17A and 

6.17B present these results. Moreover, the matrix flow was compared with Darcy 

flow as equation 2.3, and for anisotropic permeability scenarios, effective 

permeability (Keffective) was calculated as equation 5.11, then applied in Darcy law. 

The flow increased 195%, 199% and 198% respectively for the first, second and 

third scenarios of ANSYS CFD Fluent FVM models in ADV, which shows that Darcy 

formula underestimates matrix flow in fracture network 3 with approximately 

200%, Figure 6.18 clarifies it. Figures 6.15A, 6.15B and  6.16  present the pressure 

contours, velocity contours, and velocity streamlines respectively of this model, 

and all of them have reflected approximately similar behaviours as network 1, with 

variations due to the different network pattern. 
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Figure 6.15 Fracture network 3 simulation contours 

A. Total pressure at P=1000 Pa; and B. Velocity contours, with isotropic matrix 

permeability (Kx & Ky=2000 mD), and fracture surface boundaries set as 

permeable “Interior faces” 
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Figure 6.16 Fracture network 3 velocity streamlines P=1000 Pa isotropic matrix 

permeability (Kx & Ky=2000 mD), with fracture’s surface boundaries set as 

permeable “Interior faces” 

A. Zooms on three random locations between fracture and matrix; B, C, and D, 

velocity streamlines on zoom locations (A, B, and C) respectively  
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Figure 6.17 Comparisons of fracture network 3 flow percentages in fractures and 

matrix; as well, total flow between isotropic and anisotropic permeability models 

A. % Fracture flow; B. % Matrix flow; and C. Total flow (mm2/s)  

 

 

Figure 6.18 Comparison of matrix flow between fracture network 3 ANSYS CFD 

Fluent FVM models with isotropic and anisotropic matrix permeability scenarios, 

& Darcy equation 
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6.3.6.4 Fracture network 4 simulation results 

The total flow, fracture flow and matrix flow of the models with isotropic and two 

anisotropic matrix permeability scenarios were compared. The results were that 

the total flow increased 0.3% and decreased 0.2% respectively for the second and 

third anisotropic matrix scenarios in ADV, Figure 6.21C clarifies it. The fracture 

flow increased 0.42% and 0.5% respectively for the second and third anisotropic 

matrix scenarios in ADV. The matrix flow increased 0.3% and decreased 0.3% 

respectively for the second and third anisotropic matrix scenarios in ADV. In these 

models of three scenarios of matrix permeability, the average value of % fracture 

flow in the domain was around 11.7%, and the % matrix flow was 88.3%. Figures 

6.21A and 6.21B present these results. Moreover, the matrix flow were compared 

with Darcy flow as equation 2.3, and for anisotropic permeability scenarios, 

effective permeability (Keffective) was calculated as equation 5.11, then applied in 

Darcy law. The flow increased 197.5%, 199.4% and 199% respectively for the 

first, second and third scenarios of ANSYS CFD Fluent FVM models in average 

difference value (ADV), which shows that Darcy formula underestimated matrix 

flow in fracture network 4 with approximately 200%; Figure 6.22 clarifies it.  

 

The pressure and velocity contours were presented in Figures 6.19A and 6.19B 

respectively. In addition to the explanation of pressure and velocity contour 

distribution at network 1, this network represented higher velocity at the horizontal 

fracture that connected between inlet and outlet boundaries of the domain, which 

highlighted the effects of “dominant fracture” in fractured networks; as well, the 

impact of horizontal orientation of fracture on flow proportion and interactions with 

the matrix. Moreover, the velocity streamlines of this model consolidated these 

findings and clarified that the higher velocity at the horizontal fracture that 

connected between inlet and outlet boundaries of the domain has reflected higher 

fracture/matrix interaction, which highlighted the effects of “dominant fracture” in 

fractured networks. Figure 6.20 presents it. 
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Figure 6.19 Fracture network 4 simulations contours 

A. Total pressure at P=2000 Pa; and B. Velocity contours, with isotropic matrix 
permeability (Kx & Ky=2000 mD), and fracture surface boundaries set as 
permeable “Interior faces”.  

 



221 
 

 
Figure 6.20 Fracture network 4 velocity streamlines P=2000 Pa isotropic matrix 

permeability (Kx & Ky=2000 mD), with fracture’s surface boundaries set as 

permeable “Interior faces” 

A. Zooms on four random locations between fracture and matrix; B, C, D and E. 

Velocity streamlines on zoom locations (A, B, C and D) respectively.  
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Figure 6.21 Comparisons of fracture network 4 flow percentages in fractures and 

matrix; as well, total flow between isotropic and anisotropic permeability models 

A. % Fracture flow; B. % Matrix flow; and C. total flow (mm2/s) 
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Figure 6.22 Comparison of matrix flow between fracture network 4 ANSYS CFD 

Fluent FVM models with isotropic and anisotropic matrix permeability scenarios, 

& Darcy equation 

 

 

6.3.6.5 Fracture network 5 simulation results 

The total flow, fracture flow and matrix flow of the models with isotropic and two 

anisotropic matrix permeability scenarios were compared. The results were that 

the total flow decreased 1% and 3.3% respectively for the second and third 

anisotropic matrix scenarios in ADV, Figure 6.25C clarifies it. The fracture flow 

decreased 0.2% and 2.01% respectively for the second and third anisotropic 

matrix scenarios in ADV. The matrix flow decreased 1.03% and 3.4% respectively 

for the second and third anisotropic matrix scenarios in ADV. In these models of 

three scenarios of matrix permeability the average value of % fracture flow in the 

domain was around 6.7%, and the % matrix flow was 93.3%. Figures 6.25A and 

6.25B present these results. Moreover, the matrix flow was compared with Darcy 

flow as equation 2.3, and for anisotropic permeability scenarios, effective 

permeability (Keffective) was calculated as equation 5.11, then applied in Darcy law. 

The flow increased 196%, 199% and 198% respectively for the first, second and 

third scenarios of ANSYS CFD Fluent FVM models in ADV, which shows that Darcy 

formula underestimated matrix flow in fracture network 5 with approximately 

200%. Figure 6.26 clarifies it. 
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Figures 6.23A, 6.23B and 6.24 present the pressure contours, velocity contours, 

and velocity streamlines respectively of this model, and all of them have reflected 

approximately similar behaviours as network 1, with variations due to the different 

network pattern. In addition, it has stressed the effect of branch fractures “dead 

end fractures” which were connected with the dominant fractures, which still have 

low velocity as zoom A and B in figures 6.24B and 6.24C, in comparison with the 

dominant fractures that were connected between inlet and outlet of the domain. 

 

 

 
Figure 6.23 Fracture network 5 simulation contours 

A. Total pressure at P=2000 Pa; and B. Velocity contours, with isotropic matrix 

permeability (Kx & Ky=2000 mD), and fracture surface boundaries set as 

permeable “Interior faces” 
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Figure 6.24 Fracture network 5 velocity streamlines P=2000 Pa, isotropic matrix 

permeability (Kx & Ky=2000 mD), with fracture’s surface boundaries set as 

permeable “Interior faces” 

A. Zooms on three random locations between fracture and matrix; B, C, and D, 

Velocity streamlines on zoom locations (A, B, and C) respectively.  
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Figure 6.25 Comparisons of fracture network 5 flow percentages in fractures and 

matrix; as well, total flow between isotropic and anisotropic permeability models 

A. % Fracture flow ; B. % Matrix flow; and C. total flow (mm2/s) 
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Figure 6.26 Comparison of matrix flow between fracture network 5 ANSYS CFD 

Fluent FVM models with isotropic and anisotropic matrix permeability scenarios, 

& Darcy equation 

(Darcy formula underestimated matrix flow in fracture network 5 by 

approximately 200%) 

 

6.3.7 Investigating fracture network 2 model 

 

As stated in section 6.3.5.2, fracture network 2 had reflected an unusual pressure 

distribution inside the domain between the first and second half along the flow 

length in comparison with the other fracture network models, as clarified in the 

total pressure contours Figure 6.11A.  Therefore, it was necessary to investigate 

it further to clarify the cause of this unusual pressure distribution. It’s good to 

stress here that this network pattern was the only network for which the fractures 

inside the domain had no outlet, at the outlet side of the domain; in other words, 

there were no fractures allowing fluids to flow directly from inlet towards outlet in 

the domain, due to the fractures’ orientation pattern ending inside the matrix only. 

Thus, this network was investigated further with two approaches, as clarified 

below. 

 

6.3.7.1 First Approach 

The model of Network 2 was further investigated by simulating it with 3 different 

boundary conditions. All the three models were isotropic Kx=Ky=2000 mD, 

permeable fracture surfaces with the matrix “interior faces boundary” and pressure 

inlet P=1000 Pa, pressure outlet zero. The X-Velocity profile was extracted in each 



228 
 

model of the total domain to calculate the total flow by observing the reading line 

inside the domain FLUENT (called Reading line of the total domain). It’s good to 

note that the X-Velocity inside the fractures were not extracted for these 

comparisons. The three boundary conditions were changed at the far side (top and 

bottom) of the matrix, and the boundaries set-up of these models were: first, 

fracture Y-outlets and symmetry edges were assigned with non-porous “walls” 

boundary condition only; second, fracture Y-outlets were assigned with non-porous 

“walls” boundary condition only, and the rest were assigned with Symmetry 

conditions; and third, fractures Y-outlets and the adjacent surfaces were assigned 

with Symmetry conditions only. Figure 6.27 illustrates these set-ups and the static 

pressure contours of three boundaries, and Figure 6.28 illustrates X-velocity 

profiles. The average value of X-Velocity in each section was calculated, then 

compared with the initial simulation values of fracture network 2. The outcome of 

the comparisons was that ADV were very small, and the highest ADV was in the 

first set-up with 0.27%, see Table 6.5 below. 

 

The comparisons among these profiles were very small (%), and the static 

pressure contours from ANSYS CFD Fluent FVM had not reflected any changes 

inside the domain of these three scenarios. Therefore, the same ANSYS CFD Fluent 

FVM  models were read by ANSYS CFD Fluent FVM -POST, to read the static 

pressure distribution inside the domain. Reading the pressure contours inside 

ANSYS CFD Fluent FVM -POST gave a more accurate visualization of the contours 

as it gave the opportunity to increase the number of contour lines inside the 

domain. The result was that the pressure contours of the domain had similar 

behaviour to these 3 models’ set-ups, but the clarity of the contour was much 

better, and it showed clear interaction between the fractures and the matrix. Figure 

6.29 below clarifies it. 
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Figure 6.27 Clarifies 3 boundary conditions of network 2, which were changed at 

the far side (top and bottom) of the matrix, and the static pressure contours of 

these models 

A. C. and E.: the first, second and third boundary set-ups  respectively. B. D. F.: 

static pressure contours of three boundary models respectively 
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Figure 6.28 X-Velocity profiles of the total domain of the three set-ups of 

boundaries in network model 2, the reading lines of the total domain 

(all profiles almost matched ) 

 

Table 6.5 ADV of X-velocity comparisons between the three boundary condition 

set-ups and initial model of network 2 

 

 

Figure 6.29 Static pressure contours from ANSYS CFD Fluent FVM -POST network 

2 

 

Fracture Network 2

The First 

Simulation          

(the initial model)

First Boundary 

Condition Set-up

Second Boundary 

Condition Set-up

Third Boundary 

Condition Set-up

 X-Velocity profile 

(average) (m/S)
7.97444E-05 7.9532E-05 7.97424E-05 7.97442E-05

(%) Average difference 

value (ADV) 
0.267 0.00253 0.000221
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6.3.7.2 Second Approach  

As the first approach had not reflected any changes in the pressure value and the 

distribution of the contours, therefore further investigation was conducted to check 

the pressure changing behaviour inside the domain from inlet towards outlet of 

the domain. This case was investigated further by using the same initial ANSYS 

CFD Fluent FVM model with the Third set-up (fracture Y-outlets and the adjacent 

surfaces (top and bottom side of far matrix) were assigned with Symmetry 

condition only) and simulated, but with the time Transient set-up instead of Steady 

set-up, in order to investigate the pressure changing inside the domain with 

different time steps. 

 

Thus, two time steps were used: first, 0.025 seconds and divided into 5 steps; 

and second, 0.02 seconds and divided into 10 steps. Then, static pressure 

contours were read in each step, and as well, these steps were recorded as videos 

to visualize the pressure changes. It’s good to note that the reason to choose these 

two times was because the first-time steps were large and unable to check for 

more focused variations of the pressures in the domain; therefore, the second time 

was used with smaller time steps. The outcome of these transient simulations was 

that the pressure contours of the domain were changing along the domain due to 

the pressure drop, and the final pressure distribution was due to the effect of the 

fracture network geometry pattern. Figure 6.30 below illustrates transient static 

pressures contours with these time steps. These pressure changes were not 

detected during the Steady set-up simulations, as it gave the final distribution 

inside the domain.  
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Figure 6.30 Static pressure transient with two different time steps   
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6.3.7.3 Analysis of pressure contours distribution in Network 2 

The analysis for the pressure distribution in this model followed this reasoning. The 

fracture was not passing through the entire domain (from inlet toward outlet) and 

there was no flow exit of the fracture outlets; in other words, it was ending inside 

the matrix domain. The total flow from the inlet toward domain outlet, passed 

through fracture permeable surfaces (fracture/matrix interface layer). In the first 

half, matrix flow was affected by the fracture barrier, and had to pass 

fracture/matrix interface layer, and at the same time, fracture flow had no outlet, 

which led both fracture and matrix flow to pass the other end of the fracture 

interface permeable layer. As well, the matrix domain between the first and second 

half of the domain was surrounded with inclined fractures from both sides. This 

caused pressure build up in the first half, so the flow was choked between the inlet 

and the first half of the domain in X-axis of the Cartesian axis. In the second half 

of the domain, the pressure started to take the normal reduction along the flow 

length in the domain: particularly after passing the fracture, as flow was then 

passed through matrix only towards the domain outlet without fracture barrier. 

Figure 6.31 below clarifies this.  

 

This process of pressure build of this network clarified the outcomes of previous 

researchers in the literature, that consider fractures in fractured formations can 

represent a barrier or facilitator of fluid flow, based on various factors; for 

example, when fractures have varied orientation angles, and are not ordinated 

with flow axis, higher resistance is present with an increase of inclination angle (Li 

et al. 2021; Zhu et al. 2020; Ahmadi et al. 2018; Sahimi 2011; Sarkar, Toksöz 

and Burns 2004; Tiab and Donaldson 2004; Nelson 2001 pp. 12, 217; Sen 1995). 

Also, the location of pressure drawdown in relation to fractures’ orientations inside 

fractured formations plays a major role in fracture / matrix effects on domain flow 

(Luo et al. 2020; Popov et al. 2009 pp. 226-227, 230), and if fractures are not 

connected between inlet and outlet inside fractured formations, connectivity 

among the fracture network leads flow distribution in the fractured domain to be 

varied and uneven (Li et al. 2021; Luo, Tang and Zhou 2019; Berkowitz 2002; 

Zimmerman and Yeo 2000 p. 864; Nordqvist et al. 1992). As fracture connectivity 

is weak in this case, the matrix is the main fluid transporter in the domain, and 

matrix permeability will increase fracture connections and affect total domain flow 

(Li et al. 2021; Ahmadi et al. 2018; Yi and Xing 2018; Spence et al. 2014; Ishibashi 

et al. 2012; Narr, Schechter and Thompson 2006). Moreover, as fractures in this 

network had no outlet, only fluid could pass through interface layers between 
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matrix and fracture, which led to increased capillary pressure of interface layer, 

and the results increased pore pressure, and accordingly, fluid flow proportions 

increased from fracture interface layer toward matrix. This was because capillary 

pressure drives fluid inside the matrix, which works against viscosity that drives 

fluids toward more permeable spaces (ie. fracture) from the matrix (Yin et al. 

2017; Hughes and Blunt 2001; Sen 1995 pp. 111, 309; McDonald et al. 1991; 

Pruess and Tsang 1990). As well, the fracture/matrix capillary number is altered 

by increasing pressure inside the fracture open space domain (Tiab and Donaldson 

2004), and varies along a fracture due to varied fracture apertures from point to 

point, and surface roughness of a fracture (Sahimi 2011 pp. 18, 244; Jahn, Cook 

and Graham 2008; Tiab and Donaldson 2004; Wagner et al. 2001). This operation 

of percolation of interface layer is affected by many factors such as: the proportion 

of the fracture contact area with matrix (Zimmerman and Bodvarsson 1996 pp. 

44-45); fracture density; size distribution; fractures’ orientations; and fracture 

special distribution (Narr 2011 p. 374; Narr, Schechter and Thompson 2006). This 

model confirmed this effect, as matrix flow in ANSYS CFD Fluent FVM model 

scenarios (Kx=Ky=2000 mD), (Kx=2000 Ky=380 mD) & (Kx=380 Ky=2000 mD) 

increased 120%, 174% and 86% respectively in ADV, in comparison with Darcy 

flow equation. This has clarified percolation theory effects in such a network 

pattern.  
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Figure 6.31 Clarifies fracture network 2 - two behaviours of static pressure 

contour in the same domain 

 

 

 

6.4  Comparisons Among Fracture Network Models 

 

To investigate the effect of fracture network geometry patterns, that have different 

fracture network orientations inside the fractured media, on the total fractured 

media, consisting of both fractures and matrix, it was mandatory to conduct 

comparisons of flow in these models for fractures and matrix. Thus, the flow rates 

of total, fracture and matrix were compared among the five fracture network 

models, with isotropic matrix permeability Kx=Ky=2000 mD and four pressure 

drop (5, 100, 1000, 2000) Pa, zero pressure outlet; all fracture surfaces were 

permeable and interacting with the matrix “interior face boundary”. 

 

The results of the total flow rate comparison of these five models were: fracture 

network 4 was the highest flow rate 250 mm2/s in average value, while the lowest 

was in fracture network 2 with 6.26 mm2/s in average value. Figure 6.32 presents 

these results. The results of the matrix flow rate comparison of these five models 

were: fracture network 4 had the highest flow rate 221.2 mm2/s in average value, 
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while the lowest was in fracture network 2 with 6.26 mm2/s in average value. 

Figure 6.33 presents these results. Similarly, fracture flow rate of network 4 had 

the highest rate with 29.2 mm2/s in average value, and the lowest was in network 

2 with 1.16 mm2/s in average value. Figure 6.34 clarifies this. 

 

 

 

Figure 6.32 A. Total flow (mm2/s) comparisons of 5 fracture networks with 

Kx=Ky=2000, B. Average value of total flow (mm2/s) comparisons of all fracture 

networks with Kx=Ky=2000 mD, in four pressure drops models (5,100, 1000, 

2000) Pa , zero pressure outlet, with permeable fracture surfaces “interior face 

boundary” 
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Figure 6.33 A. Matrix flow (mm2/s) comparisons of 5 fracture networks with 

Kx=Ky=2000; B. Average value of matrix flow (mm2/s) comparisons of all 

fracture networks with Kx=Ky=2000 mD, in four pressure drops models (5,100, 

1000, 2000) Pa, zero pressure outlet, with permeable fracture surfaces “interior 

face boundary” 
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Figure 6.34 A. Fracture flow (mm2/s) comparisons of 5 fracture networks with 

Kx=Ky=2000, B. Average value of fracture flow (mm2/s) comparisons of all 

fracture networks with Kx=Ky=2000 mD, in four pressure drops models (5,100, 

1000, 2000) Pa, zero pressure outlet, with permeable fracture surfaces “interior 

face boundary” 
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6.4.1 Results analysis 

 

The results of these comparisons among the fracture network models flow reflected 

interesting results, summarised as follows: 

 

1. From highest to lowest flow of fracture network models, fracture network 4 had 

the highest total flow, then network 1, network 5, network 3 and network 2 

was the lowest in all pressure drops, with all matrix permeability scenarios 

isotropic and anisotropic. Fracture and matrix flow had the same behaviour. 

This confirmed the effects of many factors on fracture network flow, such as: 

network patterns and fractures’ orientations on fractured domain flow, which 

play a crucial role in fluid flow distribution inside fractured domains; fracture/ 

matrix interactions on each other during flow and fluid movements among 

these media, as both share the same physical locations; fracture locations and 

angles in relation with flow directions; fracture intersection nodes’ effect on 

pressure behaviour of the domain, and the effect of fracture connectivity; and 

the effect of surrounding matrix properties, such as permeability, on flow 

percentage in the fractured domain (Li et al. 2021; Luo et al. 2020; Zhu et al. 

2020; Yang et al. 2019; Luo, Tang and Zhou 2019; Wu et al. 2019; Ahmadi et 

al. 2018; Zou, Jing and Cvetkovic 2017; Liu, Li and Jiang 2016; Ishibashi et al. 

2012; Sahimi 2011 p. 45; Popov et al. 2009; Nordqvist et al. 1992). 

 

Moreover, it was seen that fractures have highest flow rate when there is a 

fracture in the network that connects between inlet and outlet of domain 

boundaries, as it is considered as the least resistant fluid flow path which will 

carry a higher proportion of the network’s flow, even with a small inclination 

angle with respect to the pressure gradient axis (Sarkar, Toksöz and Burns 

2004). This was observed in Network 4 which reflected highest flow in fracture 

and matrix domains, due to the horizontal fracture orientations which were 

parallel to flow direction in X Cartesian axis, that connected between inlet and 

outlet boundaries of the fractured domain. Similar behaviour was observed in 

network 1 as there was one fracture with horizontal orientation that connected 

in the middle of the domain between the two angled inlet and outlet boundary 

fractures, and altered domain flow. Similarly, other networks 5 and 3 followed 
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this argument, except network 2 as there was no fracture outlet in the domain. 

This has clarified that as the fracture connections between inlet and outlet 

boundaries are eased, and have less resistance to flow with angles, this will 

increase fracture network flow. This case has clarified the findings of Li et al. 

(2021) and Wu et al. (2019); in the case that a fracture of any network is 

connected directly between the inlet and outlet in the domain, it will be called 

a “dominant channel”, as the velocity and flow is much larger than other 

network branches. The pattern of network 4 pattern in this research reflected 

this effect, with highest flow proportion in comparison with the other networks. 

Fracture network pattern shapes play a major role, whether easing or 

obstructing fracture network flow; as well, if a fracture network has a simple 

pattern it eases flow more than a network with a more complicated fracture 

pattern (Li et al. 2021; Zimmerman and Yeo 2000). As in the case of networks 

1, 3, and 5, fluid flow went from highest to lowest respectively here due to the 

fact that the fracture patterns got more complicated with branches, creating 

more distance of flow inside fractures between inlet and outlet domain 

boundaries, and fracture orientation angles.  

 

In addition, it was observed, when fracture flow was high, this meant higher 

velocity inside the fracture, which meant matrix flow proportions increased as 

well. This was due to higher fluid movement proportions between the fracture 

and surrounding matrix. This interaction was increased with rough fracture 

networks, because the percolation limit relies on many factors such as: local 

capillary pressure relies on interfacial tension, fracture aperture, and contact 

angle (Prues and Tsang 1990); matrix and fracture rely on pressure differences 

between both media (Sen 1995 pp. 111, 309); inner surfaces of fractures are 

varied, with different roughnesses which consist of different curvature shapes 

(the pores in this roughness represent the cluster gateways of fluid flow 

between matrix and fracture (Sahimi 2011 pp. 15, 18, 45, 244); critical value 

of inner fracture contact areas with matrix (Zimmerman and Bodvarsson 1996 

p. 44-45); fracture density; size distribution; fracture orientations; and fracture 

special distribution, which is related to fractures’ intersection and relates to 

increase fractures’ length spanning (Luo, Tang and Zhou 2019; Narr 2011 p. 

374; Narr, Schechter and Thompson 2006). 

 

2. In fracture networks, the interesting finding was that matrix flow % out of the 

total flow was much higher than the fracture flow %. This finding introduced 
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the importance of matrix flow in rough fractured networks, in comparison with 

some beliefs in the previous literature, where fractures were considered the 

main conductor of fractured media flow, even excluding matrix flow 

contribution to fractured media in some cases (Luo et al. 2020; Tiab and 

Donaldson 2004; Toksöz and Burns 2004; Nelson 2001). In this research, 

matrix flow in fracture network models was compared with Darcy flow (equation 

2.3). All the networks reflected an increase in flow approximately 200% (ADV), 

except fracture network 2 which reflected varied matrix flow increases around 

120%, 174% and 86% with permeability scenarios (Kx=Ky=2000 mD), 

(Kx=2000 Ky=380 mD) & (Kx=380 Ky=2000 mD) respectively. Network 2 was 

the only network where the fracture domain did not pass to the outlet of the 

domain. These results confirmed the findings of Spence et al. (2014); Ishibashi 

et al. (2012) and Narr, Schechter and Thompson (2006) that fluid flow 

prediction and movements in naturally fractured reservoirs are highly related 

to fracture networks’ transmissivity and interactions with the surrounding 

matrix, and that matrix flow contribution is highly significant in the fractured 

domain. Moreover, Li et al. (2021); Yang et al. (2019); Zou, Jing and Cvetkovic 

(2017); Dippenaar and Van Rooy (2016); Ishibashi et al. (2012); Popov et al. 

(2009) pp. 226-227, 230) and Sen (1995) pp. 111, 309) clarified that the 

existence of a fracture in fractured media influences the effective permeability 

of the total domain, and accordingly will affect the domain’s overall flow 

substantially. This is due to the tangential forces inside fracture surfaces, 

different flow velocities between fracture and matrix along rough fractures, and 

varied pressures from point to point inside a fracture. These can each cause 

fluid movements and interactions between matrix and fracture to be more 

active, which leads to increased matrix flow in proportion with non-linear in the 

fractured domain.  

 

3. Fracture networks 3 and 4 had the same average aperture value 609 

micrometre and standard deviation (332), and the fracture area % inside the 

domains was 1.33% and 1.27% respectively. However, although the fracture 

area % in network 4 was less, the total flow rate and matrix flow rate of fracture 

network 4 increased 65.46% and 65.1% respectively in ADV. This case 

reflected the effects of fracture orientation inside the domain, because both 

fracture network models had similar fracture lengths and standard deviations, 

with marginal difference in fracture area percentage in both domains, only 6%. 
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The main difference was the fracture orientations; in fracture network 4 there 

was one horizontal fracture in the network that connected between inlet and 

outlet boundaries “dominant fracture”, while in fracture network 3 both 

fractures were inclined with 450 angles as clarified in point 1. This case 

confirmed the effects of angled fractures in comparison with a dominant 

channel in fractured networks. As stated by Li et al. (2021) and Zhu et al. 

(2020), in fracture networks, fracture orientation angles have an important 

effect on a fracture network’s flow, fracture permeability and seepage 

characteristics of a fracture network. In comparison between fracture networks 

with the same fracture porosity but with different dip angles, therefore, as the 

dip angle increased, the fracture network’s permeability decreased. The reason 

for this permeability decrease is due to the increase of fluid flow resistance, 

and the maximum dip angle effect is with 450. Similar findings were made by 

Sarkar, Toksöz and Burns (2004), but the model only considered impermeable 

fracture network surfaces with single aperture parallel plates model, and stated 

that the angled fracture was effected by (cos 𝜃) value, which meant adding 

more length to fracture length in comparison with horizontal orientation 

fractures. 

 

4. Fracture networks 2 and 4 had a very similar value of average apertures, 610 

and 609 micrometres respectively, and the percentage of fracture area inside 

the domains was 1.75% and 1.27% respectively, which meant fracture network 

2 had 0.48% bigger fracture area than fracture network 4. However, ADV of 

the total flow rate and matrix flow rate increased 190.24% and 189% 

respectively in fracture network 4. The fracture network differences between 

the two were: fracture network 2 had no fracture outlets, as the fractures ended 

before the domain outlet boundary; and as well, network 2 fractures had 

orientations with inclined angles 450, while half of the fracture area in fracture 

network 4 was with horizontal orientation “dominant fracture”. This case 

reflected the effect of fractures on flow percentages of fracture and matrix in 

fractured domain as clarified in point 1 and 2. As well, although network 2 had 

no fracture at the outlet boundary, matrix flow in comparison with Darcy flow 

was increased with 120%, 174% and 86% with permeability scenarios 

(Kx=Ky=2000 mD), (Kx=2000 Ky=380 mD) & (Kx=380 Ky=2000 mD) 

respectively. This clarifies fracture networks’ transmissivity and interactions 

with the surrounding matrix, and the non-linearity of matrix flow, as discussed 

in point 2.  
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5. For fracture networks 1 and 5, the percentage of fracture area inside the 

domains was 1.60% and 1.49% respectively, which meant fracture network 1 

had 0.11% bigger fracture area than fracture network 5. ADV of the total flow 

rate, fracture flow rate and matrix flow rate increased 11.25%, 50% and 8% 

respectively in fracture network 1. The pattern descriptions of these networks 

were that both networks had one fracture inlet and one fracture outlet with 

angled fractures with 450. However, network 5 had more fracture branches and 

its fractures were all inclined by 450, while network 1 had an extra benefit which 

altered the flow proportions: one horizontal fracture branch with zero angle in 

Cartesian X-axis that connected between inlet and outlet inclined fractures. This 

comparison further clarifies point 1, as fracture networks with simple patterns 

(network 1) are more eased to flow than a network with more connected 

fractures pattern (network 2); as well, this demonstrates the effects of angles 

on network fractures (Li et al. 2021; Zhu et al. 2020; Zimmerman and Yeo 

2000).  

 

6. For networks 1, 2, 3, 4 and 5, % fracture flow average value with pressure 

drops 5, 100, 1000, and 2000 Pa, was approximately 9%, 18.6%, 11.46%, 

11.75% and 6.66%. % matrix flow average values were 90.9%, 81.42%, 

88.54%, 88.25% and 93.34%, respectively. As can be seen, the matrix flow 

percentages were much higher than fracture flow percentages in all the fracture 

networks which showed the matrix domain does work as a main fluid provider 

and conductor, as clarified in point 2. However, each network model reflected 

approximately similar values of fracture and matrix flow percentages with 

changing pressures between 5, 100, 1000 and 2000 Pa. Few of these networks 

with different patterns reflected very small change in percentages of fracture 

and matrix flow (fluctuations less than 1% only) in each network with 

increasing pressure. Figures 6.35 and 6.36 below present an example of 

isotropic scenario models (Kx=Ky=2000 mD) of all five networks. As well, 

effective permeability (Keffective) was calculated as equation 5.11 for all matrix 

permeability scenarios, then, average value of % matrix flow comparisons were 

made of all fracture networks in four pressure drops models (5,100, 1000, 

2000) Pa, zero pressure outlet, with permeable fracture surfaces “interior face 

boundary”. Figure 6.37 presents this. This small change of networks’ matrix 

and fracture flow percentages is clarified below: 
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a) Fracture network 1, on pressures 5 and 100 Pa, reflected similar 

behaviour of fracture and matrix flow percentages. However, at 1000 Pa 

% fracture flow decreased, and % matrix flow increased, and at 2000 

Pa, fracture flow % increased and matrix flow % decreased. Thus, 

between 1000 and 2000 Pa these percentages swung between increase 

and decrease; similar behaviour was observed in fracture network 5, but 

with different fluctuation values with a range of 1% change only. 

b) Fracture network 3, on pressure 5 and 100 Pa, reflected similar 

behaviour of fracture and matrix flow percentages. However, at 1000 

and 2000 Pa, fracture flow % continued to decrease with increasing the 

pressure, and matrix flow % continued to increase with increasing 

pressure, in the same ranges of 1% change only. 

c) Fracture network 4, fracture flow % reflected steady and slight decrease 

by increasing pressure between 5 and 2000 Pa respectively, while matrix 

flow % increased steadily and slightly by increasing pressure, in the 

same ranges of 1% change only.  

d) Fracture network 2, reflected similar behaviour of fracture and matrix 

flow percentages with all pressures.  

To analyse this fluctuation of fracture and matrix percentages’ slight change with 

pressure (fluctuations less than 1% only), it was important to explain each network 

pattern and condition as below: 

• For network 2, flow of matrix and fracture percentages had similar 

behaviour with pressure changes due to the reason that the fracture did not 

pass through the outlet boundary in fractured domain, and flow only passed 

between fracture to matrix through fracture interface layer. This meant 

increasing pressure increased fluid movements between fractures and 

matrix, but with the same percentages as clarified in points 2 and 4.  

• Fracture networks 1, 3, and 5 were all affected with higher pressures 1000 

and 2000 Pa, the main reason for this was that higher-pressure inlet 

improved flow in the matrix, in comparison with a lower pressure drop, due 

to the pressure effect on fluid particles that were trapped in pores of the 

matrix (Suri et al. 2020). As well, these fracture networks had different 

patterns which had an important effect on fracture network’s flow, fracture 

permeability, and seepage characteristics of the fracture network, as 

clarified in points 1,2, and 3. Fracture network patterns get more complex 

when branches have highest angle effect 450 (Li et al. 2021; Zhu et al. 
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2020; Zimmerman and Yeo 2000), and more intersection angles among 

fracture networks at nodes have an effect on pressure behaviour of the 

domain, and the effect of fracture connectivity (Luo, Tang and Zhou 2019; 

Hyman et al. 2015). This causes more distance of fluid flow inside fractures 

between inlet and outlet domain boundaries, and varied % fracture areas of 

each network, and varied contact areas of fracture surfaces with matrix, 

which affects capillary pressure of fractures in these networks (Hughes and 

Blunt 2001; Wagner et al. 2001; Berkowitz and Ewing 1998; Stauffer and 

Aharony 1992). Also, pore structure plays an important role in adsorption 

of fluids in formations (Andersen and Zhou 2020; Yin et al. 2017). These 

factors led to these small fluctuations, of less than 1%, of fracture and 

matrix flow percentages among these networks with either increase or 

decrease in pressure. In addition, by increasing pressure, fluid momentum 

inside fractures was increased, which led to increase % fracture flow and 

overcome fractures’ roughness resistance (Briggs, Karney and Sleep 2017; 

Dippenaar and Van Rooy 2016; Briggs, Karney and Sleep 2014).  

• Fracture network 4 was affected between pressures 5 to 2000 Pa. This 

change reflected similar factor effects as above of networks 1, 3, and 5. 

However, due to the existence of a dominant fracture, that was connected 

directly between the inlet and outlet in the domain and had higher effects 

on the network domain, and another fracture with 450 angle, this led to 

increase the flow interactions with surrounding matrix. More fluids moved 

from fractures towards matrix, due to effects of capillary pressure in 

fracture/matrix interface layer, by increasing fracture flow rate, and more 

fluids moved into matrix (Yin et al. 2017; Hughes and Blunt 2001), and as 

clarified in detail in points 1,2,3 and 4. 
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Figure 6.35 % Fracture flow only of fracture networks with isotropic matrix 

permeability (Kx=Ky=2000 mD) 

(% Fracture flow in some networks reflected minor change of 1% with pressure 

changing (network 4) or only higher pressures 1000 and 2000 Pa (networks 1, 3, 

and 5)) 

 

 

Figure 6.36 % Matrix flow only of fracture networks with isotropic matrix 

permeability (Kx=Ky=2000 mD) 

(% Matrix flow in some networks reflected minor change with 1% with pressure 

changing (network 4) or only higher pressures 1000 and 2000 Pa (networks 1, 3, 

and 5) 
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Figure 6.37 % Matrix flow comparisons average value of all fracture networks in 

four pressure drops models (5,100, 1000, 2000) Pa, zero pressure outlet, with 

permeable fracture surfaces “interior face boundary”,  with effective 

permeabilities of all matrix scenarios 

 

 

 

6.5  Comparisons Of Ten Sections Inside Fracture 

Network Models 

Each fracture network had a distinguished pattern inside the fracture domain, that 

consisted of fractures and the surrounding matrix. In each vertical section inside 

the domain, there was a different percentage of the fracture and matrix areas, and 

each one had a different flow contribution into the total flow of the domain at that 

particular point. Therefore, to investigate the flow along the fractured network 

domain, ten vertical sections were considered by creating ten vertical reading lines 

in ANSYS CFD Fluent FVM to observe X-velocity and calculate the total flow in each 

model. The X-distance among these lines were equal and based on 0.01m 

increments. All these lines had the same height which was 0.10152m, to cover the 

total domain height. The main goal of this investigation was to understand the flow 

variations along the fractured network domains, where the fracture/matrix area 

percentages were varied in each section of each fracture network model. Thus, 

five models were chosen, one from each network. All the five models had the same 

isotropic matrix permeability (Kx=Ky=2000 mD), and the same inlet pressures 



248 
 

(P=1000) pa and outlet pressure (zero) pa, fracture surfaces were set as 

permeable “interior face boundary”. The total number of sections was 50; Figure 

6.38 and 6.39 clarify the sections and pressure contours of the networks, and 

Figures 6.40 and 6.41 present the total flow of the sections.  
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Figure 6.38 Ten sections inside fracture network models 
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Figure 6.39 Total pressure contours of five fractured network ANSYS CFD Fluent 

FVM models with Kx=Ky=2000 mD, P=1000 Pa 

A. B. C. D. and E.: fracture networks 1, 2, 3, 4 and 5, respectively  
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Figure 6.40 The total flow trends of fracture network models’ sections with 

Kx=Ky=2000 mD, P=1000 Pa  

 

 

Figure 6.41 The total flow histograms of fractured network model sections with 

Kx=Ky=2000 mD, P=1000 Pa  
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6.5.1 Results analysis 

 

The total flow comparisons of these 50 sections reflected that the flow of total 

domain kept varying along the flow, but the average values of one model still 

matched with the total flow, from the highest to lowest fracture networks 4, 1, 5, 

3 and 2, as presented in Figures 6.40 and 6.41. Thus, fracture network 4 had the 

highest total flow discharge and fracture network 2 (no fracture outlet) had the 

lowest total flow discharge, but the interesting finding was that fracture networks 

1, 5 and 3, at the same section 0.03m in X-distance, had approximate values of 

total flow, as presented in Figure 6.40 of their total flow trends. For fracture 

networks 5 and 3, at section 0.01m, network 5 had the highest flow while network 

3 started with less flow. At the following section 0.02 the scenarios were vice versa, 

then, between section 0.03 and 0.05 they had close values of total flow; lastly, 

after 0.05m network 5 continued to steadily increase while network 3 continued to 

steadily decrease. 

 

This investigation reflected that media flow in fractures changes from section to 

section, relying on many factors such as: fracture and matrix areas in section, as 

each one has different flow contributions; fracture orientation, whether with angle 

or horizontal incorporation of flow direction; and matrix/fracture properties such 

matrix permeability, and fractures’ tortuosity. As can be seen, the total flow for 

network 1 in average value was higher than for networks 5 and 3 respectively, 

however, at x-distance section 0.03 m, all of them had approximate values of total 

flow. As well at this section, networks 1 and 3 had one inclined fracture with 450, 

while network 5 had two inclined fractures with 450; however, one of these was a 

branch fracture which didn’t connect between inlet and outlet boundaries of the 

domain, therefore the contribution of this fracture was low as clarified by Li et al. 

(2021) and Wu et al. (2019), who have analysed the effects of dominant fractures 

in fracture networks. This comparison highlights the importance of fracture 

network patterns, fracture angles, fracture/matrix percentage areas in each 

location, and fracture connectivity between the inlet and outlet boundaries in 

fractured network domains, as discussed in Section 6.4.1. As well, it has proved 

that choosing the right point to draw a well in fractured formations is crucial to 

increase fracture networks’ flow efficiency and functionality, by considering the 

factors that were highlighted in Section 6.4.1 such as fractures’ orientations, 

fractures’ angles, and fractures’ connectivity between pressure drops or draw down 

pressure points.  
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6.6  Flow Comparisons Between Rough Fracture Network 

And Single Horizontal Rough Fracture  

 

To have a better vision about fracture networks’ effect on fractured domains, a 

comparison was conducted between a rough fracture with horizontal angle 

orientation, that was modelled and used in Chapters 4 and 5, with one of the 

fracture networks that had closest fracture network fractal properties, as Table 6.2 

above. Fracture network 4 was chosen, and the difference between these two 

models is clarified in Table 6.6 below. These two fractured domains had small 

differences in average aperture, but the fracture area proportions in network 4 had 

100% increase. 

 

Table 6.6 Fractal properties comparison between fracture network 4 and single 

rough fracture 

 
 

Both were modelled in ANSYS CFD Fluent FVM, with isotropic matrix permeability 

(Kx=Ky=2000 mD), fracture surfaces were set as permeable boundary with the 

surrounding matrix “interior face boundary”, and the same pressure drops applied 

in each (5, 100, 1000, 2000) Pa and zero pressure outlets. Both models had the 

same total domain area (10.15 X 10.15) cm, but the difference was the fracture 

open area percentage, which was approximately 0.6% in the single fracture and 

1.27% in network 4 (approximately 100% increase of area in network 4). Then, 

comparisons were conducted of total flow, and % fracture and matrix flow, in these 

two fractured media. 

 

The comparisons reflected interesting findings; despite total flow of fracture 

network 4 having a higher flow rate due to the higher fracture porosity: 

approximately ten times the single rough fracture in average values of pressure 

drops (5, 100, 1000, 2000) Pa. However, the importance is in % of fracture and 

matrix flow in each domain, as % of fracture and % matrix flow proportions in 

each domain were very different: in the single rough horizontal fracture model, % 

fracture flow was 82% in average value and % matrix flow 17% in average value, 

Fractured media type
  Number of 

Sections

Average Aperture 

(µ) (micron) 

The standared 

deviation  (σ)

Fracture 

area (m
2
)

Matrix 

area (m
2
)

(%) Fracture 

area 

Rough Fracture (single) 185 581 230.8 0.000060499 0.01024581 0.59

Fracture Network 4 376 609 322 0.00012884 0.010177 1.27
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while in network 4 it was 11.7% fracture flow percentage and 88.2% matrix flow 

percentage in average values. Figures 6.42, 6.43 and 6.44 below illustrate these 

results. This comparison has indicated that a rough fracture in horizontal angle 

orientation is totally different to a rough network fracture with angled fractures; 

although the total domain areas were similar (10.15 X 10.15) cm, the flow 

proportions of fracture and matrix were totally opposite. In other words, in network 

4, % of matrix flow percentage was 88.2% and 11.7% fracture flow percentage, 

which clarifies that the matrix was the main fluid conductor and provider; this was 

a totally different observation to that from flow in a single rough fracture with 

horizontal inclination. This has indicated that flow investigation in real conditions 

with angled network fractures is mandatory and crucial, in order to optimise fluid 

flow calculations in fractured media. This result has confirmed the clarifications of 

Yin et al. (2017) and Sahimi (2011), which stressed that a fracture network 

represents real fractured media flow, as the inner surfaces of fractures/voids are 

different, with different roughness which consists of different curvature shapes. 

The pores in this roughness represent the cluster gateways of fluid flow between 

matrix and fracture. As stated by Zhu et al. (2020); Narr (2011) p. 374; Narr, 

Schechter and Thompson (2006) and Sen (1995), these show the effects of 

percolation on fracture network flow, due to the effect of fractures’ orientation on 

fractured domain flow and accordingly on percolation, which is affected by 

fractures’ lengths and orientations as important factors to be considered in 

fractured network modeling. As well, this has confirmed the findings of Ahmadi et 

al. (2018); Yi and Xing (2018); Zou, Jing and Cvetkovic (2017); Spence et al. 

(2014); Ishibashi et al. (2012); Rasouli and Rasouli (2012); Popov et al. (2009); 

Narr, Schechter and Thompson (2006); Dietrich et al. (2005) and Hughes and 

Blunt (2001), which stated that fluid flow prediction and movements in naturally 

fractured reservoirs are highly related to fracture networks’ transmissivity and 

interactions with the surrounding matrix, and matrices’ effects and importance to 

the domain flow contribution. Particularly, in fractured formations with good matrix 

permeability, as when overburden stresses are high and fracture apertures reduce 

significantly, then, most fluid will be immigrated through the matrix. Moreover, 

the results of this comparison have confirmed the finding of Lu et al. (2017), which 

stressed that a single fracture couldn’t represent reservoir flow conditions. More 

detailed analyses of fractured network media with angles, and the effects of 

fracture angles and interaction with surrounding matrix, was clarified in Section 

6.4.1.  
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The comparison results of both fractured media types: rough fracture network and 

single rough fracture, have provided more evidence against previous research in 

the literature, which assumed the fracture as main fluid conductor and matrix as 

only fluid provider to fractures, or excluded matrix effects and flow contributions 

from the models and considered only fracture flow without matrix existence in the 

domain, as reported by Luo et al. (2020); Zou, Jing and Cvetkovic (2017); 

Dippenaar and Van Rooy (2016); Liu, Li and Jiang (2016); Hyman et al. (2015); 

Sahimi (2011); Sarkar, Toksöz and Burns (2004); Tiab and Donaldson (2004); 

Nelson (2001); Golf-Racht (1982) and Snow (1969). 

 



256 
 

 

Figure 6.42 Total flow comparison between rough fracture network 4 and single 

rough horizontal fracture (Kx=Ky=2000 mD), average values of pressure drops 

(5, 100, 1000, 2000) Pa 

 

 

 

Figure 6.43 % Fracture flow only, comparison between rough fracture network 4 

and single rough horizontal fracture (Kx=Ky=2000 mD)  
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Figure 6.44 % Matrix flow only, comparison between rough network fracture 4 

and single rough horizontal fracture (Kx=Ky=2000 mD)  

 

 

 

 

6.7  Flow Comparisons Between Fracture Network Models 

And Literature Flow Models 

 

To the best findings of this research, as detailed in Chapter 2, many of the previous 

works considered fractures as non-permeable with surrounding matrix; as well, in 

some of these studies, estimated geometry of a parallel plates fracture with a 

single height was used as reported by Luo et al. (2020); Zou, Jing and Cvetkovic 

(2017); Dippenaar and Van Rooy (2016); Liu, Li and Jiang (2016); Hyman et al. 

(2015); Sahimi (2011); Sarkar, Toksöz and Burns (2004); Tiab and Donaldson 

(2004); Nelson (2001); Golf-Racht (1982) and Snow (1969). Therefore, to 

compare the research results of these fracture networks with the previous research 

in the literature was somewhat of a challenge. Therefore, one of the previous works 

which had a close vision to this research was done by Sarkar, Toksöz and Burns 

(2004) p. 11, was chosen, which had introduced an empirical formula of calculating 

flow in parallel plate inclined single height fractures network with non-permeable 

surfaces with matrix (no matrix effect inclusion), and fracture apertures will be 

average value as equivalent aperture ‘heq’ of all network, as equation 2.30 in 

chapter 2 (Section 2.5.4).  
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In this research, the above formula was compared with fracture flow in fracture 

network ANSYS CFD Fluent FVM models, and used “h” as “heq” which was 

equivalent average apertures height. Fracture flow of five fracture networks with 

pressure drops (5, 100, 1000, 2000) Pa were observed, then, Sarkar, Toksöz and 

Burns (2004)’s formula was applied, and average values of each network were 

calculated in both. Figure 6.45 and Table 6.7 below clarify the results. ADV was 

calculated too between ANSYS CFD Fluent FVM results and Sarkar, Toksöz and 

Burns (2004)’s equation, to compare the results. As can be seen, Sarkar, Toksöz 

and Burns (2004)’s formula reflected slight changes of fracture flow in each 

network, while the ANSYS CFD Fluent FVM network models reflected massive 

change in fracture flow, based on the fracture network orientation, fractal 

properties in each model, fracture/matrix interactions and fluid flow movements. 

The highest ADV was in network 2 with 196%, while the lowest ADV was in network 

4 with 88% difference. This comparison shows that using Sarkar, Toksöz and Burns 

(2004)’s formula overestimated fracture flow and would mislead fracture flow 

calculations. Thus, this comparison shows further evidence to the analysis of 

Section 6.4.1 that investigation of fractured formation flow without including 

matrix effect, rough fracture profile, and fracture network’s orientations pattern 

will highly mislead flow calculations of any fractured formation. 

 

 

Table 6.7 Average value of fracture flow with pressure drops (5, 100, 1000, 

2000) Pa of ANSYS CFD Fluent FVM fracture networks and Sarkar, Toksöz and 

Burns (2004)’s formula  

 
 

 

Fracture flow 

(Average Value)

Fracture Flow  

Network 1    

(mm
2
/s)

Fracture Flow  

Network 2    

(mm
2
/s)

Fracture Flow  

Network 3    

(mm
2
/s)

Fracture Flow  

Network 4    

(mm
2
/s)

Fracture Flow  

Network 5    

(mm
2
/s)

Networks-CFD 15.2896 1.1630 7.1558 29.2327 9.2271

Sarkar et al. 2004's 

equation
69.2539 75.7650 75.3930 75.3930 73.1865
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Figure 6.45 Comparisons of fracture networks - fracture flow only (average 

value) (mm2/s) with Kx=Ky=2000 mD, (P=5, 100, 1000, 2000) Pa 

 
 

 

6.8  Conclusions  

 

In this chapter, fracture network models were created and investigated in ANSYS 

CFD Fluent FVM, with the pattern of each network taken from a referenced fracture 

network image. The goal of these models was to investigate fluid flow in models 

which most mimicked the main conditions of real fractured media, such as: 

including fracture networks with varied patterns, rough fractures, fracture 

networks with varied orientations (horizontal and inclined), and isotropic and 

anisotropic matrix permeability. The outcomes of these fractured network models 

have reflected totally different results than those for single horizontal fractures, 

also different to some beliefs in the previous literature about flow in fractured 

media. These outcomes can be summarised as follows: 

 

a) The percentage of fracture flow in fractured media has been overestimated 

in the previous literature. As the models of this study’s calculations 

presented, that fracture networks with orientations either horizontal or with 

450 (scenario with worst angle effect on flow) of Cartesian axis, and with 

either isotropic and anisotropic matrix permeability, have low % fracture 

flow contribution in fractured domain, at approximately 12% fracture flow 

percentage in this research’s model conditions. 



260 
 

b) The percentage of matrix flow in fractured media is much underestimated, 

which has led many researchers in the previous literature to exclude the 

matrix from the calculations. The models of this study’s calculations have 

presented that matrix flow is actually much higher, with all the patterns and 

heterogeneity scenarios, at approximately 88% matrix flow contribution in 

fractured domain, and this percentage could vary based on matrix 

permeability, but still the % matrix flow rate will be higher than expected 

previously based on this research’s results. Karpyn and Piri (2007) p. 1 

stated that “fractures control the overall conductivity of the rock while the 

porous matrix provides fluid storage capacity”. This concept was adopted by 

many of the previous works in the literature to consider assumed flow 

conditions in fractured media such as: fracture surfaces impermeable with 

surrounding matrix; fracture geometry consisting of smooth parallel plates 

fractures with single height instead of rough fracture, which has least 

interaction with the matrix; fractures are the main fluid conductors and 

matrix fluid providers only as double porosity reservoirs concept; and 

consideration only of single fractures with either horizontal or inclined angle 

in Cartesian axis in fractured domain, instead of networks of connected 

fractures. These assumptions have been reported by Luo et al. (2020); 

Wang et al. (2020); Su et al. (2019); Luo et al. (2018); Briggs, Karney and 

Sleep (2017); Zou, Jing and Cvetkovic (2017); Dippenaar and Van Rooy 

(2016); Liu, Li and Jiang (2016); Hyman et al. (2015); Briggs, Karney and 

Sleep (2014); Sahimi (2011); Popov et al. (2009); Sarkar, Toksöz and 

Burns (2004); Tiab and Donaldson (2004); Nelson (2001); Yamatomi et al. 

(2001); Golf-Racht (1982); Snow (1969); and Warren and Root (1963). The 

results and findings of this research have totally disproved these 

assumptions in the previous literature, particularly in fracture networks, 

because the matrix flow contribution has been shown in fact to be much 

higher than for fractures’ open spaces in the domain, and can be considered 

as main fluid conductor instead of fractures when there is good matrix 

permeability value surrounding fractures. It’s good to note that most 

fracture formations consist of fracture networks, except for some types of 

fractures, which have unconnected fractures as fracture formation 

classification by Tiab and Donaldson (2004) and Nelson (1987). 

c) Fracture/matrix interaction is very active and has been shown to play a 

crucial role in fracture networks with angled rough fractures, as matrix flow 

is much increased due to fluid movements from fractures to matrix domain. 



261 
 

As well, matrix flow reflected non-linear increase, approximately 200%, in 

comparison with Darcy law in this research’s models’ conditions.  

d) Fractures in fractured formations which do not pass through the outlet 

boundary or discharge point of flow, have affected the total flow of the 

fractured domain, and decreased flow in high percentage. This case reflects 

that the easy path of fluid in fractured media has affected the surrounding 

matrix flow by supplying the fluid from the fracture into the matrix and vice 

versa, and increased fractured domain connectivity, which leads to high 

increase of flow percentage in fracture and matrix. Although the flow 

decrease in fractured domain due to fractures did not pass to outlet, it 

reflected a high increase of flow through the matrix. Thus, matrix flow in 

fracture networks reflected non-linear increase in comparison with the Darcy 

equation.  

e) If a fracture does not pass through the domain, then fractures in fractured 

media can represent barriers of flow in domains instead of facilitators, as 

they increase pressure drops in the fractured domain. However, as 

mentioned in point 4, there is still an increase calculated in the matrix flow 

due to the effect of fracture/matrix interaction and fluid movement between 

the two domains. 

f) Fractures’ rough geometry and network pattern has a key impact on the 

flow percentage of the fractured network domain. Simple network patterns 

has better connectivity than complicated fracture network patterns with 

more fracture branches.  

g) Dominant fracture existence in a fracture network, connected between inlet 

and outlet boundaries, plays a significant role in increasing fractured 

network domain flow in matrix and fractures. 

h) Assuming impermeable fracture surfaces will overestimate fracture flow, 

and also will exclude the matrix flow effect and contribution to flow 

percentages as clarified in points 1, 2 and 3. It has been proven in this 

research investigation that matrix flow contribution is significant, and a main 

fluid conductor in fractured domains.  

i) A single fracture, horizontal or with angle in Cartesian axis, cannot represent 

flow in fractured domain conditions. This is because it will mislead flow 

calculation in fractured formations, and will massively reduce the effects of 

interaction between fractures and surrounding matrix. This has confirmed 

the previous findings of Lu et al. (2017). 
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7  Conclusions And Future Work  

  

7.1 Conclusions  

 

Fractured formations’ characteristics and parameters were reviewed, such as: 

permeability; porosity; single fracture flow (parallel plates and rough fractures); 

flow in a network of fractures; imbibition and percolation; and fracture friction 

factor. This review was begun with theories, then with other development works 

to review both understanding and progress to date. The majority of previous 

studies relied on simplification assumptions, that aided understanding of the flow, 

and at the same time provided, as much as possible, realistic models which could 

visualize and approximate flow as in real fractured media in subsurface layers of 

the earth’s crust. Therefore, there were many gaps in understanding and modelling 

fractured media flow. Thus, in this research, investigations were conducted on 

fractured media using Computational Fluid Dynamic tool ANSYS CFD Fluent FVM 

to investigate fluid flow in different kinds of fractured media, from the simple and 

widely used geometries to more complex ones: parallel plates fractures with single 

apertures; rough fractures; and rough fracture network patterns, respectively. As 

well, this research investigated multiple fracture surface conditions such as 

inclusion and exclusion of the matrix effect on a fracture’s flow and a matrix’s flow, 

and a matrix with anisotropic permeability’s effects on flow. Validations and 

comparisons were conducted among these fracture models. This study reflected 

very interesting findings, and the outcomes are very promising. Many points came 

up after the results of these models as new knowledge, which have not yet been 

approached until now. These are summarised below. 

 

1. The Computational Fluid Dynamic tool FLUENT FVM was used in modelling 

fractured media types, and was validated with the previous works and 

theories from the literature. It was proven that the analysis results of this 

tool have the ability to provide the qualitative and quantitative data, 

criterion identification, and accurate estimate of flow, in fractured media 

components such as open fractures and surrounding matrices. 
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2. It was shown that a parallel plates fracture with single aperture height does 

not represent the reality of flow in fractured media, and can mislead analysis 

outcomes significantly, despite it being widely used in industry for simplicity, 

because it will not account for the effect of changing fluid velocity/pressure 

along the flow in the fractured domain, which will overestimate % fracture 

flow and underestimate % matrix flow in case matrix effect was included in 

fractured domain modelling. 

3. Considering rough fracture geometry with varied apertures along the flow 

will reflect more accurate estimation of flow in fractured media in subsurface 

layers of earth crust and reservoirs. This mimics real conditions of flow as 

in fractured formations more rigorously, such as: rough fracture flow 

resistance, matrix/fracture interaction, and eddies/vortices’ creation and 

effects on fracture bulk flow and matrix flow. 

4. Matrix interaction with rough fracture is very important; therefore, it’s vital 

to be included in fractured media flow calculations, as the interaction 

between matrix and fracture is high and very active. 

5. One of the very interesting findings was that the well-known Darcy formula 

of fluid flow in matrix can underpredict matrix flow of fractured formations, 

and the matrix flow reflected non-linearity increase in fractured media 

models. 

6. Anisotropic matrix permeability effects of in-plane (Kx) permeability and 

through plane (Ky) permeability were investigated in both types of fractured 

media: parallel plates and rough fracture. Kx and Ky reflected two visions 

in these two types of fractures, either similar or different effects based on 

different percentages of fracture and matrix flow. As stressed in point 2 that 

using parallel plates fractures will mislead flow calculation, therefore, 

anisotropic permeability effects in rough fracture only are highlighted here. 

Thus, if both in-plane Kx and through plane Ky permeabilities are changing 

at the same time, then Kx had highest effect on fractured domain flow. 

However, if one of the permeabilities (Kx or Ky) is changing, then through 

plane Ky had highest effect on fractured domain flow, as it had a proven 

increase in fracture flow and significantly in matrix flow too, with the same 

pressure gradient values and directions. These findings are very significant, 

as it gives evidence that through plane (Ky) permeability is important in 

fractured formations, not only in-plane (Kx) permeability.   

7. As stressed in point 2 that parallel plates fractures mislead flow calculations, 

therefore friction factor values were extracted and investigated in rough 
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fracture geometry only by ANSYS CFD Fluent FVM fracture models. As well, 

many conditions were applied, such as: impermeable and permeable 

fracture surfaces to consider fracture/matrix interaction and fluid movement 

effects; and isotropic and anisotropic matrix permeability with many 

different scenarios. The outcomes were that fracture/matrix interaction, 

with consideration of anisotropic matrix permeability in both directions in-

plane Kx and through plane Ky had significant effects on rough fracture 

friction factor values. This has led to a conclusion that considering mimicked 

conditions of subsurface flow in fracture modelling will result in the most 

optimised results calculations of fracture friction factor. 

8. Two new proposed rough fracture friction factor models were developed and 

introduced to industry; the analytical model was applicable until Reynolds 

number values equal or less (≤10) and numerical model was suitable to be 

used until Reynolds number value 3000. Both models account for: 

permeable fracture surfaces; anisotropic matrix permeability along the 

fracture flow with different matrix layers, and varied matrix permeability in-

plane (Kx) permeability and through plane (Ky) permeability in Cartesian 

directions in the same layer; fracture roughness; and tortuosity.  

9. Fracture network models were created and investigated in ANSYS CFD 

Fluent FVM, and the pattern of each network was taken from a referenced 

fracture network image. The goal of these models was to investigate fluid 

flow in models which most mimicked the main conditions of real fractured 

media, such as: varied fracture network patterns, rough fractures, fracture 

networks with varied orientations (horizontal and inclined), fracture/matrix 

interactions and fluid movements, and isotropic and anisotropic matrix 

permeability scenarios. The outcomes of these fractured network models 

reflected totally different results than those for single horizontal fractures, 

and contradicted some beliefs in the previous literature about flow in 

fractured media. Therefore, considering rough fractured networks is 

essential to get most optimised flow results, due to the following reasons: 

 

a)  The percentage of fracture flow in fractured media has been 

overestimated in the previous literature. These models of rough 

fractured network calculations have shown that fracture networks with 

pattern orientations either horizontal or with 450 (worst angle for effect 

on flow in scenario) of Cartesian axis, and with either isotropic and 
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anisotropic matrix permeability, have a low % fracture flow contribution 

in fractured domain: approximately 12% fracture flow, in this research’s 

models’ setup. 

b) The percentage of matrix flow in fractured media has been much 

underestimated; the rough fractured network models of this study’s 

calculations have presented that matrix flow is actually much higher, 

with all the patterns and anisotropic matrix permeability scenarios, at 

approximately 88% matrix flow contribution in the fractured domain, in 

this research’s models’ setup. Karpyn and Piri (2007) p. 1 stated that 

“fractures control the overall conductivity of the rock while the porous 

matrix provides fluid storage capacity”. As well, Berkowitz (2002) p. 867 

stated that “fractures’ conductivity differences are expected to be 

minimal when they are embedded in permeable or impermeable host 

rocks”. The results and findings of this research have totally disapproved 

these assumptions in the previous literature, particularly in fracture 

networks, because flow contribution from the matrices surrounding 

fractures is in fact much higher than fractures’ open spaces in the 

domain, and can be considered as a main fluid conductor when matrix 

permeability has reasonable leakage value. Fracture/matrix interaction 

is very active and plays a crucial role in fracture networks with angled 

fractures, as matrix flow is very much increased due to fluid movement 

from fractures to matrix domain. As well, matrix flow in fractured 

networks reflected non-linear increase, approximately 200%, in 

comparison with Darcy law in the fractured domain in this research’s 

models’ setup. Thus, Darcy law was shown to underpredict matrix flow 

in fractured network formations.  

c) If a fracture does not pass through the domain, then fractures in 

fractured network media can represent a barrier of flow in domains 

instead of facilitators, as they increase pressure drops in fractured 

domain. However, there is still a flow increase calculated in the matrix 

flow due to the effect of fracture/matrix interaction, and fluid movement 

between the two domains. 

d) Fractures’ rough geometry and network pattern have a key impact on 

the flow percentage of the fractured network domain. Simple network 

patterns have better connectivity than complicated fracture network 

patterns with more fracture branches.  
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e) Dominant fracture existence in a fracture network, that connects 

between inlet and outlet boundaries, plays a significant role in increasing 

fractured network domain flow in matrix and fractures. 

 

10.Thus, comparison of results between a single rough fracture model and 

fractured network model reflected that a single fracture cannot accurately 

represent flow in fractured domain conditions. This is because it will mislead 

flow calculation in fractured formations, and will massively reduce the 

effects of interaction between fractures and surrounding matrix.  

 

 

 

7.2  Recommendations For Future Work  

 

1. Investigate flow in rough fracture networks, with inclusion of the 

surrounding matrix effect and interaction, but consider multiphase flow 

(instead of single phase) and account for the effect of the fracture and 

anisotropic matrix on fluid phase proportions in matrix and fracture. 

2. Develop friction factor models for rough fracture network models, that 

account for heterogeneous properties of fractured formations, such as: 

rough fracture fractal properties; fracture network pattern in fractured 

domain; and anisotropic matrix properties, particularly permeability. 

3. Investigate fracture/matrix interface layer in rough fracture networks in two 

zones: first, where the fracture bulk flow occurs; and second, in sharp 

corners of rough surfaces in fractures. This is in order to envisage fluid flow 

movements between fracture and matrix due to: varied velocities and 

pressures; eddies and vortices’ effects on fluid movement; and fracture 

network pattern layout (fractures’ orientations, connectivity, dead end 

fractures or non-dominant fractures) effects. 
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9 Appendix 1 – Recreating Rough 

Fracture From A Fracture 

Image 

 

To create a geometry that had the same properties of the previous models, such 

as standard deviation, fracture aperture frequency and aperture normal 

distribution, was a challenging step. It required the same (X, Y) Cartesian 

coordinates that previous models had used at each point on the fracture, to be 

used in the DesignModeler of the ANSYS-Fluent; however, these were not available 

for this research. Therefore, to overcome this challenge, a different approach was 

considered in this research to get (X, Y) Cartesian coordinates of the previous 

fracture geometry, detailed as follows. In the beginning, one of the fracture images 

was chosen from the Nazridoust, Ahmadi and Smith (2006) paper, which was the 

same in Crandall Ahmadi and Smith (2010)’s paper; this fracture is fracture (d) in 

Nazridoust, Ahmadi and Smith (2006)’s paper figure 2 p 318.  

 

To get a high resolution of the image, the image was zoomed and divided into 

three separate equal lengths by Paint software, to enable getting very accurate 

coordinates and resolution. Then the image was saved as a JPEG file type, and 

applied into image digitizer online software. The challenges of this method were 

as follows. Due to the zooming effect and transferral of the images through 

different software (Pdf into Paint software then into the online image digitizer 

software), this affected the image pixels, and it was difficult to get sharp and clear 

lines of the fracture surfaces. In addition, the shadow lines beside the fracture 

surfaces were visible as a result. Figure 9.1 highlights the shadow lines on one of 

the zoomed images. Finally, the image dimensions were not to scale in the 

Nazridoust, Ahmadi and Smith (2006) paper and had been cropped to fit the paper 

size. 
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Figure 9.1 Shadow lines parallel to the fracture surface 

 

Therefore, to overcome these difficulties, some modifications were considered in 

the method. Firstly, as the X-direction length of the fracture from the given data 

was known, 10.15cm, therefore, the log-in data in the image digitizer would be a 

more efficient method to get accurate coordinates of X-direction. Secondly, the Y-

direction of the image dimension was not clear because it was a cropped section; 

therefore, it was not clear how to determine the log-in data of Y-direction inside 

the image digitizer online software! To tackle this issue, an approximation method 

was considered, which involved applying the X-length scale into Y-scale of the 

image (because the X-length was known), then examining the results coordinates. 

However, the results were totally wrong coordinates of Y-direction, and the 

fracture surfaces crossed and intersected each other between the top and the 

bottom fracture surfaces. To solve this challenge, another approach was applied 

which was comparison of the given data in the paper and the image digitizing to 

get the best outcome, then re-adjusting the coordinates manually by EXCEL 

software. Following this, the outcomes of Y-coordinates were accurate and gave 

an accurate result. This method was therefore adopted here, and the sequence of 

these steps is summarised below for more clarity: 

 

First step: the fracture was divided into three equal parts as mentioned above; the 

total fracture length was 10.15cm and a third of the fracture length was 3.383cm. 

The images below (Figure 9.2) illustrate the divided sections of the fracture. For 

the Y-coordinates, a scale was calculated manually of the image by relying on the 

smallest fracture apertures height as given by the paper, which was 240 

micrometre. 

Second step: each of the sections was uploaded separately in the image digitizer 

online software, and given the length in both coordinates X and Y; then, the desired 

points were chosen. For this stage it was very important to click on the corner of 

each fracture with complete precision, which was very time consuming, in order to 

get coordinates as accurate as possible of the points for the top and bottom 
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fracture’s walls. Then the coordinates X and Y could be downloaded as an EXCEL 

file. 

Third step: the points that were observed from the image digitizer software were 

then drawn in an EXCEL file, to check the profile of the fracture; Figure 9.3 below 

illustrates the fracture. As can been seen in the generated fracture profile, the 

profile was very poor, due to the reasons mentioned above which affected image 

pixels, and therefore affected the image’s clarity. 

Fourth step: the information from the EXCEL file of coordinates, from the image 

digitizer, was combined with the given data in the papers of Nazridoust, Ahmadi 

and Smith (2006); and Crandall, Ahmadi and Smith (2010).  

Nazridoust, Ahmadi and Smith (2006) p. 317 stated that “in the sections shown of 

fractures, which were selected for flow analysis, the minimum aperture is 240 μm”, 

and Crandall, Ahmadi and Smith (2010) clarified the fracture in geometry by 

stating:  

 

The aperture height varied by increments of 240 μm within the fracture 

profiles. The frequency distributions of these fracture apertures from 240 to 

1, 680 μm. As can be seen, these profiles are completely Open (no zero 

apertures) (Crandall Ahmadi and Smith 2010 p. 497). 

 

Thus, based on the given data in these two papers, all the (X, Y) coordinates that 

were generated by the image digitizer software were modified manually in order 

to get the minimum apertures with 240 microns; every increment made 240 

microns for the apertures and in X-direction lengths of each segment. This method 

considered the approximate values that were close to matching the increments of 

240 micrometre; for instance, if the length between two points was 700 

micrometre, then it was approximated into 720 micrometre, which is 3 times of 

240- micrometre increments. Table 9.1 below clarifies part of this method. 
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Figure 9.2 Rough fracture geometry, original and divided into three sections 

A. Rough fracture (d) from Nazridoust, Ahmadi and Smith (2006)’s paper, figure 

2 p318 (permission for academic reuse from Elsevier Number: 4755041107899). 

B. C. and D.: First, second and third sections respectively of full fracture 

 

 

 

Figure 9.3 Fracture profile that was created from the image digitizer coordinates 
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Table 9.1 Section of the manually amended image digitizer (X, Y) coordinates 

table by EXCEL 

 

 

After modifying the data, a new fracture was drawn by EXCEL to check the new 

profile. The new modified fracture profile had a good match with the profile of 

fracture that was used in Nazridoust, Ahmadi and Smith (2006); and Crandall 

Ahmadi and Smith (2010). Similar processes were applied for the second and third 

section. The images below (Figures 9.4 and 9.5) illustrate the modified fracture 

profile of the first section and the entire fracture. 

 

 

Figure 9.4 The amended fracture’s profile of the first section 

 

X-Value (Initial)   X1-X2 X-Value (Modified)   Y-Value (Initial) Y1-Y2 (Initial)
  Y-Value (Modified)             

240 micron increments 

Y1-Y2 

(Modified)
8.99 0 0 1750 0 1750 0

234 225.01 240 1750 0 1750 0

247 13 240 1950 200 2230 480

459 212 480 1950 0 2230 0

472 13 480 2060 110 2470 240

683 211 720 2070 10 2470 0

696 13 720 2170 100 2710 240

1870 1174 1920 2180 10 2710 0

1870 0 1920 2270 90 2950 240

3740 1870 3840 2280 10 2950 0

3750 10 3840 2170 -110 2710 -240

4680 930 4800 2170 0 2710 0

4680 0 4800 2060 -110 2470 -240

5230 550 5280 2050 -10 2470 0

5230 0 5280 1940 -110 2230 -240

6170 940 6240 1950 10 2230 0

6170 0 6240 2070 120 2470 240

6380 210 6480 2070 0 2470 0

6410 30 6480 1950 -120 2230 -240

7800 1390 7920 1950 0 2230 0

7800 0 7920 1830 -120 1990 -240

8270 470 8400 1830 0 1990 0

8260 -10 8400 1730 -100 1750 -240

9780 1520 9840 1740 10 1750 0

9780 0 9840 1840 100 1990 240

10000 220 10080 1840 0 1990 0

10000 0 10080 1960 120 2230 240

10200 200 10320 1960 0 2230 0

10200 0 10320 1830 -130 1990 -240

11200 1000 11280 1840 10 1990 0

11200 0 11280 1960 120 2230 240

12100 900 12240 1950 -10 2230 0

12100 0 12240 2060 110 2470 240

14100 2000 14160 2060 0 2470 0

14100 0 14160 2170 110 2710 240
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Figure 9.5 The amended fracture’s profile of the entire fracture profile 
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9.1 Rough Fracture Geometry Validation 

 

After creating the fracture profile, it was vital to check that the new fracture 

geometry matched with the geometry used in Nazridoust, Ahmadi and Smith 

(2006); and Crandall et al. (2010)’s models. This was in order to get accurate 

results of simulations, which would enable this research to validate its results 

against their models. Thus, there were some steps which were considered in order 

to validate the new fracture profile and properties, to be sure they were accurate 

and matching, so that the new fracture geometry had the same fracture properties 

that were used in the previous models of these two papers. These steps are 

clarified below: 

First step: simply, the profile matching along the fracture was checked by 

comparing the new fracture’s profile with Nazridoust, Ahmadi and Smith (2006)’s 

fracture’s profile, to ensure both fracture profiles matched with the length of each 

segment and the apertures’ heights. The result was that both fractures had the 

same profile. Figure 9.6 below illustrates the case of matching top fracture surfaces 

in all sections. 

 

 

Figure 9.6 Matching the new fracture profile with Nazridoust, Ahmadi and Smith 

(2006)’s fracture’s profile 

 

Second step: the properties of the new fracture were checked with the properties 

of the Nazridoust, Ahmadi and Smith (2006) fracture, to authenticate the similarity 

of both fractures. The properties that were considered were similar to the 

properties which were in the papers of Nazridoust, Ahmadi and Smith (2006); and 

Crandall et al. (2010), called “the statistical features of fracture aperture”. These 
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properties were: fracture aperture frequency, standard deviation and normal 

distribution, and tortuosity. Each one of these properties had a different method 

for observation in the result, and are clarified below. 

Fracture aperture frequency: this was to calculate the percentage of fracture 

aperture frequency and compare it with Nazridoust, Ahmadi and Smith (2006)’s 

fracture’s frequency. The method was firstly to calculate the section numbers along 

the fracture and classify the data under aperture height groups, which were (240, 

480, 720, 960, 1200, 1440) micron. The next step was to calculate the total 

number of sections, and finally to divide each group by the total number of sections 

to get the frequency of each fractures’ group. The total number of sections in this 

fracture that was considered was 185 sections. As well, the same method was 

applied to calculate the frequency of fracture (D) from Nazridoust, Ahmadi and 

Smith (2006)’s paper; Tables 9.2 and 9.3 and Figure 9.7 below clarify the method. 

The result of this comparison was that the new fracture profile had a good 

agreement with Nazridoust, Ahmadi and Smith (2006)’s fracture.  

 

Table 9.2 Calculations of fracture aperture height frequency of Nazridoust, 

Ahmadi and Smith (2006)’s fracture – section D 

 

 

Table 9.3 Comparison of fracture aperture height frequency of this research’s 

fracture with Nazridoust, Ahmadi and Smith (2006)’s fracture 

 

Fracture Height    

(micron)

Frequency                 

(Number of Sections)
% Frequency 

240 80 19

480 149 35

720 128 31

960 58 13

1200 2 0.5

1440 0 0

416

(Total Sections)

Fracture Height    

(micron)

Frequency (number of 

sections in my 

fracture)

 (Frequency/ 

Total sections) my 

fracture

% Frequency      

(my fracture)

% Frequency 

(Nazridoust's fracture)

240 35 0.189 18.9 19

480 64 0.346 34.6 35

720 60 0.324 32.4 31

960 25 0.135 13.5 13

1200 1 0.005 0.5 0.5

1440 0 0.000 0.0 0

185

(Total Sections)
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Figure 9.7 Comparisons of this research’s fracture aperture height frequency with 

Nazridoust, Ahmadi and Smith (2006)’s fracture 

 

Standard Deviation (σ): this is a measure that was used to quantify the amount of 

variation of data values. This value can indicate whether data is close to or far 

from the mean value of data (µ). Low standard deviation value indicates that a set 

of data are close to mean value, while a high value indicates that the data set is 

distributed over a wide range from the mean value. Thus, it’s been widely used in 

matching fracture aperture data, and is considered one of the factors that helps to 

recognise the similarity among fractures’ profiles. Standard deviation can be 

calculated as equation 9.1. 

 

σ =  √
1

N
 ∑ (Xi − μ)2N

i=1                   (9.1)  

 

To compare this fracture’s geometry and Nazridoust, Ahmadi and Smith (2006)’s 

fracture, it was mandatory to calculate both values and draw the standard 

deviation values, then calculate the normal distribution curves of these two 

fractures and observe the bell shape of both fractures’ curves. In this research’s 

fracture, 185 sections were considered. Tables 9.4 and 9.5, and figure 9.8 below 

illustrate the case. In figure 9.8 it can be seen from the bell shape that the standard 

deviation of both fractures had a small deviation. The reason that both curves did 

not match fully was due to the number of sections that were considered in each 

calculation, as Nazridoust, Ahmadi and Smith (2006) considered around 416 

sections along the fracture.  
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Table 9.4 Standard deviation calculations of this research’s fracture 

 

 

Table 9.5 Normal distribution calculation of this research’s fracture and 

Nazridoust, Ahmadi and Smith (2006)’s fracture 

 

 

 

Figure 9.8 Normal distribution of this research’s fracture compared with 

Nazridoust, Ahmadi and Smith (2006)’s fracture 

 

Fracture Height 

(Xi)

Frequency  (N)  

(Number of 

Sections)

Sum of Fracture 

Apertures Heights to 

get Average Aperture

Average Aperture (µ) 

(micron) 
(Xi-µ)2 [(Xi-µ)2 *Frequency]                                                               

The standared 

devaiation 

240 35 8400 581.1891892 116410.0628 4074352.199

480 64 30720 581.1891892 10239.25201 655312.1286

720 60 43200 581.1891892 19268.4412 1156106.472

960 25 24000 581.1891892 143497.6304 3587440.76

1200 1 1200 581.1891892 382926.8196 382926.8196

1440 0 0 581.1891892 737556.0088 0

185 107520 9856138.378 230.817

(Total Sections)

µ
Normal distribution of 

my Fracture

Normal distribution of 

Nazridoust's Fracture

-2 6.60285E-17 1.0385E-10

-1.5 1.00749E-09 2.7725E-06

-1 0.000136245 0.004023772

-0.5 0.163292612 0.317460849

0 1.734531654 1.361577749

0.5 0.163292612 0.317460849

1 0.000136245 0.004023772

1.5 1.00749E-09 2.7725E-06

2 6.60285E-17 1.0385E-10



290 
 

Tortuosity: this value represents the actual distance fluid flow travels through a 

fracture in comparison with a fracture’s length. To calculate fluid travel inside 

fractures with varied fracture segments and heights was somewhat challenging. 

Therefore, an estimate method was considered which could be applied by unfolding 

lengths of a fracture’s segments, and considering it as the length of the fracture’s 

surface. The average values of both top and bottom surfaces of the fracture were 

considered as the fluid’s travel distance inside the fracture (Le). The equation 9.2 

and Table 9.6 below illustrate the calculations. The result of my fracture tortuosity 

was that it does match exactly with Nazridoust, Ahmadi and Smith (2006)’s 

fracture tortuosity value. 

 

θ=
Le

L
− 1                                                        (9.2)  

 

Where: Le= fluid travel (equal to the average value of fracture surfaces length), 

L= fracture domain length 

 

Table 9.6 Calculation of tortuosity value of this research’s fracture geometry 

 

Top Fracture wall              

    

0.13368 m 

 

Bottom Fracture wall        

    

0.13189 m 

𝐋𝐞 = (
𝟎𝟎.𝟏𝟑𝟑𝟔𝟖+𝟎.𝟏𝟑𝟏𝟖𝟗

𝟐
)  0.132785 

 

Entire Fracture domain 

length    

0.10152 m 

          𝛉 = (
𝟎. 𝟏𝟑𝟐𝟕𝟖𝟓

𝟎. 𝟏𝟎𝟏𝟓𝟐 
) − 𝟏 

θ=0.308 

The same value of  

Nazridoust, Ahmadi and Smith (2006)’s 

fracture 

    

To conclude, after checking the values of the statistical features of fracture 

apertures of my model fracture, all of them were well-matched with Nazridoust, 

Ahmadi and Smith (2006)’s fracture’s statistical features. Thus, this fracture profile 
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was authenticated, and could be considered as a similar fracture to Nazridoust, 

Ahmadi and Smith (2006), and was therefore used in the models of this research. 
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10 Appendix 2 - Post-processing 

FLUENT Solver Of Fracture 

Networks  

 

The meshed fracture network geometries with named boundaries were transferred 

into the FLUENT solver. At this stage, many processes needed to be completed, 

which were: assigning physics set-up of the model; choosing fluid type; assigning 

values of the boundary conditions (either pressure/velocity) base; selecting the 

simulation iterations residuals; and starting the simulations. Each step is clarified 

below. These conditions were created similar to the conditions of the models in 

Chapter 4 and this research, to enable us to compare these models’ results with a 

single fracture with horizontal fracture orientations (flow parallel to the fracture). 

 

10.1 Fluent set-up  

 

Models: 

The model conditions that were considered were Viscous Laminar-Single phase 

fluid model, because the targeted goals of this research focused on laminar flow 

in fractured porous media. This was due to the low Reynolds number of flow in 

fractured media that were reported in the literature of the majority of the cases.  

 

Materials:  

A single-phase fluid flow was modelled, and water was considered as the fluid flow 

in the fracture and the matrix. The properties of water that were used in the 

simulations of this research were loaded from the materials database of FLUENT, 

which were: density 998.2 kg/m3, viscosity 0.001003 kg/m.s and chemical formula 

H2O. 

 

Cell Zone Conditions: 

The model was divided into two main geometry zones (fractures and matrix); each 

one had different conditions, but both zones’ materials were water. The fracture 
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network zones were considered as an open space with liquid water. The matrix 

zones were considered a porous zone surrounding the open fracture, filled with 

water fluid material. A porous zone is a permeable medium; many properties had 

to be assigned here which were:  

• The fluid direction of water fluid flow, which was in-plane X-direction of 

Cartesian axis. 

• Matrix permeability of each direction of X and Y axis; this could be different for 

each flow direction in the case of (anisotropic permeability) or the same for X 

and Y directions in the case of (isotropic permeability), and the permeability 

unit was (m2) instead of Darcy units.  

• Matrix porosity was logged-in as fluid porosity, which was considered 

 20% in my models. 

Boundary Conditions: 

The conditions of the domain boundaries were set at this stage. The inlet was set 

to be “pressure inlet” instead of velocity inlet; this was to mimic the real conditions 

in subsurface layers of the earth’s crust and to represent pressure as the main 

drive mechanism of fluids in fractured porous media. This interpreted the 

deferential pressure force losses along the matrix, and as well, that flow was 

horizontal with the X-Cartesian axis. The domain outlet was set to be “pressure 

outlet” and kept with zero value, to allow pressure to build inside the domain 

between the inlet and outlet. The upper and lower boundaries of the matrix were 

set to be symmetrical, to mimic the conditions of matrix continuous outstretching 

in Y-direction of the Cartesian axis. The matrix and the fracture were set up as 

interior domains. The fracture surfaces were set up as “Interior face boundary”. 

This was because the “Interiors” set-up allowed interaction between the fracture 

network domain and the matrix domain, which was the best option to investigate 

fracture network effects on the flow, due to the varied patterns of fracture 

networks in these models. Figure 10.1 below clarifies these boundaries for some 

networks, and other networks were similar. 
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Figure 10.1 Examples of fracture network boundaries in some of the networks 

A. B. and C.: Fracture networks 1, 2, and 4, respectively. 

 

10.1.1 Solution  

 

Similar solution set ups as stated in parallel plates and rough fracture chapter 3 

section 3.5.1.3.  
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