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Abstract. Wearable cameras are become more popular in recent years for capturing 
the unscripted moments of the first-person that help to analyze the users lifestyle. 
In this work, we aim to recognize the places related to food in egocentric images 
during a day to identify the daily food patterns of the first-person. Thus, this system 
can assist to improve their eating behavior to protect users against food-related 
diseases. In this paper, we use Siamese Neural Networks to learn the similarity 
between images from corresponding inputs for one-shot food places classification. 
We tested our proposed method with 'MiniEgoFoodPlaces' with 15 food related 
places. The proposed Siamese Neural Networks model with MobileNet achieved 
an overall classification accuracy of76.74% and 77.53% on the validation and test 
sets of the "MiniEgoFoodPlaces" dataset, respectively outperforming with the base 
models, such as ResNetSO, InceptionV3, and InceptionResNetV2. 

Keywords. Egocentric vision, food pattern classification, siamese neural networks, 
one-shot learning, scene classification. 

1. Introduction 

Currently, overweight and obesity are major health issues in high-income countries. 
Many major risk factors for chronic diseases, including diabetes, cardiovascular diseases, 
and cancer are caused by overweight and obesity. According to the WH02 the obesity 
fact is increasing dramatically and become tripled since 1975. More than 1.9 billion 
adults of 18 years age having overweight and 650 million of them are obese counted in 
2016 [l]. Therefore, the concern of avoiding obesity is extremely demanding in devel­
oped countries. Contrarily, the cost of health services caused by overweight and obesity 
are growing for the government each year to billions of dollars. For instance, the medi­
cal cost for obesity in Europe was approximated at about 81 billion in 2012. In keeping 
with the WHO estimates on obesity expenditure, this was 2%-8% of the total national 
expenditure in the 53 European countries [2]. 

1Corresponding Author: E-mail: mdmostafakamal.sarker@urv.cat. 
2http://www.who.int/news-room/fact-sheets/detail/obesity-and-overweight 
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Figure 1. Examples of images of food places from mini "MiniEgoFoodPlaces" dataset 

Food places or environments, adverse interactions to food, food eating patterns are 
the main key features for the health care professional for understanding nutrition intakes 
and considering the possible risk of obesity. A recent study finds that thousands of can­
cer diagnoses tied to a poor diet3 • What, where and how long we are eating affects our 
health. To combat overweight and obesity, we need to improve our lifestyle and eating 
patterns that can help to a healthy diet. Thus, food eating patterns are one of the major 
key aspects that have to be analyzed for preventing overweight and obesity. Capturing 
daily user information by the traditional camera is difficult. Recently, wearable cameras 
(lifelogging) can able to capture daily user information (see Fig. 1). Therefore, we prefer 
to use "Narrative clip V2' wearable camera4 which capable of continuously capturing 
images that record visual information of first-person daily life known as "visual lifelog­
ging". It can record lots of images by the continuous image capturing capacity which 
can develop a visual diary with activities of first-person daily life with unprecedented de­
tails [3]. Moreover, the information extracted from these images can considerably affect 
human behaviours, habits, and even health [4]. The food environment can badly affect 
peoples health, some people get hungrier if they continuously see and smell food, con­
sequently they end up eating more [5,6]. Thus, tracking the period of food intake in food 
places will help to improve their food eating behaviors. 

Traditional nutrition diaries are not suitable for monitoring the lifestyle and food 
patterns properly since it needs a large number of human interaction. Currently, mobile 
phones are commonly used for tracking the user diet by keeping the record of the food 
intake and its related calories. However, this is done by capturing the photos of the foods, 
which can make people uncomfortable. Therefore, we need an automatic system that 
can correctly record the user food patterns and help to analyze the lifestyle and nutrition 
as well. The main motivation of this research is using a wearable camera for capturing 
images from food places, where the users are engaged within foods (see Fig. 1) and 
analysis of everyday information (entering, exiting and period of stay time as shown in 
Fig. 2) of visited food places. This can develop a novel health care application that can 
prevent diseases related to food, like obesity, diabetes, heart diseases, and cancer. The 
main contributions of this work can be summarized as follows: 

3 https :/ /edition.cnn.com/2019/05/22/health/ diet-cancer-risk-study /index.html 
4http://getnarrative.com/ 
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Figure 2. Examples of regularly spending time in food places. 

• Introduce a small dataset called "MiniEgoFoodPlaces" with very few labeled im­
ages based on our previous "EgoFoodPlaces" dataset. 

• Propose a Siamese Neural Networks (SNNs) for one-shot food places classifica­
tion for the first time in places or scene classification domain. The outcomes show 
promising results for our classification task. 

The paper is organized as follows. Section 2 discusses the related works of places 
or scene classification. The proposed SNNs based one-shot food places classification is 
described in Section 3. The experimental results and discussions are illustrated in Section 
4. Finally, section 5 shows the conclusions and future work. 

2. Related Works 

Early work of places or scene recognition in conventional images has been discussed 
in the literature by applying classical approaches [7,8,9,10]. Recent breakthroughs 
of Convolutional Neural Networks (CNN), such as VGG16 [11], Inception [12] and 
ResNetS0 [13] introduced new era of image classification. The era of places or scene 
classification turned into new dimensions after introducing two large-scale places 
datasets, Places2 [14] and SUN397 [15] with millions of labeled images. The combi­
nation of using deep CNNs models with large-scale datasets outperform the traditional 
places recognition methods. An overall state-of-the-art place or scene classification using 
deep neural networks has been summarized in a review article [ 16]. 

Recently, analyzing egocentric image is a highly promising field within computer 
vision and the era of this vision is called by "egocentric vision" that can help to develop 
algorithms for understanding the first person personalized scenes. A few research has 
been done for the scene classification in egocentric images. In [ 17], many classifiers were 
used to classify 10 different categories of scenes based on egocentric videos. They trained 
the classifiers by using One-vs-All cross-validation. Moreover, a multi-class classifier 
with a negative-rejection method was proposed in [18]. Both works [17,18] studied only 
10 categories of scenes, only 1 of them are related to food places (i.e., kitchen). 

Initially, we introduced two deep neural network named "MACNet" [19] based on 
atrous convolutional networks [20] and "MACNet+SA" [21] based on multi-scale atrous 
convolutional networks with a self-attention mechanism for the food places classifica­
tion. Later on, we also introduced a semantic hierarchical approach for food scene clas­
sification [22]. However, food places classification is still a challenge due to the large 
diversity of food places environments in real-world, and the wide area of possibilities 
of how a scene can be captured from the person's point of view. Thus, we re-define our 
problem based on the similarity measure of the image of every place that can help to find 
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Figure 3. Architecture of our proposed Siamese Neural Networks model for food places classification. 

the correlation with the images of the same places. The Siamese Neural Networks(SNNs) 
can help to learn the similarity to classify these places images using the one-shot ap­
proach. One-shot learning has been applied to different multimedia task including visual 
categorization [23,24,25]. Fei-Fei Li et al. [23] introduced a formal description of one­
shot learning for object category tasks. In [24] introduced another kind of one-shot learn­
ing, in which the authors propose a SNNs to the rank similarity between input images. To 
the best of our knowledge, this is the first work on the food pattern classification based 
on one-shot learning using egocentric images to improve the healthy eating behavior of 
people. 

3. Proposed Model 

To train supervised deep learning models are needed large scale training data. which 
is highly time-consuming and costly. In one-shot learning, it is not feasible to get a 
huge amount of dataset for training. Therefore, one-shot learning with Siamese Neural 
Networks (SNNs) become more popular for image classification using small labeled 
data. Thus, we propose a SNNs for classifying food places. The details about the network 
described in next. 

Traditional neural networks are learning to classify their inputs. Siamese networks 
are a special kind of neural network architecture that learns to differentiate between two 
input. The proposed SNN s is shown in Figure 3. The network gets a pair input A and B 
images, containing either 'similar' or 'dissimilar' food places images. Therefore, we used 
the binary label for every pair of images, 1 and O for the similar and dissimilar images 
respectively. Initially, the network uses a shared base network for generating encodings 
for both A and B input images. Consequently, these encodings are compared with one to 
another by using a cosine distance similarity metric. 

A-B 
cos(A,B) = IIAll · IIBII' (1) 

Finally, the resulted similarity is then classified using a sigmoid layer and obtained the 
final similarity score. For the base CNN networks, we use pre-trained models of Mo-
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bileNet [26],InceptionV3 [27],InceptionResNetV2 [28],ResNet50 [13].We use transfer 
learning to train the base networks by removing the final fully connected (FC) layers and 
added a new FC and sigmoid layers on the top of the pre-trained base models. 

4. Experimental Setup and Results 

The SNNs is trained on a "MiniEgoFoodPlaces" dataset created from the "EgoFood­
Places" dataset by reducing the number of images for balancing the class categories. We 
reconstruct the dataset from 22 to 15 classes because of some discriminating scenes like 
pizzeria and fast-food restaurant is artificial if the scene is recorded from a first-person 
view, and hence, we merged them to a restaurant class. The new dataset consists of 15 
food places with 9750 images (7500, 750 and 1500 for training, validation and test im­
ages respectively). Initially, the pairs of similar and dissimilar categories are created from 
the train, test and validation sets. For creating the dissimilar pair, an image of class c is 
randomly paired with an image associated to one of the n - 1 remaining classes, while 
pairs are created by categorizing the lh and ( i + 1 r images of class C together. 

The proposed model was implemented in Keras[29]: an open source deep learning 
library. The RMSprop [30] algorithm is used for model optimization. The "step" learning 
rate policy [31] is used with the base learning rate of 0.001 with 30 as a step value. 
The batch size is set to 32 for training with 100 epochs. The experiments are executed 
on NVIDIA GTX1080-Ti with 11 GB memory taking around 10 minutes to train the 
network. All the above parameters are used for testing the model as well. 

Table 1. The average one-shot classifcation accuracy rates of the two validation and test sets of the MiniEgo­
FoodPlaces dataset with prpoposed SNNs using MobileNet [26], ResNetSO [13], InceptionV3 [27], Inception­
ResNetV2 [28] CNN base networks. 

CNN Base Network 
Average Accuracy(%) 

Validation Test 

MobileNet 76.74 77.53 

ResNet50 73.96 74.10 

Inception V3 69.99 71.54 

Inception-ResN et-v2 49.25 50.91 

In this section, we have compared the proposed SNNs with the four base models, 
MobileNet [26], InceptionV3 [27], InceptionResNetV2 [28], ResNet50 [13] for both val­
idation and test sets. Table 1 shows the average accuracy of the SNNs models. The Mo­
bileNet base SNNs yielded the highest average accuracy 76.74% and 77.53% in both 
validation and test dataset respectively. On the other hand, ResNet50, InceptionV3 and 
Inception-ResNet-V2 achieved overall accuracy of 73.96%, 69.99% and 49.25% on val­
idation and 74.10%, 71.54% and 50.91 % on test set. Currently, ResNet50, InceptionV3, 
and Inception-ResNet-V2 get better performance to compare with MobileNet in single 
image classification tasks. However, these models having a large number of training pa­
rameters and computational costly, While MobileNet having fewer parameters and less 
computational cost to train the model. Moreover, SNN s model with small CNN base 
network can achieve comparable results with a few training time, while all large models 
taking a long day or weeks. 
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5. Conclusion 

In this paper, we proposed a Siamese Neural Networks for one-shot food places classi­
fication system. The main goal of this classification system is to analyze the first person 
egocentric images to create a dietary report of everyday food intake and help them con­
trol their unhealthy dietary habits. Instead of classifying one image, we use SNNs to clas­
sify the similarity between two images. Experiments show that the proposed approach 
can obtain a comparable result with a very small labeled dataset. Which means that it 
can provide an efficient solution for avoiding data labeling in a large scale image classifi­
cation task.The proposed SNNs model with MobileNet CNN base network yields better 
performance the other state-of-the-art image classification models. Future work aims at 
developing a mobile application based on the SNN s model that integrates an egocentric 
camera with a personal mobile device to create a dietary report to keep a track on our 
eating behavior or routine for following a healthy diet. 
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