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Abstract 

Background: The exponential increase in published articles makes a thorough and 

expedient review of literature increasingly challenging. This review delineated 

automated tools and platforms that employ artificial intelligence (AI) approaches and 

evaluated the reported benefits and challenges in using such methods.  

Methods: A search was conducted in 4 databases (Medline, Embase, CDSR, and 

Epistemonikos) up to April 2021 for systematic reviews and other related reviews 

implementing AI methods. To be included, the review must use any form of AI method, 

including machine learning, deep learning, neural network, or any other applications 

used to enable the full or semi-autonomous performance of one or more stages in the 

development of evidence synthesis.  

Results: Twelve reviews were included, using nine different tools to implement 15 

different AI methods. Eleven methods were used in the screening stages of the review 

(73%). The rest were divided: two in data extraction (13%) and two in risk of bias 

assessment (13%). The ambiguous benefits of the data extractions, combined with the 

reported advantages from 10 reviews, indicating that AI platforms have taken hold with 

varying success in evidence synthesis. However, the results are qualified by the 

reliance on the self-reporting of the review authors.  

Conclusion: Extensive human validation still appears required at this stage in 

implementing AI methods, though further evaluation is required to define the overall 

contribution of such platforms in enhancing efficiency and quality in evidence synthesis. 
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Introduction 

Systematic reviews are fundamental to evidence-based decision-making, as they use a 

comprehensive search and synthesis of the available literature. Such an operation usually 

requires a team of reviewers to evaluate thousands of articles. With the exponential 

increase in published articles, more time is needed to review existing literature thoroughly. 

It has been reported that the average time to complete a systematic review is over 15 

months.(1) The current methods of biomedical indexing may have contributed to 

inefficiency in screening, as the proportion of truly relevant articles may be as low as 1% 

of the total search yield with a typical search strategy.(1) The long conception-completion 

interval may render a systematic review outdated by the time they are ready to be 

submitted and published.(2) Consequently, more expedient methods of screening and 

data extraction are being developed and employed, and some make use of artificial 

intelligence (AI) methods. These methods employ various algorithms related to Machine 

Learning (ML) and Natural Language Processing (NLP) tasks. On the one hand, ML 

algorithms have the purpose of making automated decisions based on samples of data 

rather than a fixed mathematical function.(3) On the other hand, NLP refers to the 

interpretation of human language by a computer, allowing these algorithms to extract the 

relevant information so that it can be further processed by ML (or other) based algorithms 

for its interpretation, understanding, answer generation, etc [a]. These methods are used, 

for instance, to expediting the process of systematic reviews and other evidence 

synthesis endeavors, such as scoping and rapid reviews that employ similar 

methodologies. Studies have demonstrated the promise of using AI platforms to reduce 

the human labor required for an extensive literature review(4–6); however, there is 
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significant doubt on the actual utility of these newly emerging platforms within the 

community of reviewers.  

 

With automated systems poised to give significant benefits to systematic reviews, we 

conducted a systematic review to delineate the common automated tools and platforms 

that employ AI approaches and evaluate the reported benefits and challenges in using 

such methods.   

 

Methods 

Following the referred Preferred Reporting Items for Systematic Reviews and Meta-

Analyzes (PRISMA) statement, this review was registered with the International 

Prospective Register of Systematic Reviews (PROSPERO CRD42021249245). 

 

Literature Search  

A search was conducted in Medline, Embase, Cochrane database of systematic reviews 

and Epistemonikos from database inception to April 2021. The search strategy is provided 

in Appendix 1.1. After running a scoping search, the names of the most common 

automation tools were retrieved and included in the additional search (see the list of tools 

in Appendix 1.2). No language restriction was applied in the search. We also manually 

searched the cited references of the retrieved articles and reviews. Two reviewers (S.V. 

and PS.) searched titles or abstracts in Covidence systematic review software (available 

at www.covidence.org) for eligibility independently. For the full-text screening, two 

reviewers (AB. and PS.) scrutinized each study for eligibility independently through Excel. 
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Then, the spreadsheets were combined, and the discrepancies were resolved by a third 

reviewer (S.V.).  

 

Inclusion criteria 

We included AI-assisted systematic reviews and similar reviews, such as rapid reviews, 

umbrella reviews, evidence gap maps, evidence mapping, and scoping reviews on health 

science involving human subjects. To be included, an AI-assisted review must use any 

form of AI method, including machine learning, deep learning, neural network, or any 

other applications that are used to enable the full or semi-autonomous performance of 

one or more stages in the development of evidence synthesis, published in English. 

Reviews that used any tools for only data management, such as Covidence were 

excluded. Abstracts only or conference abstracts were excluded. Narrative reviews, 

review protocols, and studies that assessed the effectiveness of automation tools in 

reviews were also excluded.   

 

Data extraction and synthesis  

Data extraction was carried out independently by two reviewers (AB. and PS.) and revised 

by a third reviewer (MA-M), and in case of disagreements, a fourth reviewer was referred 

to (S.V.). For each eligible review, the following items were extracted: study country, study 

design, research question, category of health science investigated, type of review, the AI 

tool employed, stage of the process that involved AI, number of articles that went through 

AI, description of AI method, description of use, validation of use, reported unplanned 

human interventions, reported advantages, reported concerns, the types of AI methods 
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used, stages in the development of evidence synthesis where AI methods are employed, 

and the extent of reliance on AI in evidence synthesis. 

 

We performed descriptive analyzes and presented the findings narratively. This analysis 

was guided by established questions, as outlined in the PROSPERO protocol. Although 

there was some overlap in the reported items, specifically between the description of use 

and description of method, this allowed for more ways to answer the established 

questions depending on the reporting of the author of the review. Although a quantitative 

analysis of the registration submission time of AI-assisted systematic reviews compared 

to manually conducted systematic reviews submitted in the same period was planned, no 

such comparison could be made, as very few reviews provided clear information on the 

above.  

 

To grade the methodological quality of included systematic reviews (high, moderate, low, 

and critically low), we used the revised AMSTAR-2 (A Measurement Tool to Assess 

Systematic Review, version 2) tool.(7) Although this tool targets systematic reviews, it 

was applied to the other types of reviews for a consistent evaluation and to give insight 

into their quality.  

 

Results  

Study Selection 

From 4579 identified records, 1020 duplicates were removed, and 3514 articles were 

excluded based on title and abstract screening, leaving 45 articles to be assessed for 
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eligibility. An additional search based on a list of automation tools identified 332 records 

from which 111 duplicates were removed, and 124 were excluded by title and abstract 

screening, leaving 97 to be assessed for eligibility. After the deduplication of the 142 

records of the two searches, 107 articles were eligible for full-text screening, but 20 were 

removed because they were abstract only. Of the 87 available full-text studies, 12 were 

included in this systematic review as 16 were not reviews, 54 did not use AI or machine 

learning, three were not in English, one was another type of review, and one was 

duplicate. An overview of the study selection process is shown in Figure 1.  

 

Study Characteristics 

The 12 included reviews(8–19) implemented 15 different AI methods (Table 1). Among 

the 12 reviews, there were five (42%) systematic reviews,(8–12) two (17%) systematic 

reviews with meta-analysis,(13,16) one (8%) review that conducted a quantitative 

analysis without a qualitative analysis,(18) two (17%) integrative reviews,(14,15) one 

(8%) rEM (rapid-Evidence-Mapping),(17) and one scoping review (8%).(19) Most of the 

studies from developed countries with five from the US (42%),(8,10,13,17,18) four from 

the UK (33%),(8,9,12,19) two from Italy (17%),(8,11) Canada (17%),(11,16) and Brazil 

(17%),(14,15) one from Australia (8%),(9) Austria (8%),(10) Germany (8%),(10) New 

Zealand (8%),(16) and China (8%),(16) with five (42%) reviews including multinational 

collaborations.(8–11,16) All the publications were from 2018 onwards.  

 

Categorically, three of the reviews were etiology and/or risk reviews (25%),(16–18) four 

effectiveness reviews (33%),(10,11,13,19) two expert opinion/integrative literature 
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reviews (17%),(14,15) two experimental/qualitative reviews (17%),(8,12) and one was a 

prognostic review (8%).(9) In terms of the health science areas, two reviews investigated 

mental health (17%),(8,11) one review investigated injury (8%),(9) three reviews 

investigated cancer (25%),(10,13,18) two reviews investigated medical education 

(17%),(14,15) three reviews investigated cardiovascular diseases (CVS) 

(25%),(12,16,19) and one review investigated nutrition-related topics.(17) 

 

The quality of the systematic reviews was evaluated using AMSTAR-2. Of the seven 

systematic reviews, including those with MA, one was of high quality,(13) four were of 

moderate quality,(8–11) one was of low quality,(16) and one was critically low quality.(12) 

The quality of the two integrative reviews was also evaluated using AMSTAR-2 and found 

to be of critically low quality, which is to be expected as they are not systematic reviews. 

The other reviews could not be evaluated using AMSTAR-2 as they did not have 

methodologies with similar quality control as a systematic review (e.g. rapid reviews). 

More information on the evaluation of the studies is available in Appendix 2.1. 

 

Study Findings 

Because of their multi-step nature, multiple AI methods can be implemented within one 

review. Because of the multi-step nature of systematic reviewing, several AI 

methodologies could be implemented within one study. Therefore, in this present 

systematic review, we will consider that only one AI methodology is being implemented 

on each step of the process. Moreover, some reviews implement the same AI tool in 

different ways or at different stages of their process. Hence, we consider that each 
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implementation is an AI method of its own. Among the 12 reviews considered in this study, 

we were able to identify nine different tools, leading to a total of 15 AI methods 

implemented (Table 1). Each method branches at the tool used or at the stage of the 

process column (Table 1). The percent of utilization of the nine tools is displayed in 

Figure 2. Five methods employed Rayyan (33%),(11–15) three methods involved Robot 

Reviewer (20%),(10,19) and one method used EPPI-reviewer (7%),(8) K-means 

clustering (7%),(16) SWIFT-review (7%),(17) SWIFT-Active Screener (7%),(17) 

Abstrackr (7%),(9) Wordstat and QDA (Qualitative Data Analysis) Miner (7%),(9) and the 

natural language processing (7%).(18) It must be noted that Deng et al. developed their 

own NLP tool for the study. 

 

The stages of the reviews that implemented AI methods are shown in Figure 3. Out of 

the 15 methods, 11 were used in the screening stages of the review (73%), which includes 

eight title and abstract screenings,(8,9,11,13–17) and one post-protocol screening,(12) 

one abstract classification and filtering and text mining,(18) and one full-text screening.(9) 

Of the methods employed in other stages, two were used in data extraction (13%)(10,17) 

and two in risk of bias assessment (13%).(10,19) Abstract classification and filtering, and 

text mining methods are categorized as screening because they facilitated the triage of 

articles fulfilling the same purpose as a traditional title and abstract assessment. Although 

the post-protocol screening took place after the data extraction, it was also categorized 

as screening since it contributed to the number of included studies for that review.  

Three of the 15 AI/ML methods (20%) (EPPI-Reviewer 4,(8) K-means clustering,(16) and 

one of the Rayyan methods(12) were fully autonomous, meaning that AI operated on 
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without continuous input from reviewers. The rest of the AI/ML operated semi-

autonomously (or human in the loop), requiring sustained human input to confirm the 

articles' relevance.  

 

Method validation was conducted in 11 of 15 methods (73%). For Russel et al., decisions 

about inclusion made in the AI method were independently reassessed by senior 

authors.(8) Giummarra et al. resolved disagreements about eligibility through discussion 

and consultation with senior authors for AI-assisted title and abstract screening and full-

text screening.(9) Goldkuhle et al. had two review authors resolving discrepancies in their 

data extraction and the AI method through discussion.(10) Pinna et al. resolved 

disagreements emerging from the AI-assisted title and abstract screening through joint 

discussion with a senior reviewer.(11) Gaskins et al. manually re-screened the relevant 

articles provided by the post-protocol screening.(12) Siqueira et al. verified that the 

studies selected by the researchers in the AI-assisted title and abstract screening were 

the same.(14) Nascimento et al. managed the divergence generated in the AI method by 

sending discrepancies in inclusion and exclusion to a third individual.(15) Xiong et al. and 

Deng et al. conducted a duplicate manual title and abstract screening alongside the AI 

method.(16,18) In Aali et al., one reviewer double-checked and revised RobotReviewer's 

risk of bias assessment.(19)  

 

Out of the 15 AI methods, reviewers reported concerns in 5 (33%) of them. Giummarra 

et al. reported a risk of missing a few relevant studies with both the Abstrackr title and 

abstract screening and the WordStat and QDA full-text screening. However, a separate 
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evaluation of the methods suggests they were not detrimental to the review's integrity.(9) 

Goldkuhle et al. reported issues with the software (Robot Reviewer) recognizing 

randomized controlled trials (RCTs) where there were none.(10) This concern led to 

human intervention, as reviewers could not use the extracted data because it erroneously 

flagged two of them as RCTs. The reviewers had to conduct data extraction manually. 

Lam et al. reported that the software (SWIFT-Review) could not automate all aspects of 

data extraction.(17) A human intervention was required to manually extract study sample 

size and review of automated tagging for each category as SWIFT-Review did not 

perform those tasks effectively. Deng et al. reported that the natural language processing 

missed one paper out of ten critical to the review.(18)  

 

In 10 of the 12 reviews (83%), authors reported advantages in using the AI-assisted 

method. Giummarra et al. reported that the AI methods (Abstrackr, WordStat, and QDA 

Miner) reduced workload demands.(9) Four of the reviews that used Rayyan in their 

methods reported it helped expedite title and abstract screening and had a high level of 

usability.(11,13–15) Siqueira et al. also reported that Rayyan made the initial triage 

process of abstract and title reading faster in the initial triage process.(14) Gaskins et al. 

reported that Rayyan was efficient, accurate, and freely available while increasing recall 

of relevant studies, thereby strengthening the review.(12) Xiong et al. reported that the K-

means clustering algorithm facilitated study selection, stating that "the burden of manual 

screening is reduced from all the articles returned by the initial online strategic search to 

those in the training set and in the principal cluster(s) identified by supervised machine 

learning."(16) Lam et al. reported substantial time savings relative to similar studies due 
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to the use of SWIFT Active screener and SWIFT-Reviewer. However, the specific time 

saved was not quantifiable because of confounding variables.(17) Deng et al. reported a 

six-fold decrease in the abstract review workload equivalent to saving 42501 minutes 

(approximately 30 full days) of human effort with a 93% coverage on the final included 

papers. The method primarily missed studies due to a lack of abstracts of the included 

studies.(18) Aali et al. reported that the use of RobotReviewer was a strength of the 

review to save time and other resources while maintaining study quality.(19) The 

extracted information not displayed in Table 1 is available in Appendix 3.1.  

 

Discussion 

AI methods in healthcare reviews are progressively being incorporated into practice. 

Given the repetitive nature of screening that is often associated with a large volume of 

literature and certain mechanistic aspects in data extraction and possibly the risk of bias 

assessment, AI pattern recognition algorithms are developed to expedite the process. 

Generally, the researchers provide labeled training data and then apply it to search results 

(6) depending on the tool. For instance, Rayyan is a free web and mobile app that extracts 

all the words and word pairs and previously computed MeSH terms. It then employs 

support-vector machines to classify the extracted terms.(20) Robot Reviewer is a free 

system that uses several ML methods, including convolutional neural networks and 

support-vector machines.(21) EPPI-reviewer is a subscription-based web-based software 

for all reviews, including systematic reviews.(22) SWIFT-review and SWIFT-Active 

Screener are a freely available interactive workbench that provides numerous tools to 

assist with problem formulation and literature prioritization.(23) Abstrackr is a freely 
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available application that allows the reviewer to tag the records depending on the ML's 

relevance. WordStat (Version 7.1.21) and QDA Miner (Version 5.0.21) are text mining 

software. The K-means algorithm and the natural language processing were developed 

and implemented by the reviewers themselves. More information on the general 

characteristics of each of the tools is available in Appendix 4.1. 

 

Nevertheless, review teams with little to no AI or machine learning expertise can freely 

use available tools such as Abtrackr, Rayyan, and RobotReviewer to reduce workloads. 

The effectiveness of some of these tools has been evaluated in some studies. Although 

several benefits have been reported, there are some limitations reported as well. For 

instance, Gates et al. found that the automated text mining program Abstrackr allowed 

for large workload savings but possibly missed relevant articles.(24) Other studies such 

as Rathbone et al. and Giummarra et al. found Abstrackr to reliably reduce workloads 

with very little risk of omitting records.(5,6) The 12 identified studies have implemented 

AI methods in the review and evidence synthesis process to varying degrees of success. 

Certain stages in the review process are easier to expedite with AI methods. Lam et al. 

and Goldkhule et al. both attempted data extraction with SWIFT-Review and 

RobotReviewer, respectively.(10,17) Both methods ran into issues with SWIFT-Review 

being unable to extract certain items and the results from RobotReviewer’s data 

extraction not being usable. These issues required human interventions to complete the 

data extraction successfully. Given these problems, the benefits AI-assisted data 

extraction are not definitive.  
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By comparison, screening was able to be completed by some AI methods in various ways. 

Both reviews with AI experience implemented their algorithms and reviews that used 

freely available tools such as Rayyan successfully screened without unplanned human 

interventions. The reported concerns associated AI screening demonstrate a relatively 

small risk of impacting the review quality. While Giummarra et al. reported a risk of 

missing a small number of relevant studies in the AI-assisted screening, they also suggest 

the methods were not detrimental to the review's integrity.(9) Gaskins et al. reported that 

their implementation Rayyan “enhanced the screening process,” describing it as “user-

friendly,” “accurate,” and “efficient.”(12) The authors also advocated for the future use of 

automated screening in systematic reviews. Deng et al. reported that the AI method had 

missed 10% of included studies, which substantiates the risk.(18) However, the risk of 

missing included studies can be mitigated with separate manual screening or method 

validation. As is suggested in systematic reviews,(25) the title and abstract screening, 

full-text screening, data extraction, and risk of bias assessment are completed in duplicate 

to reduce bias. Similarly, the bias of an AI screening can be reduced with a duplicate 

manual screening as was done by Xiong et al. and Deng et al.(16,18) The benefits of AI 

screening are substantial, with 10 of the 11 (91%) screening methods reported 

advantages to use these methodologies. These benefits usually involve time savings and 

workload reductions. Lam et al. reported having spent 70 person-hours conducting the 

screening and data extraction for the rEM compared to the 480–960 person-hours of a 

similar study though compounding factors such as the reviewers' experience makes it 

difficult to quantify the time saved due to SWIFT Active Screener and SWIFT-

Reviewer.(17) However, Lam et al. demonstrate the applicability of these AI methods to 
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the broader review community. Deng et al. report concrete benefits with a six-fold 

decrease in the workload for the screening process amounting to 708 hours of human 

efforts saved.(18) Although no quantitative analyzes were done on the mean difference 

in publication time, the time saves reported by Lam et al. and Deng et al. might resolve 

the issue reported by Borah et al. of increasingly long systematic review publication 

time.(1) It must also be noted that Deng et al. specifically designed their natural language 

processing to fit the nature of their study, and the time saved does not account for the 

time spent developing the AI method.(18) The workload reductions of a freely available 

application are likely to be less dramatic than those reported by Deng et al., but that 

comes with the benefit of the reviews not needing AI expertise to execute the method. 

Four of the studies that used Rayyan(11,13–15) substantiate this benefit by reporting a 

high level of usability.  

 

Study Limitations 

The qualities and impacts of the AI methods on their respective studies were gathered 

from the judgements of the authors, which were prone to inconsistencies. It was assumed 

that no AI was used in that review if the review used an AI tool without mentioning its 

capabilities. This assumption may have led to the exclusion of some AI-assisted reviews. 

Our initial screening strategy was limited to the title and abstract of the relevant 

references. It is likely that the review also overlooks those papers that report the use of 

AI methods in the text but not in the abstract. With restrictions on abstract word counts, it 

is not surprising that the reviewers omit the use of AI methods, which may be part of a 

broader issue with reporting, but that is beyond the scope of this study. The title and 
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abstract screening imperfections were demonstrated with a post-hoc full-text screening 

of the additional studies from the Cochrane database of systematic reviews (n=67). Out 

of these 67 studies, which were excluded in the title and abstract screening, could be 

highlighted as relevant for our current work, Crossingham et al.(26), only one 

implemented AI methods (1.5%). This study does not mention the AI nature of its 

methodology in its abstract. Adding Crossingham et al. to the twelve included studies 

would require the full-text screening of all the studies excluded by the title and abstract 

screening. More information on Crossingham et al. is available in Appendix 5.1. However, 

to conduct a full-text screening of the 3514 studies excluded from the preliminary search 

and the 124 studies excluded from the additional search would be unreasonable. Such a 

task could be completed in a timely manner with AI methods, which further supports the 

development and publicizing of AI methods. Though quality assessment was conducted 

on the included systematic reviews, the quality of the reviews was not accounted for in 

the study findings.   

  

Conclusion 

AI platforms have begun to take hold with varying success in evidence synthesis. The 

benefits of data extraction conducted with AI methods remain unclear. The current AI 

platforms are still undergoing refinement, as no single platform appeared to be sufficiently 

accurate and reliable to date. Existing methods still need humans in the loop and human 

judgment whenever AI platforms are used in evidence synthesis. Evaluation is needed 

on the relationship between AI methods and publication time and study quality to 

delineate AI platforms' efficiency in evidence synthesis. 
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Highlights 

· AI methods show promise in reducing human labor for reviews. A few health 

science reviews have begun implementing AI methods.  

· This paper is the first systematic review of published reviews that implemented AI 

methods, which allowed for a delineation of the characteristics of those methods. 

· The results of this study are relevant to all literature searches and evidence 

syntheses, as they make known the available methods and their qualities.  
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Table 1 Characteristics of the included studies  

Author, 
Year,  
Country 
and Design 

Category 
and  
Health 
Science 
Area 

Tool Stage of 
Process 
that AI 
involved 

ML NLP Method 
of use  

Description of 
Methods 

Validation Advantages AMSTAR 

Russell 
Viner, 
2021(8)  
 
UK, Italy, 
USA 
 
SR 

Experientia
l/ 
Qualitative 
reviews  
 
Mental 
health 
 

EPPI-
Reviewer 4 

T&A 
screening 

Yes No Alone Reviewers trained 
the ML algorithm, 
and then a 
classifier model 
was built to rank 
subsequent 
studies.  

Yes NA Moderate 

M.J. 
Giummarra, 
2020(9) 
 
Australia, 
UK 
 
SR 

Prognostic 
reviews  
 
Injury 

Abstrackr T&A 
screening 

Yes No Human 
in the 
loop 
 
 
 
 

Abstrackr uses an 
active learning 
algorithm from 
judgements made 
by the reviewer to 
generate 
predictions of 
relevance. 

Yes 
 

Reduction in 
workload  

Moderate 

Wordstat 
and QDA 
Miner 

Full-text 
screening 

Yes No Human 
in the 
loop 

Text mining to 
identify studies 
that included fault-
related terms in 
the methods and 
results. 

Yes Reduction in 
workload 

Goldkuhle 
M, 2018(10)  
 
Germany, 
Austria, US  
 
Rapid 
review 

Effectivene
ss review  
 
Cancer 

RobotRevie
wer 
 

Data 
extraction 

Yes Yes Human 
in the 
loop 

RobotReviewer 
applied ML to 
extract data so it 
could be 
compared to 
manual data 
extraction.  

Yes NA Moderate 

ROB 
assessmen
t  

Yes Yes Human 
in the 
loop 

RobotReviewer  
was made to 
assess the risk of 

No NA 
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bias with ML, and 
a review author 
would have 
compared these 
results with the 
results from the 
manual 
assessment.  

Pinna, 
2021(11)  
 
Italy, 
Canada  
 
SR 

Effectivene
ss Review 
 
Mental 
health 

Rayyan 
 

T&A 
screening 

Yes Yes Human 
in the 
loop 

The Rayyan Web 
app applied a ML 
algorithm to 
expedite the 
screening of titles 
and abstracts of 
all identified 
studies for 
possible inclusion. 

Yes Accelerate 
T&A 
screening 
and high 
level of 
usability 

Moderate 

Gaskins, 
2020(12) 
 
UK  
 
SR 

Experientia
l 
/Qualitative 
reviews  
 
CVS 

Rayyan Post-
protocol 
screening 

Yes Yes Alone Reviewers used 
Rayyan 
autonomously to 
enhance the 
screening process 
after data analysis 
was conducted. 
The relevant 
studies indicated 
by Rayyan were 
re-screened.  

Yes Efficient, 
accurate, and 
freely 
available, 
increasing 
recall of 
relevant 
studies, 
thereby 
strengthening 
a review 

Critically 
Low 

Riley, 
2020(13) 
 
US  
 
MA 

Effectivene
ss Review 
 
Cancer 

Rayyan T&A 
screening 

Yes Yes Human 
in the 
loop 

The Rayyan Web 
app applied a ML 
algorithm to 
expedite the 
screening of titles 
and abstracts of 
all identified 
studies for 
possible inclusion. 

No Accelerate 
T&A 
screening 
and high 
level of 
usability 

High 

Siqueira, 
2020(14)  
 

Expert 
opinion 

Rayyan T&A 
screening 

Yes Yes Human 
in the 
loop 

Reviewers used 
Rayyan to make 
the initial triage 

Yes Accelerate 
T&A 
screening 

Critically 
Low 
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Brazil  
 
Integrative 
Review 

/Integrative 
literature 
review 
 
Medical 
education 

process of 
abstract and title 
reading faster by 
identifying studies 
for possible 
inclusion applying 
a ML algorithm. 

and high 
level of 
usability 

Nascimento, 
2021(15)  
 
Brazil  
 
Integrative 
Review 

Expert 
opinion 
/Integrative 
literature 
review 
 
Medical 
education 

Rayyan T&A 
screening 

Yes Yes Human 
in the 
loop 

Reviewers used 
Rayyan to make 
the initial triage 
process of 
abstract and title 
reading faster by 
identifying studies 
for possible 
inclusion applying 
a ML algorithm. 

Yes Accelerate 
T&A 
screening 
and high 
level of 
usability 

Critically 
Low 

Xiong, 
2021(16) 
 
New 
Zealand, 
China, 
Canada  
 
MA 

Etiology 
and 
/Risk 
reviews 
 
CVS 

K-means 
clustering 
algorithm 

T&A 
screening 

Yes No Alone The reviewers 
used the K-means 
clustering 
algorithm to 
provide an 
alternative to 
manual T&A 
screening by 
clustering articles. 
The algorithm was 
trained on a set of 
relevant studies. 

Yes Accelerate 
T&A 
screening, 
Reduction in 
workload; 
accurate 

Low 

Lam, 
2019(17)  
 
US  
 
rEM(rapid 
Evidence 
Mapping) 

Etiology 
and 
/Risk 
reviews 
 
Nutrition 

SWIFT-
Active 
Screener 

T&A 
screening 

Yes No Human 
in the 
loop 

SWIFT-Active 
Screener used 
active learning to 
prioritize relevant 
references and 
estimated the 
number of 
remaining 
relevant articles. 

No Substantial 
time savings 
relative to a 
similar study 

NA 
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SWIFT-
Review 

Data 
extraction 

Yes No Human 
in the 
loop 

SWIFT-Review 
assisted with 
searching and 
pattern 
visualization using 
machine learning 
methods. 

No Substantial 
time savings 
relative to a 
similar study 

Deng, 
2019(18)  
 
US  
 
MA 

Etiology 
and 
/Risk 
reviews 
 
Cancer 

Semi-
automated 
natural 
language 
processing 

Abstract 
classificatio
n and 
filtering and 
text mining 

Yes Yes Human 
in the 
loop 

Reviewers 
implemented a 
semi-automated 
natural language 
processing (NLP) 
to classify 
abstracts. Text 
mining was then 
employed.  
 

Yes A six-fold 
decrease in 
the abstract 
review 
workload is 
equivalent to 
saving 
42,501 
minutes 
(approximatel
y 30 full 
days) of 
human effort.  
93% of 
coverage on 
the review 
process 

NA 

Aali, 
2020(19)  
 
UK  
 
Scoping 
Review 

Effectivene
ss Review  
 
CVS 

RobotRevie
wer 

ROB 
assessmen
t 

Yes Yes Human 
in the 
loop 

RobotReviewer 
applied its ML 
methods to 
evaluate the risk 
of bias for certain 
bias categories 
automatically 

Yes Strength in 
terms of 
saving time 
and other 
resources 
while 
maintaining 
study quality  

NA 

 

 



Figure 1. PRISMA flowchart 
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Preliminary search 

45 articles assessed for 
eligibility. 

 

3559 articles screened. 
 

4579 records identified: 
MEDLINE (n= 1831) 
EMBASE (n = 951) 

EPISTEMONIKOS (n = 1739)  
CDSR (n = 58) 

1020 duplicates removed. 
 

3514 excluded by title and/or 
abstract. 

332 records identified: 
MEDLINE (n= 35) 
EMBASE (n = 134) 

EPISTEMONIKOS (n = 96)  
CDSR (n = 67) 

221 articles screened. 
 

97 studies assessed for eligibility. 

111 duplicates removed. 
 

Additional search 

 124 excluded by title and/or 
abstract. 

107 articles for full text 
screening. 

87 full-text available. 

20 excluded because they are 
abstract only. 

12 full-text included in 
systematic review. 

75 excluded: 
- 16 not reviews 
- 54 not use any AI  

-  1 other type of review 
- 3 others language 

- 1 duplicate 
 

35 articles deduplicated. 

  

142 articles assessed for 
eligibility 



Figure 2: AI methods that employed each tool 
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Figure 3: Distribution of AI/ML methods employed in each stage.  

 

The bar displays the methods not involved in screening. 
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