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Abstract: The accurate temperature background field plays a vital role in the numerical prediction
of sea surface temperature (SST). At present, the SST background field is mainly derived from
multi-source data fusion, including satellite SST data and in situ data from marine stations, buoys,
and voluntary observing ships. The characteristics of satellite SST data are wide coverage but low
accuracy, whereas the in situ data have high accuracy but sparse distribution. For obtaining a more
accurate temperature background field and realizing the fusion of measured data with satellite data as
much as possible, we propose a sparse data-extended fusion method to predict SST in this paper. By
using this method, the actual observed sites and buoys data in the East China Sea area are fused with
Advanced Very High Resolution Radiometer (AVHRR) Pathfinder Version 5.0 SST data. Furthermore,
the temperature field in the study area were predicted by using Long Short-Term Memory (LSTM)
and Gate Recurrent Unit (GRU) deep learning methods, respectively. Finally, we obtained the results
by traditional prediction methods to verify them. The experimental results show that the method we
proposed in this paper can obtain more accurate prediction results, and effectively compensate for
the uncertainty caused by the parameterization of ocean dynamic process, the discrete method, and
the error of initial conditions.

Keywords: deep learning; association relationship; heterogeneous clustering; extended fusion

1. Introduction

Sea surface temperature (SST) is the basic tool for understanding local and global
climate change. The study of SST changes in marginal seas under the background of global
warming has always been an important topic in regional oceanography and climatology [1].

Variability of SST will cause weather phenomenon changes, such as tropical monsoons
and cyclones. The inseparable connection between the variability of Indian Ocean SST and
the Indian summer monsoon has long been known [2]. SST variability has a great impact
on the habits of marine organisms. For instance, predicting fishing areas is based on the
potential law of the SST variability [3]. Moreover, marine ecosystems are affected by SST
variability. For example, due to climate warming, coral reefs have a lower growth rate
in the west, and the strong positive Indian Ocean dipole mode events (IOD) also caused
catastrophic damage to the coral reefs of the Mentawi Islands [4]. Therefore, predicting SST
in advance can not only protect related resources, but also prevent major losses caused by
certain marine disasters.

SST is mainly obtained from satellite remote sensing and in situ observation including
marine stations, buoys, and voluntary observing ships et al. Satellite remote sensing data
has the advantages of all-weather and high spatio-temporal resolution, which has gradually
become an indispensable means of marine research. However, the accuracy of satellite
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remote sensing inversion is relatively low. Data from in situ observation including ocean
stations, buoys [5], and volunteer ships [6] have high accuracy but sparse and uneven
distribution. As a result, it is difficult to obtain the continuous, accurate and uniform SST
and finally the prediction accuracy of SST is much lower in the wide range. Therefore, how
to effectively integrate the in situ observational data with remote sensing data becomes
a big challenge in marine environmental monitoring and prediction. Furthermore, the
problems of sparse and uneven distribution of in-situ observation data and low accuracy of
satellite data are also troublesome.

At present, the main methods for fusing observation data and remote sensing data
to become standardized grid data products include the interpolation method [7], the
variational method [8], the Kalman filter method [9], and the deep learning method [10].
Among the interpolation methods, optimal interpolation (OI) is the most classic one.
Reynolds et al. [11,12] applied Ol into the fusion analysis of satellite SST with field obser-
vation data, and finally produced average SSTs of monthly, weekly, and daily.

One disadvantage of the OI method is that the background error covariance ma-
trix is static, and the advantage of the variational method over Ol is that the variational
method [13] introduces a nonlinear observation operator, which avoids the limitation of the
linear relationship between observed quantity and analytical quantity in the Ol method [14].
The variational method is a global optimization whereas Ol is a local optimization. In
addition, the variational method can also introduce some dynamic constraints. Variational
methods mainly include three-dimensional variation (3DVAR) and four-dimensional vari-
ation (4DVAR). 4DVAR is an improvement from 3DVAR. Due to the limitations of the
existing optimization algorithm, its convergence is reduced due to the introduction of mode
constraints, and because of the roughness of the initial guess field, it doesn’t converge
to a global minimum, but converges to a local extreme value, which seriously affects the
expected effect of the 4DVAR method.

The Kalman filter (KF) was originally proposed by Kalman [15]. Compared with the
variational method, the advantage of KF is that there is no need to write the accompanying
pattern, and the disadvantage is that it needs to store a high-dimensional background error
covariance matrix and requires an accurate estimation of the model error.

In recent years, the rapid development of artificial intelligence has brought new
ideas for ocean data fusion. Machine learning is an important method to realize artificial
intelligence. It is a method of using algorithms to analyze and learn from data, and then
make decisions and predictions about phenomena in the real world. As a technology for
realizing machine learning, deep learning has the advantage of proposing a method for
the computer to automatically learn pattern features, and integrating feature learning into
the model building process. It reduces the incompleteness caused by man-made design
features and has more advantages compared with OI, 4DVAR, and KF, conceptually. At
present, machine learning has a very wide range of applications [16-18], such as language
recognition, image recognition, data mining, and expert systems, etc. Some machine
learning algorithms are used in the assimilation of ocean remote sensing data, such as
genetic algorithms [19] and neural networks [20]. These data fusion methods have shown
certain advantages in different aspects. However, they only assimilate data of type and
homology. In addition, the past statistical methods rely more on regression analysis for
spatial modeling, and the model input parameters are relatively single.

To tackle the challenges and issues mentioned above, this paper proposed a new
framework for SST prediction, where the gate recurrent unit (GRU) [21] is employed
to classify data according to the characteristics of remote sensing data. Then the sparse
measurement point observation data in the same category is used to fuse with the large-scale
remote sensing data, resulting a temperature background field with promising accuracy
of prediction.

The rest of this paper is organized as follows: Relevant definitions involved in this
work are introduced in Section 2. The whole process of proposed framework for SST
prediction, including: (1) the SST correlation calculation method based on deep learning,
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(2) the heterogeneous clustering method, (3) the sparse data expansion and fusion method,
and (4) the SST prediction method based on deep learning, is described in detail in Section 3.
Section 4 presents the experimental results and discussions. Finally, conclusions and future
prospects are summarized in Section 5.

2. Problem Description and Definition

For the observed SST data, the time series data is collected from in-site measurement
points. For the satellite SST data, it provides a spatially complete SST dataset, and each
grid point has a continuously long time series of SSTs.

First, we obtain the characteristics of the time series on each grid point of satellite SST
data, and calculate the association relationship of each grid point. Secondly, the grid points
are clustered by taking the association relationship as the features and using the location
of each in-site measurement point as the cluster center. Thirdly, based on the clustering
results, the large-scale remote sensing data are expanded and fused. Finally, the SSTs are
predicted based on the fusion results.

The specific process is shown in Figure 1 below.
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2. clustering 3. Data Fusion 4. Temperature prediction
Figure 1. Data processing.

Large-scale remote sensing data and sparse observation data in this paper are defined
as spatio-temporal series.

Definition of Spatio-temporal Series: Let D = {X!,X?,..., X"} be spatio-temporal
series data, where X = {xi, xé, s, x’n} is a piece of time-series data. Define the position
information of each time data of i in X’, and x;. (1 <j <n)is the data at the jth time point of
the ith time series, and n means the number of grid points.

Definition of Fuzzy Correlation: This is to analyze the relationship between the two
points from the perspective of time and space. Each time series data point has multiple
samples, and each sample can be divided into different categories. The relationship between
the samples can be defined by the proportional relationship between the categories.

Definition of Associated Metric: An associated metric m takes as input a tuple (x1, x2),
and produces an output r; the larger r, the higher the association.

In previous studies, the clustering methods mainly focused on exploring the optimal
clustering center on the satellite data. In this paper, we propose a fusion-based clustering
method, wherein the cluster centers are determined by in-site measurement, and each grid
point from satellite data will be aligned with certain cluster centers based on the association.

Definition of Heterogeneous Clustering: Given a time series correlation matrix R
of remote sensing data, the required number of clusters k, which is also the number of
observation points, and the clustering results are obtained by Cluster (k, R) method.

Definition of Expansion Fusion: After clustering, the sparse and uneven distributed
observation data can be expanded to cover the global ocean, where the SST value from the
satellite on each grid point will be replaced by its associated cluster center. Better clustering
performance will lead to higher expansion ability.
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3. Implementation of the Proposed Approach

The extended fusion method to predict SST for sparse data proposed in this paper is
mainly divided into four stages. The first stage is data association calculation. This stage
mainly uses the time series classification method of deep learning to classify different data
points, and then performs association calculations on the classification results between
different data points. The second stage is the cluster analysis of the data. The result of the
association calculation is used as the distance between the data points, and then K-means
clustering algorithm is used to cluster the data points, where the data center point is a
heterogeneous data point. The third stage is to continue the assimilation calculation of the
data through the clustering results. Each type of data is assimilated based on the clustering
center and the association relationship. The fourth stage is the data prediction. By using
the assimilated data for data training, the pros and cons of the assimilation methods are
judged by comparing the data prediction effects before and after the assimilation. Detailed
descriptions of the implementation are discussed as follows.

3.1. Calculation Method of Association Relationship Based on Deep Learning

This part calculates the data association relationship between different grids of remote
sensing data. Neural networks have the ability to mine and discover the relationship
between data. By using neural network algorithms, we can train large amounts of data and
build relationships between data. Therefore, it has certain advantages in the calculation of
the data association relationship between different grids of large-area remote sensing. In
this paper, we use deep learning classification algorithms to classify spatiotemporal series
data, determine the degree of association between data points, and use neural networks to
construct data relationships.

Suppose the spatio-temporal series data is D = {X! X?...,X"}, where
X' = {x},x},...,x}} is a piece of time series data, and define the category of each data
sample of X' as the ith type, and x; is the ith data sample of the jth time series. By using the
neural network algorithm for data training, f(-) can be calculated. Through data prediction
of different data, the prediction category of each data sample can be obtained. The category
sequence for the time series X' data prediction can be defined as Cl = {c1,¢2,...,¢cn},
for different times. Sequence data points can be calculated by calculating the degree of
penetration of other categories to this category. Therefore, the calculation method of data
association is as follows:

r{ = i [c; = cj]/n 1)

where 7 is the number of samples of data point X', and r} represents the relationship
between data point X/ and data point X'.

The neural network used in this paper is the Gated Recurrent Unit (GRU) network.
The GRU network mainly includes the reset gate as Equation (2) and the update gate as
Equation (3). The update gate is used to control the extent to which the state information at
the previous moment is brought into the current state. The larger the value of the update
gate, the more state information from the previous moment is brought in. The reset gate
is used to control the degree of ignoring the state information at the previous moment. A
smaller reset gate will produce a higher degree of ignoring.

re = 0(Wr - [hp—1, x4t]) ()
zi = o (Wy - (i1, xt]) 3)
’Et = tanh(Wﬁ . [T’t * ht_l,xt]) 4)
he = (1—z¢) % hy_1 + 2t % Iy (5)

ye = 0(Wo - hy) (6)
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In the above formula, Z; and r; represent the update gate and reset gate respectively.
In essence, it is the same as Long-Short Term Memory (LSTM). The output i;_; of the
previous moment f—1 is combined with the input x; of the current moment to calculate
various attenuation coefficients. The slight difference is that the linear transformation does
not use bias. Because the memory state is also h;_1, it is directly updated. The final output
network result ; is as shown in Equation (5). This result is also the memory state of the
network. The output result at each step is y; is as Formula (6).

We use a two-layer GRU network plus a fully connected layer network structure for
network training in this paper; the network structure is show in Figure 2 below.

r ™

: O O () -+ Dense layer O O Oj
- ™
. J

A Y,

Figure 2. The network structure.

The output result of the first layer of GRUCell is used as the input of the second layer
of GRUCell network, and the output of the last GRUCell is connected to the fully connected
layer, and the classification probability of each point can be directly obtained. Among them,
the two-layer GRU network can receive and process more data information, and the fully
connected layer can map data hiding information to each data category.

3.2. Heterogeneous Clustering Method Based on Association

In order to explore the situation that observation data and remote sensing data have
the same relationship in time and space, this section conducts cluster analysis on data
that of the same type but from different sources. In this section, different sources of data
were clustered based on the relational matrix between data which were mined based on
neural network relationship and K-means method. The relational matrix can indicate
the internal relationship between data and furthermore the distance between each grid
point. Suppose that A comes from relatively accurate but sparse observational data, and B
comes from relatively inaccurate but widely covered remote sensing data. According to the
characteristics of the two types of data, use the data source of A as the clustering center of
the data source of B, and then cluster the data source of B to prepare for the next step of
data assimilation.

Assuming that the source data of A filters out some or all of the data M = {my, my, ..., m,}
as the original center point, then find the data point closest to these points in the B data source, as
the center point M’ = {m’l, mh,..., m’n} of the B set, then cluster all the data in set B according
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to the K-means clustering method. Among them the distance between the data is the data
relationship calculated in the previous step, and cluster sets can be obtained.

3.3. Sparse Data Expansion Fusion Method

In order to obtain more accurate background field data so that the large-scale remote
sensing data in each area can be fused and corrected with more accurate observation
data, the fusion method in this section is to fuse the large-scale remote sensing data
through accurate sparse data. The principle in the process of fusion is that the stronger the
correlation, the stronger the degree of fusion of remote sensing data by measured data, and
vice versa.

Because there are fewer precise data and more imprecise data, the fusion method
is used to fuse precise data into remote sensing data. This is to achieve the purpose of
calibrating fuzzy data and increasing its data volume.

The measured data is the temperature data measured at a specific location in the East
China Sea, which is point data, whereas the remote sensing data is the temperature data
inversion of the entire East China Sea, which is grid data. The measured data is located in
some grid points of the remote sensing data. Using the measured temperature data in these
grid points to assimilate the remote sensing data in the same area will make the assimilated
data not only contain multi-source data, but also more accurate.

In the previous section, data clustering was completed, and n clustering sets were ob-
tained. Set B with remote sensing data was fused and calibrated by set A with observation data.

Because set A and set B are both time series data, assuming that the central point
data of a cluster set is X! and the data to be fused is X/, the fusion calculation formula is
as follows: ' o o

X =rX'+(1-r)X. )

Therefore, the assimilated data can be obtained, Figure 3 is a schematic diagram of the
assimilation method of Equation (7).

Figure 3. The red circle represents the measured data, the blue circle represents the remote sensing

data, and the connected edges represent the fusion calculation of the remote sensing data with the
measured data with the same cluster.

3.4. Prediction and Inspection Method Based on Radiation Fusion

After assimilating, more data can be obtained. By using neural network for data
training, it can better fit the real changes of the data.

Suppose the original data is D, and the data after assimilation is D’. Divide the
original data and the assimilated data into a training set and a test set according to the
same time and space. The original data are divided into trainX, trainY, testX and testY,
the assimilated data are divide into trainX’, trainY’, testX’, and testY’.

By training the neural network model on the original dataset we have the following:

trainX trainY
_)

D f(D).
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The data training network model after assimilation is

i ! ' !
D/ trulnXi;falnY f/(D/).
After the training is completed, the assimilated data is tested through two models, so
the absolute error value can be obtained by using the original data model.

MAE = f(testX', trainY")
After assimilation, the data model can be obtained as follows:
MAE' = f'(testX', trainY’).

By comparing MAE and MAE’, the effect of the assimilation model and the prediction
model can be seen.

The root mean square error (RMSE) and mean absolute error (MAE) are mainly used
as the criteria for evaluating the quality of the model. The root mean square error can
measure the deviation between the observed value and the true value; the root mean square
error represents the average value of the absolute error. The formula is as follows:

1& "2
RMSE = \/”z; (xV —Xx1) 8)

1 n
MAE:ZZ‘XIP—X{. )
i=1

4. Experimental Results and Analysis

The experimental data of this paper come from two parts, The first part is satellite
SST data, which comes from National Oceanic and Atmospheric Administration (NOAA)
high-resolution ocean surface temperature data, in which the resolution is 0.25°. SST data
include daily data from 1 January 2016 to 31 December 2016. The range is from 22.125° N
to 34.875° N, 117.125° E to 121.875° E, basically covering the East China Sea. The second
part is the actual measured data of 55 location points in the East China Sea. The location
points are within the range of the first part of the data, and the time is the same as that of
the first part of the data.

Experiment related parameters: the number of hidden layer units in the first layer
is 256, the number of hidden layer units in the second layer is 64, the Adam optimizer is
used for learning, the learning rate is 0.0001, and the cross-entropy loss function is used. In
the experiment, the window and the step size are 100 and 30, respectively, and the fully
connected output layer is 373 (consisting of 373 points), and the probability of each point
is output.

According to the correlation matrix, the data is classified into two types, and the two
types of data are assimilated according to the corresponding remote sensing data.

The ultimate goal of all algorithms is to extend the algorithm to new data. If you train
the model based on all the data, you will not be able to measure the effect of the model on
the new data. In order to solve this problem, the data is usually divided into two parts:
training set and test set. Divide the data into 70% training set and 30% test set. The training
set refers to the dataset that has been assimilated by remote sensing data and site data, and
the test set is the dataset that has not been assimilated by remote sensing data and site data.

It can be seen from the Figure 4 below that the MAE basically no longer changes when
the number of iterations reaches 300, which means that the model has basically reached
the fit.
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Figure 4. Relationship between iteration times and loss function.

Figure 5 shows the satellite SST data of the front area before assimilation, and Figure 6
shows the assimilated satellite SST data used by Formula (7).

24.°C 26°C BC
2
23
25
19
20
16 72
= = =
2 w8 2
13
19
14
1

Figure 5. Average temperature in March, April, and May before assimilation. (a) Average temperature
in March. (b) Average temperature in April. (c) Average temperature in May.

It can be seen that the data before and after the assimilation is basically consistent as a
whole, so the stability of the data is well maintained, but there are still slight differences in
some areas.

In order to verify the effectiveness of our method and the accuracy of the prediction
results, this paper uses a comparative experiment method to verify the prediction results
before and after assimilation. We use baseline methods for comparison: Gradient Boosting
Decision Tree (GBDT) [22], Random Forest (RF) [23], and the Kalman Filter (KF) method.
The methods are as follows:
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GBDT: Apply the gradient descent tree to the regression problem to make predictions.
Random Forest: Apply random forest to regression problems and make predictions. The
experimental results are shown in the Table 1 below.

25°C 26°C BC
2

b
19
16 »

Figure 6. Average temperature in March, April, and May after assimilation. (a) Average temperature
in March. (b) Average temperature in April. (c) Average temperature in May.

Table 1. Comparison of experimental results of different methods.

Time

1 Day 3 Days 7 Days 14 Days

Method

mae

rmse mae rmse mae rmse mae rmse

GBDT
RF
KF
Our method

0.852513307 1.23915234 1.300753798 1.720802339 1.611730345 2.147783524 2.186371979 2.778341512
2.288058902 5.90082053  3.597995729 7.272703867 4.777261762 8.969278431 5.374765925 9.815889435
0.389958846 0.618940732 0.646802982 1.080479235 0.900576924 1.46066052 1.260270091 1.842596171
0.373859393 0.542795005 0.57908497  0.866673458 0.766950071 1.196595851 1.248104149 1.819827343

It can be seen from the table that our method is better than the baseline method
in an all-around way, and as the number of prediction days increases, the effect of our
method is more obvious. In specific analysis, the effect of the RF method in the ocean sea
temperature prediction method is relatively general, and the GBDT algorithm has a good
effect when predicting one day, but as the number of prediction days increases, the effect
becomes worse. In particular, the prediction results in the 14-day forecast, which proved
the effectiveness of the assimilation method proposed in this paper.

In order to further verify the effectiveness of the idea of this paper, we added another
set of experimental comparisons, the experimental data we selected are the same as the
above experiments. Before data assimilation, the clustering method we choose comes from
the complex network [24], the assimilation method comes from the method proposed in
this paper, and the prediction methods are GRU and LSTM [25]. The experimental results
of GRU and LSTM are shown in the Tables 2 and 3 below.

Table 2. Temperature prediction results under different prediction aging before assimilation.

GRU

Situation 1 Day 3 Days 7 Days 14 Days

All points

Before assimilation 0.6249 1.1209 1.8523 3.0078
After assimilation 0.5490 0.9415 1.5366 2.7531
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Table 3. Temperature prediction results under different prediction aging after assimilation.
LSTM Situation 1 Day 3 Days 7 Days 14 Days
All points Before assimilation 0.8310 1.3930 2.0955 3.1397
P After assimilation 0.7473 1.1665 1.7176 2.7794

We found that by calculating the average error of different methods, when the data
are fused, regardless of the prediction time limit of 1, 3, 7, and 14 days, the results of
temperature prediction are much better than those before fusion, which shows that the
method proposed in this paper is more effective.

By calculating the average error of different methods, we find that based on the above
analysis, considering that the satellite remote sensing data has a strong correlation locally,
we cluster according to this correlation, then use the measured data to assimilate the remote
sensing data in the cluster, and use the assimilation method proposed in this paper to
assimilate the temperature data. Finally, the accuracy of temperature prediction results can
be greatly improved.

5. Conclusions

Considering that the whole sea surface temperature has a certain correlation in local
areas, this paper first clusters the sea surface temperature data retrieved by satellite remote
sensing, then judges which clusters these stations are distributed among according to the
location of the observation data, and finally uses the data-assimilation method proposed
in this paper to assimilate the remote sensing data with the observation data to obtain the
background data with high accuracy, Thus, high prediction accuracy is obtained.

(1) Through the calculation of the correlation relationship between the sea surface tem-
perature retrieved from the remote sensing data, the temperatures with the same law
are correlated. It provides a more scientific and accurate way to assimilate the sea
surface temperature with the same law for the measured data.

(2) The method proposed in this paper has the characteristics of fast convergence speed
and stable training process. It can be seen from Figure 4 that the training error of the
model tends to converge after 300 iterations.

(3) By comparing the calculation results of different methods, the method proposed in
this paper shows the best results before and after data assimilation. Especially in the
prediction of 3, 7, and 14 days, the method proposed in this paper reduces the error of
rmae by about 0.3 compared with other methods.
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