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Abstract: Lithium-ion batteries are widely used as effective energy storage and have become the
main component of power supply systems. Accurate battery state prediction is key to ensuring
reliability and has significant guidance for optimizing the performance of battery power systems
and replacement. Due to the complex and dynamic operations of lithium-ion batteries, the state
parameters change with either the working condition or the aging process. The accuracy of online state
prediction is difficult to improve, which is an urgent issue that needs to be solved to ensure a reliable
and safe power supply. Currently, with the emergence of artificial intelligence (AI), battery state
prediction methods based on data-driven methods have high precision and robustness to improve
state prediction accuracy. The demanding characteristics of test time are reduced, and this has become
the research focus in the related fields. Therefore, the convolutional neural network (CNN) was
improved in the data modeling process to establish a deep convolutional neural network ensemble
transfer learning (DCNN-ETL) method, which plays a significant role in battery state prediction. This
paper reviews and compares several mathematical DCNN models. The key features are identified
on the basis of the modeling capability for the state prediction. Then, the prediction methods are
classified on the basis of the identified features. In the process of deep learning (DL) calculation,
specific criteria for evaluating different modeling accuracy levels are defined. The identified features
of the state prediction model are taken advantage of to give relevant conclusions and suggestions.
The DCNN-ETL method is selected to realize the reliable state prediction of lithium-ion batteries.

Keywords: lithium-ion battery; state prediction; artificial intelligence; deep convolutional neural
network; feature identification; ensemble transfer learning

1. Introduction

Lithium-ion batteries have the advantages of high energy density, high efficiency, long
cycle life, and low self-discharge rate. They are widely used in electric energy storage
and electric vehicles (EVs) compared to batteries with other chemistries. High-precision,
fast, and real-time lithium-ion battery state prediction technology is the core technology to
ensure safety, achieve reliability, and prolong the service useful life of lithium-ion batteries.
It also has significant engineering value for the large-scale application of lithium-ion
batteries. As the core function of a battery management system (BMS), state prediction
plays a significant role in multiple scenarios. For instance, in terms of EVs, the accuracy of
state prediction prevents over-charge and over-discharge, extends battery cycle life, and
even affects the industrial development of EVs to a certain extent. In terms of consumer
electronic products, accurate state prediction of a lithium-ion battery helps users flexibly
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manage the battery’s remaining available energy and ensure the convenience of using these
products. For energy storage at power stations, the state of health (SOH) is one of the
primary reference indices for the safe use of lithium-ion batteries. It also plays an essential
role in maintaining the stable operation of the battery system and ensuring personal safety.
Whenever the SOH of lithium-ion batteries in an energy storage system is not accurately
predicted, it leads to overheating, combustion, and accidents. Lastly, it ensures that the
operations of energy storage power stations and even power systems are safe and stable.

Research on the state prediction method of lithium-ion batteries has gradually become
an essential topic in the field of battery management studies [1]. Accurately predicting the
state of lithium-ion batteries ensures the economical, convenient, safe, and stable operation
of equipment under several working conditions, which has become the focus of the majority
of experts and scholars. Current battery state prediction methods are mainly applied to
EVs, consumer electronics, and power system storage. However, they are rarely used in
communication base stations or uninterrupted power supply for data centers, aviation,
and military fields. Several kinds of prediction methods that are currently in use have
their corresponding disadvantages, which need to be optimized. Therefore, it is urgent
to improve the state prediction methods of lithium-ion batteries and verify them under
different working conditions.

Experts and scholars have researched lithium-ion battery state prediction technology
and put forward a series of methods that have achieved good prediction results. Currently,
the methods for state prediction can be divided into the following four categories: ex-
periment or direct measurement methods based on the traditional way of calculating the
experiment test, such as the discharge test, open-circuit voltage (OCV), and ampere-hour
(Ah) integral methods. Researchers use standard lab tests under the condition to establish
the battery’s mapping relationship between external characteristic battery parameters and
the state of charge (SOC) through the use of a look-up table or simple calculation to predict
the state of the lithium-ion battery. The model-based methods are based on the lithium-ion
battery models established for the state observer, such as the Kalman filter (KF) and its
advanced models, such as the extended Kalman filter (EKF), the unscented Kalman filter
(UKF), the particle filter (PF), and the robust H-infinity (H∞) filter. The characteristic
parameters of these methods are determined by establishing the mathematical model for
the lithium-ion battery with accurate Ah integral method calculation results to reduce the
influence of system noise, measurement noise, and system uncertainties.

The data-driven method introduces AI methods such as machine and deep learning
(DL) to construct the model vector feature state prediction of lithium-ion batteries. These
models include multiple neural networks, support vector machine (SVM), long short-term
memory (LSTM), and gated recurrent unit (GRU) models by utilizing the state change
rule of a large amount of lithium-ion battery data. The digital–analog hybrid-driven
methods for lithium-ion batteries established the hybrid prediction method of model and
data complementary advantages by integrating mathematical models and large datasets,
thereby realizing the improvement of lithium-ion battery state prediction accuracy [2].
Currently, battery state prediction based on data-driven methods has achieved remarkable
results, which is the current research hotspot and the general trend for the future.

By evaluating several prediction methods in the existing literature, this paper considers
the high-precision state prediction method based on deep convolutional neural network
ensemble transfer learning (DCNN-ETL) as the most suitable strategy compared with
traditional model-based and data-driven methods. Therefore, an improved state prediction
model for lithium-ion batteries based on the DCNN-ETL is constructed in this paper.
Different modeling methods are compared with key evaluation metrics such as the root-
mean-square error (RMSE), mean absolute error (MAE), convergence speed, and accuracy.
The main advantages of each model are highlighted by introducing specific evaluation
criteria to achieve an accurate prediction of the battery’s state. The DCNN-ETL for battery
state prediction is analyzed in detail, and effective evaluation criteria are established to
assess it using different methods. The life characteristic change process is analyzed to
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serve as a reference for the technological advancement of battery state prediction. In
addition to the DCNN-ETL, the prediction effects of other DL methods are compared and
analyzed. The high-precision DCNN-ETL method is selected for additional implementation
and validation.

2. Analysis of Various State Predictions of Lithium-Ion Batteries
2.1. Overview of the State-of-Charge Prediction

For the practical application of lithium-ion battery packs, safety, reliability, and dura-
bility are essential. Therefore, the BMS is essential to monitor the working condition and
ensure the safe and suitable operation of lithium-ion batteries [3]. The BMS is a component
integrating multiple functions for the effective and efficient management of lithium-ion
batteries. In addition to monitoring basic parameters of the battery such as voltage, current,
and temperature, the BMS uses various strategies to predict the state parameters, such as
SOC and SOH. Among them, the battery’s SOC prediction has always been a hot topic in
the field of battery management research. Accurate SOC prediction is a direct represen-
tation of the current endurance, and it is also the cornerstone for predicting the SOH of
lithium-ion batteries [4].

In the design of the BMS, there are also several research hotspots, such as solving
the problem of inconsistent battery parameters, balancing the technology, and performing
fault diagnoses on the lithium-ion batteries [5]. The SOC prediction is mostly discussed
for lithium-ion batteries. However, it is difficult to design a perfect BMS for lithium-ion
batteries because it requires a mature BMS to provide comprehensive functions and ensure
reliability [6]. Due to its design, the BMS has some technical difficulties in the execution of
the state prediction of lithium-ion batteries as a basic function. The accuracy of the state
prediction method of the lithium-ion battery directly determines whether the BMS can
work perfectly, which serves as a defense mechanism for the safety of users. Therefore, it is
essential to study the state prediction method of lithium-ion batteries. The SOC of a battery
pack indicates the remaining capacity or energy of the lithium-ion battery [7]. The SOC
level is between 0 and 1, which is usually expressed as a percentage. When the battery
is fully charged, the SOC is 1, whereas it is 0 when it is fully discharged. Its definition is
mathematically expressed in Equation (1).

SOC =
Qr

Qn
× 100%, (1)

where Qr represents the current amount of capacity in the battery, and Qn represents the
rated capacity of the battery. Both parameters are measured in Ah, but the SOC is a unitless
quantity. It is usually represented as 1 or 100% as a ratio of these parameters. The SOC
reflects the usage range of the battery to a certain extent. It plays a significant role in
improving battery efficiency, slowing down battery aging, and preventing over-charging
and over-discharging. However, the SOC of the battery cannot be directly measured but
must be calculated by prediction methods using measurable parameters such as current,
voltage, and temperature. Currently, many studies have made efforts to find real-time,
accurate, and reliable SOC prediction methods [8]. A large number of research results have
emerged. Common methods include the Ah integral, the OCV, the data-driven, and the
model-based methods [9]. It must be taken into account that the lithium-ion battery is
affected by other factors during the charging and discharging process, such as the ambient
temperature, the magnitude of the current rate, and the aging level [10]. Therefore, a more
accurate calculation expression is proposed, as shown in Equation (2).

SOC =
1− γQi

Qo
, (2)

where Qi is the amount of the battery’s energy or capacity that has been discharged at
the timepoint i, and γ is the battery efficiency parameter, which is obtained from the
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experimental data. Accurately predicting the remaining battery power has always been the
focus and difficulty of BMS. The need for the high-precision remaining energy prediction
has always been a prerequisite for prolonging the service life of the lithium-ion battery and
exerting the discharge efficiency. For instance, the temperature, SOC, and discharge at the
previous moment affect the prediction of the remaining energy of the battery. Furthermore,
polarization effects and battery life affect the state prediction, which results in a high level
of nonlinearities for the battery model [11].

In EVs, the battery pack exhibits a high degree of nonlinearity. The SOC is affected
by many factors such as discharge rate, battery temperature, self-discharge rate, and cycle
times, resulting in difficulties in accurately predicting the SOC [12].

1. Discharge rate

Under the condition that other influencing factors remain unchanged, the discharge
capacity of the battery decreases with an increased discharge rate. This is because the active
material inside the battery has a limited depth of action due to the thickness of the electrode.
When a large current is discharged, a greater discharge rate results in a shallower depth of
action and lower utilization rate, thus reducing the battery capacity, and vice versa [13].

2. Battery temperature

Battery power and active material utilization rate increase with the rise in battery
temperature, which is mainly caused by changes in electrolyte temperature performance.
When the battery temperature rises, the viscosity of the electrolyte decreases, and the
activity increases, which increases the ion diffusion movement ability. Lastly, an increase in
the utilization rate of the active material means that the discharge of the battery’s actual
available power increases. Conversely, when the battery temperature decreases, the active
material utilization rate decreases with the remaining power [14]. Therefore, the remaining
power is directly proportional to the operating temperature of the battery. In real-time
applications, the charging and discharging working temperature range of a lithium iron
phosphate batteries is 0–45 ◦C.

3. Number of cycles

After a period of use, the rated capacity of lithium-ion batteries decreases. First, the
power increases, and it remains the same for a period, and then the power gradually
decreases. For lithium iron phosphate batteries, the cycle life is generally expressed by the
number of charge–discharge times when the total discharge capacity drops to 80% of the
rated capacity [15].

4. Self-discharge rate

Self-discharge, also known as charge retention capacity, causes the internal chemical
reactions in the battery to reduce the battery’s stored energy without any connection to an
external circuit or load. Under the self-discharge of the battery, the SOC value decreases
as the storage time increases [16]. Generally, the self-discharge rate is expressed as the
percentage of capacity reduction per unit time. Its mathematical expression is shown in
Equation (3).

Isdr =
Ca − Cb
Ca × T

× 100%, (3)

where Isdr is the self-discharge rate. Ca is the battery power before storage, Cb is the battery
power after storage, and T is the battery storage period. The self-discharge rate of lithium-
ion batteries is related to many factors, such as the number of cycles, ambient temperature,
and storage time. It is generally derived and calculated by experimental methods.

The discharge process of power batteries in EVs has complex and dynamic electro-
chemical reaction processes. The battery’s SOC value is affected by factors such as discharge
rate, ambient temperature, internal resistance, and self-discharge rate. Meanwhile, these
factors vary from each other. It changes as the number of cycles increases, which increases
the difficulty of battery modeling and the SOC prediction method. Currently, the prediction
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methods of battery SOC mainly include the discharge test, OCV, Ah integral, internal
resistance measurement, and data-driven methods. These methods are introduced and
analyzed in detail below [17].

5. Discharge test method

The discharge test method is an experimental process that uses either constant or
varying current rates to continuously discharge the battery until the terminal voltage
reaches the discharge cutoff voltage. The battery capacity is equal to the product of the
current discharge value and the discharge time. The discharge test method is often used
in the laboratory. It is the most reliable SOC prediction method and is suitable for all
types of batteries. However, it also has several defects that limit its application. First,
it takes substantial measurement time. Only after the entire discharge test is over can
the SOC value at each time be calculated, and real-time prediction of SOC cannot be
achieved. Second, the previous work of the battery must be forced to stop and switched
to constant current discharge rates. Therefore, the discharge test method is unsuitable for
predicting the SOC prediction of power batteries with real-time prediction requirements.
However, it is used for the maintenance of power batteries and the determination of battery
model parameters [18].

6. Open-circuit voltage method

The OCV method predicts the SOC value on the basis of the approximately linear
relationship between SOC and OCV values of the battery. The actual operation process is
as follows: first, the battery needs to stand for a long enough time to ensure the stability
of its OCV and other parameters. Then, the OCV value of the battery is measured to
obtain the SOC value according to the known approximate linear function relationship.
The advantage of the OCV method is its simplicity and strong operability [19]. However,
the OCV can only be obtained after the battery is fully rested, when the electrochemical
reaction inside the battery is stable, which makes it impossible to track the SOC in real time.
Although the functional relationship between SOC and OCV is relatively constant for a
short time, the relationship between SOC and OCV changes with the aging of the battery,
which also affects the accuracy of SOC prediction.

7. Ampere-hour integral method

The Ah integral method predicts the SOC prediction of the battery by calculating the
accumulated power of the battery during charging or discharging and compensating for
the predicted SOC value on the basis of the temperature and the charge–discharge rate. It
is currently the most commonly used and simplest SOC prediction method, and it has been
successfully applied to the power prediction of electronic consumer products [20]. If the
initial state of charging and discharging is specified as SOC0, then the SOC value in the
current state is calculated using Equation (4).

SOC = SOC0 −
1

Qn

∫ t

0
ηidt, (4)

where Qn is the nominal capacity, i represents the battery current, which is positive when
discharging and negative when charging, and η is the battery Coulombic efficiency, in-
cluding the temperature influence coefficient ηr and the charge–discharge rate coefficient
ηi. Three problems should be paid attention to when using the Ah integral method. The
method itself cannot provide the initial battery value, SOC0. Inaccurate current mea-
surement increases the prediction error, which becomes larger and larger after long-term
accumulation. The battery efficiency coefficient η must be considered when predicting
the SOC. However, the accuracy of current measurement can be improved using high-
performance current sensors, which greatly increases the cost of the system. Moreover, to
solve the problem of battery’s Coulombic efficiency η, it is necessary to establish empirical
formulas for temperature influence coefficient ηr and charge–discharge rate coefficient ηi
through a large number of experimental data. If the SOC prediction accuracy requirement
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is not high, the Ah integral method can be applied to the measurement of the remaining
battery power of EVs.

8. Internal resistance measurement method

The internal resistance measurement method refers to the method of measuring the
internal alternating current (AC) resistance of the battery by exciting the battery with
different frequencies of AC and calculating the SOC value using the static battery model of
the remaining power and the AC internal resistance. At the later stage of battery discharge,
the internal resistance measurement method has high prediction accuracy and battery
adaptability and is generally used in combination with the Ah integral method. However,
this method only considers two aspects of discharge current and internal resistance. Thus,
it does not consider the influence of environmental temperature, battery cycle times, the
imbalance between battery cells, and other factors on the internal resistance of the battery.
The cause of battery internal resistance is very complicated; accordingly, the internal
resistance measurement method makes the final SOC accuracy not very high. Furthermore,
there are differences in AC impedance at different current frequencies, and EV power
batteries do not work at a fixed AC frequency. Consequently, the internal resistance
measurement method cannot meet the SOC prediction requirements of lithium-ion batteries
for EVs [21].

9. Data-driven method

The neural network is an AI technology that has been developed in recent years and
uses a simulation of brain signal processing. A neural network is a complex nonlinear
system formed by a large number of simple neurons connected extensively. It can automat-
ically summarize the collected data and obtain the internal characteristics of the data. It
also has a nonlinear mapping capability and is suitable for noncausal relationships with
more complex nonlinearities, such as identification, judgment, reasoning, and classification
issues. The battery is a highly nonlinear system, and it is usually difficult to establish a
reasonable and accurate mathematical model for its charging and discharging process [22].
Therefore, given external incentives, the data-driven method can use its self-learning ability
and the parallel structure to simulate the nonlinear characteristics to predict the SOC value
of the lithium-ion battery.

SOC prediction often uses a typical three-layer neural network structure, in which the
number of neurons in the input and output layers is determined by the requirements of the
actual system. Furthermore, the total number of neurons in the middle layer depends on the
system complexity and the analysis accuracy requirements. The data-driven method uses
inputs including battery voltage, ambient temperature, charging and discharging current,
battery internal resistance, and accumulated discharge power. Whether the input type
and quantity are reasonable or not, they directly affect the calculation cost and accuracy of
the method model [23]. The disadvantage of the data-driven method is that experimental
datasets are needed to train the parameters. However, the SOC prediction accuracy is
significantly affected by the training data and the training method.

10. Kalman filtering method

Lithium-ion batteries are a typical nonlinear system. With the development of the
KF method, the improved KF can already be used in complex nonlinear systems. For the
nonlinear KF method, there are mainly the EKF and UKF methods. Among them, the
EKF method uses the partial differentiation method for linearization. It uses the partial
differentiation method to generate the Jacobian matrix in each iteration cycle of the method;
hence, the calculation is more complicated. Conversely, when the nonlinear state-space
equation is linearized with the Jacobian matrix in the EKF method, if the system is highly
nonlinear, the convergence results may deviate, which may lead to divergence of the
prediction results [24]. The UKF method uses an unscented transformation to approximate
the probability density distribution of state variables of the system. Compared with the
EKF method, this transformation has certain advantages. Data transformation is not only
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more accurate but also simple in calculation and easy to implement, which makes it more
suitable for state prediction of nonlinear systems.

2.2. Overview of the State of Health Prediction

With the application of lithium-ion batteries in aviation, new EVs, civil power gen-
eration, and other fields, ensuring the safety and reliability of lithium-ion batteries under
complex working conditions has become a critical issue in the field of lithium-ion battery
research. Researchers use the SOH to indirectly represent the current performance of
batteries. Hence, it is essential to accurately predict the SOH of lithium-ion batteries to
extend the life of the battery while ensuring reliability throughout its life in real-time [25].
Battery SOH represents the ratio of the current battery capacity to the rated capacity of
the new battery and refers to the state of the battery from the beginning to the end of life,
which is expressed as a percentage. This is used to quantitatively describe the current
performance of the battery [26].

There are many performance indicators for batteries. There are many definitions for
SOH; therefore, the concept is not unified. Currently, the definition of SOH is mainly
reflected in capacity, electric quantity, internal resistance, cycle times, and peak power.
The automobile industry-standard “QC/T743-2006” issued by China in 2006 stipulates the
conditions for the end of lithium-ion battery life, i.e., when the available capacity attenuates
to 80% of the standard capacity [27]. Currently, SOH is generally recognized in the industry
as shown in Equation (5).

SOH =
Qn

Qo
× 100%, (5)

where Qn represents the actual available capacity of the battery after it is put into use,
and Qo is the rated or nominal capacity of the new battery before it leaves the factory. Qn
decreases with the increase in the number of charge and discharge cycles.

In recent decades, extensive studies have been carried out on the capacity and SOH
predictions of lithium-ion batteries, which can be divided into three types: empirical or
electrochemical models, equivalent circuit models (ECMs), and data-driven models, which
can be divided into micro and macro timescales according to the time perspective [28]. The
micro timescale focuses on the state of single charge and discharge of lithium-ion batteries.
The macro timescale focuses on data over the useful life period of the lithium-ion battery.

The empirical or electrochemical models mainly start from the electrochemical reac-
tion mechanism of the battery itself and predict the SOH of the battery by studying the
electrochemical law of the decline of the battery capacity [29]. This kind of method mainly
builds the mechanism model of the battery according to the porous electrode theory and
the concentrated solution theory. It describes the physical and chemical reaction process
between the electrode and the active material surface. The model parameters related to
degradation were identified using the measurement or system identification method to
predict the SOH of the lithium-ion battery [30]. Commonly used electrochemical models
include a two-dimensional quasi-electrochemical model, a single-particle model, and an
extended single-particle model [31]. Compared with other models, the electrochemical
model can better evaluate and simulate the key performance indicators of the power bat-
tery. However, there are many parameters related to the internal materials of the battery;
thus, it is difficult to update and regularly calibrate in real-time applications. The model
computation is high and generally only used for battery performance analysis. However,
the simplified electrochemical model has reduced computational cost. The dynamic sim-
ulation accuracy is poor because the nonlinearities and the variation of the characteristic
parameters of the battery with SOC are ignored.

An ECM is a battery model and method that replaces the actual and complex phys-
ical and chemical working process of the battery with an equivalent, simple, and easily
researched physical or mathematical process under a condition. Therefore, the accuracy
mainly depends on the adaptability of the model to the working process of the battery. The
ECM is mainly from the perspective of electrical engineering to convert the lithium-ion
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battery into an equivalent circuit model, and the corresponding relationship between the
OCV and SOC is established. The dynamic characteristics and capacity decline characteris-
tics of the battery are described using the measured operating voltage, current, and other
external working conditions [32]. The core technology includes accurate measurement of
battery internal resistance, which describes battery characteristics, and a prediction of the
functional relationship between OCV and SOC [33]. The main research methods are KF
and PF methods.

Although an ECM can effectively predict capacity under certain conditions by first
simulating the battery’s impedance, the battery internal resistance measurement results
cannot be guaranteed under the condition of traceability, and the accuracy of such simula-
tion results is not reliable. These technologies require several matrices and a high demand
for computing resources, which hampers the real-time application. The data model can
directly analyze the hidden SOH information and its evolution rule from the external
characteristic parameters of lithium-ion batteries [34]. The battery data mostly come from
the user process data and laboratory data, which contain the influence of various working
states on the battery to reflect the individual differences to a certain extent and overcome
the problem of poor adaptability of the ECM. Currently, such methods mainly include
neural networks, SVM, and autoregressive models [35].

Currently, given the strong nonlinearity of lithium-ion batteries, the related research
is mainly divided into two types of methods: model-based and data-driven methods to
realize the health status [36]. The model-based method, which was established earlier, is
a relatively mature mathematical method. It mainly establishes an ECM to simplify the
complex internal reactions of the lithium-ion battery and then predicts the health status
combined with intelligent state observers. The established models mainly include the
electrochemical mechanism model, ECM, and empirical model. Internal factors such as
the electrolyte concentration and SOC, as well as the influence of external factors such as
temperature effects on the SOH, need to be considered [37]. Data-driven methods for the
lithium-ion battery’s SOH prediction are also making progress, using the backpropagation
(BP) neural network and other neural networks to make discoveries. Compared with
the mathematical model-driven method, the accuracy of the assessment of the SOH of
lithium-ion batteries has significantly improved [38].

Even though much progress has been made in the field of lithium-ion battery condition
assessment at this stage, due to the dynamic nature of the lithium-ion battery itself and
various complex working conditions, it is difficult to achieve a high-precision simulation of
the real working conditions and the SOH [39]. There is also a lack of uniform measurement
standards, and the relevant studies and applications are still in an immature state [40].

2.3. Overview of the State-of-Power Prediction

The state-of-power (SOP) prediction of the battery is an essential part of the BMS
of the power battery pack. The accuracy of the SOP prediction directly affects the user’s
judgment of the vehicle information, which affects the normal operation of the vehicle [41].
For an in-depth study, SOP is used to describe the peak charge–discharge power of the
battery in its current state. The peak power of the battery can be predicted by evaluating
the charge–discharge limit capability of the battery. The SOP guides the lithium-ion battery
pack to optimally match the power performance of external equipment and provide an
effective safety guarantee and power output for the equipment and battery pack within a
safe range. It also helps maximize the braking energy recovery function of the motor [42].
The prediction of SOP helps to prevent over-charge and over-discharge in advance and has
significant theoretical and practical value for prolonging the service life of the batteries.

The test conditions for battery peak power mainly include the United States Advanced
Battery Consortium (USABC) test manual, the HPPC test proposed by the Freedom CAR
project, the JEVS power density test, and the power test proposed by the Chinese Ministry
of Science and Technology in the battery test specification. The core of the USABC test is the
peak power test of the battery. The battery is discharged to a different depth of discharge
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(DOD), and then the battery is continuously discharged for t seconds to reach the battery
discharge cutoff voltage, Umin [43]. For the HPPC test, when the battery is continuously
discharged at a constant current for t seconds, the terminal voltage drops to the battery
discharge cutoff voltage, Umin. Then, the constant current value is the peak current of the
battery in that state.

The objects tested by the JEVS power density test are mainly lithium-ion and nickel–
metal hydride batteries. For this test, the peak power at different power levels is from 0%
to 100% [44]. The batteries are charged alternately at different rates. After discharging, the
voltage–current fitting curve is used to find the highest charging voltage and the lowest
discharging voltage of the battery at different depths of discharge. Then, the peak power of
the battery is obtained by substituting the corresponding calculation formula [45].

The peak power of the battery refers to the product of the voltage value and the current
value collected by the BMS every 0.1 s [46]. The average power of the battery at 1, 3, 5,
and 10 s is calculated by dividing the accumulated peak power by the discharge time [47].
According to the different uses of the battery, different continuous discharge times are
defined. For hybrid EVs, high-current continuous discharge is required for 10 s. For battery
EVs, continuous discharge is required for 30 and 60 s [48].

Currently, the research on the battery power state mainly focuses on the impact of
a single factor on the peak power of the battery and the maximum power during the
entire battery usable period [49]. Researchers have analyzed the influence of battery
power, temperature, and terminal voltage on battery power. It can be concluded that
temperature has the most influence on the prediction of SOP [50]. Some studies proposed
multi-dimensional dynamic control methods to predict the battery voltage to calculate
the available battery power. Some studies suggested that the predicted variables, such as
SOC and aging, are not accurate values. However, these parameters are directly used in
the battery model to predict the online peak power of the batteries [51]. Later studies put
forward an electrochemical model that considers the influence of temperature on internal
resistance and capacity [52]. The EKF method was used to predict the SOP of the lithium-
ion battery, and the maximum peak power of the charge state and the minimum discharge
states were obtained through multiparameter constraints [53].

2.4. Overview of the State-of-Energy Prediction

Accurate state-of-energy (SOE) prediction seems to be more complicated and challeng-
ing compared to SOC prediction due to the consideration of nonlinear battery equilibrium
potential [54]. In recent times, extensive attempts have been made to improve the effec-
tiveness of SOE prediction. The main SOE prediction methods, with their advantages and
disadvantages, are shown in Figure 1.

Figure 1. SOE prediction methods in terms of key benefits and drawbacks.
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In Figure 1, it can be observed that the SOE prediction methods commonly used can
be roughly divided into three categories: the power integration method, the data-driven
prediction method, and the model-based method [55].

1. Power integration method

The power integration method is simple to calculate and implement and is often taken
advantage of to predict the SOE of a battery. However, this method has obvious drawbacks.
Firstly, it is difficult to obtain the initial value of the battery SOE accurately [56]. In the
power integration method, an inaccurate initial value is utilized to predict the SOE, which
easily causes the accumulation of errors [45]. Secondly, the method is sensitive to the
accuracy of the current sensor. The working conditions of lithium-ion batteries are complex,
and the sensor is often affected by uncontrollable factors such as external temperature and
noise, resulting in accumulated errors in the integration process. Lastly, the method has a
high dependence on the initial energy value of the battery [57]. Nevertheless, the aging of
the battery leads to energy attenuation, which reduces the reference energy, resulting in a
decrease in the prediction accuracy of SOE [58]. The mathematical expression of the power
integration method is shown in Equation (6).{

SOE(t) = SOE(t0) +
1

En
∫ t

t0
uIdt

SOE(t) = SOE(t0) +
uI∆t
En

(6)

Equation (6) shows the continuous and discrete forms of the power integration method,
where SOE(t) refers to the energy state value at the current moment, and SOE(t0) is the
initial energy state value. En is the rated energy of the battery, and I represents the
charging and discharging current of the battery under actual operating conditions. Due
to the shortcomings of the power integration method, scholars have proposed a series of
improvements, such as solving the SOE value by constructing the mapping relationship
among the discharge power, OCV, residual energy, and the SOE [51].

2. Data-driven SOE prediction method

With the rise of machine learning techniques, data-driven methods are widely used
in battery SOE prediction. For example, a BPNN was used to capture the nonlinear
and coupled properties of the battery, considering irreversible energy losses due to Joule
heating, electrochemical reactions, and phase shifts [59]. Similarly, considering the effects of
temperature and discharge rate, a wavelet neural network model was applied to simulate
battery electrodynamics. Furthermore, methods such as LSTM and SVM are used for SOE
prediction. The prediction effect of these types of methods depends to a large extent on
the quantity and quality of training data and the choice of fitting method, which requires a
large amount of computation and high sensor accuracy [49].

3. Model-based SOE prediction method

Scholars have proposed many SOE prediction methods based on the state-space
model to overcome the shortcomings of the power integration method. This method first
establishes the ECM of the battery, such as the Thevenin model, the second-order resistor-
capacitor (RC) model, or the composite ECM [60]. Then, it selects the appropriate observer
or filter for SOE prediction, such as the EKF, UKF, CKF, PF, H∞, and other corresponding
optimized methods [61].

4. Extended Kalman filter

The EKF method is an improvement of the traditional KF method by expanding the
linear system. The first-order Taylor series expansion is used, while ignoring the higher-
order terms. The method can be applied to nonlinear systems such as lithium-ion batteries.
The method iterates the state vector at the current moment according to the predicted
value of the state vector at the previous moment and the output observation value at the
next moment. Moreover, the error covariance is updated, and the state vector is gradually
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corrected by the coefficient gain such that the result is close to the true value. The structure
of the EKF method is simple and easy to understand, and it is one of the most widely
used SOE prediction methods. the second-order RC model is shown in Figure 2 as an
example, taking SOE, U1, and U2 as state variables, and the terminal voltage UL as the
observation variable.

Figure 2. The second-order resistor–capacitor equivalent circuit model.

Figure 2 shows the second-order RC ECM, where UOC represents the OCV of the
battery, and UL indicates the terminal voltage of the battery. R0 is the internal ohmic
resistance of the battery, which is used to characterize the instantaneous voltage drop
caused by the battery current. R1 and R2 are polarization resistances, and C1 and C2 are the
polarization capacitances of the battery.

SOEk
U1,k
U2,k

 =

1 0 0
0 e∆t/τ1 0
0 0 e∆t/τ2

SOEk−1
U1,k−1
U2,k−1

+


− ηUL,k−1∆t

EN

R1

(
1− e∆t/τ1

)
R2

(
1− e∆t/τ2

)
Ik−1 + wk,

UL,k+1 = g(SOEk)−U1,k −U2,k − I(k)R0 + vk,

(7)

where η is the Coulombic efficiency, which is generally defined as 1 during the discharge
process, τ represents the time constant, wk is the system noise, and vk is the expression of
the measurement noise. UL represents the terminal voltage of the battery ECM. g(SOEk) is
the functional relationship between the OCV and SOE. The prediction process based on the
EKF method can be divided into two parts: the prediction stage and the correction stage.
The expression of the prediction stage is shown in Equation (8).{

X̂−k = AX̂k−1 + BIL,k−1 + wk
P̂−k = AP̂k−1 AT + Qw

(8)

In Equation (8), A is the state transition matrix, B is the control-input matrix, and P
indicates the prior error covariance matrix. The expression of the correction stage is shown
in Equation (9). 

Kk = P̂−k CT
k
(
Ck P̂−k CT

k + Rk
)−1

X̂k = X−k + Kk
[
Zk − h

(
X−k
)]

P̂k = (1− KkCk)P̂−k

(9)

In Equation (9), Zk-h(*) represents the innovation at the current moment, i.e., the
difference between the actual terminal voltage and the analog terminal voltage in the
prediction process, I is an identity matrix, and C represents the system output matrix.
The correction stage includes the Kalman gain update, state estimate update, and error
covariance matrix update.

The SOE prediction process based on the EKF method is an auto-recursive “prediction–
correction” method. Firstly, the predicted value is calculated, and then the predicted value
is updated on the basis of the innovation and Kalman gain obtained from the observed
value. The prediction can be obtained from the filtering value, which is obtained from the



Energies 2022, 15, 5053 12 of 27

prediction. The filtering and prediction interact, do not require any observation data to be
stored, and can be processed in real-time applications.

The EKF method is less complex but has significant disadvantages. When the EKF
method is used in a nonlinear system such as a lithium-ion battery, it linearizes the system.
The specific implementation method is to perform a Taylor series expansion of the nonlinear
equation but discard the high-order terms to use the linear Kalman method. However,
when the high-order terms of the Taylor series expansion of the nonlinear equation contain a
large amount of system information, blindly discarding the high-order terms can introduce
a large linearization error. This reduces the accuracy of the method to predict the SOC and
even causes filter divergence.

5. Cubature Kalman filtering method

The cubature Kalman filtering (CKF) method is based on the third-order spherical
radial volume criterion. It uses a set of volume points to approximate the state mean
and covariance of nonlinear systems with additional Gaussian noise. The method is the
closest approximation method to Bayesian filtering and can effectively solve the problem
of nonlinear system state prediction. The method does not need to ignore high-order
terms through Taylor series expansion and linearizes the nonlinear system. The prediction
accuracy is higher than that of the EKF method [59].

The UKF and CKF methods do not need to linearize the nonlinear equation. The
linearization error is eliminated, and the accuracy is greatly optimized compared to the
EKF method. The UKF method transforms the linearization method of omitting high-order
terms from the Taylor series expansion of nonlinear equations into an approximation of
the eigenvalues of probability and statistics of nonlinear equations. There is no strict
mathematical theory as the basis. Moreover, for the same sampling filtering method, UKF
and CKF methods need to generate a point set through a certain sampling method in each
iteration process. The point set size of the UKF method is 2n + 1, while the volume point
set of the CKF method is only 2n. That is, each iteration is one sampling point less than the
UKF method. Hence, theoretically, the CKF method has higher execution efficiency and
better real-time performance.

In summary, the CKF method is superior to both the EKF and UKF methods in
practicality, theoretical basis, time complexity, and reliability, which makes it very suitable
for the SOE prediction of lithium-ion batteries [49].

6. Particle filter

The PF method obtains the posterior probability density distribution of the state vector
of the system. Then, it approximates the probability density function (PDF) by finding a set
of random sample values propagated in the state space to replace the integral operation
with the mean value of the sample. After the state update and time update, the weight and
position of the particles are continuously adjusted on the basis of system observation. The
initial conditional distribution is updated through the adjusted particle information. When
the number of particles is large enough, the probability density distribution function of
the updated particles gradually approximates the PDF of the state. The mean value of the
particles approximates the predicted value of the state vector.

In terms of SOC and SOE prediction, compared with other Bayesian filters. The main
advantage of the PF-based method is that it can be applied even if there is uncertainty
in non-Gaussian measurements. The approximate PDF is obtained through the obtained
approximate PDF. The requirements for the system model of the PF are lower compared to
those of the KF methods in real-time applications. The PF does not require the model used to
be linear and has a wide range of applications in solving nonlinear problems. However, the
method requires a large amount of calculation and is prone to particle degradation. Hence,
it needs to be further optimized when predicting the state of lithium-ion batteries [61].
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7. Multistate collaborative prediction

Lithium-ion battery states are coupled and interact with each other. The multistate
joint prediction and prediction can obtain more accurate results considering the multiple
coupling of the electrothermal and aging conditions inside the battery. Furthermore, the
BMS monitors various states of the battery, including the SOC, SOE, and SOH. Hence, the
multistate collaborative prediction is aligned with the actual needs [62].

Domestic and foreign researchers have conducted extensive research on multistate
joint prediction. The collaborative co-prediction of SOC and SOH is dominant in the
existing literature. The main reason is that, with the continuous use of the battery, the
capacity and internal resistance change. The rated capacity and internal resistance of the
battery influence the SOC. The regular update of the SOH (capacity or resistance) can
improve the accuracy of SOC prediction [63].

In addition to the joint prediction of SOC and SOH, some researchers also dealt with
other two-state predictions, such as co-prediction of SOC and SOP, co-prediction of SOC
and state of temperature (SOT), and co-prediction of SOE and SOP. Compared to predictions
with only one state application, multistate prediction scenarios require more computational
effort. Hence, designing simpler and more accurate ECMs and more advanced state
prediction methods such as multi-timescale predictors will be the significant direction of
future research [64].

3. Deep Convolutional Neural Network for State Prediction

In this section, the main state prediction features are analyzed for the DCNN method,
introducing the specific indicators for evaluating the modeling accuracy and computation
cost to evaluate the state prediction effect.

3.1. Mathematical Modeling of Deep Learning

A wide range of DL methods are used to predict the state of lithium-ion batteries.
Compared with a feedforward neural network (FNN), an extreme learning machine (ELM)
has a single hidden layer, fast learning speed, and effective generalization performance,
and it introduces the idea of generalized learning (GL) [65]. An enhanced ELM model was
constructed by nonparametric aging analysis to realize the storage and cyclic operation of
the experimental data. The improved Gaussian regression and nonlinear regression were
used to construct a multi-timescale framework to predict battery SOH [66]. A collabora-
tive Gaussian processing regression model for capacity trend transfer learning between
batteries was established. An improved DL method was proposed to describe online
capacity variation.

An intelligent wavelet-antagonistic depth hybrid model was established to accurately
predict solar power generation. Reinforcement learning and odorless transformation have
also been introduced into random multicarrier energy management in smart devices [67]. A
renewable microgrid energy management model based on an advanced machine learning
model was established by considering the charging requirements of hybrid EVs. A DCNN
was established to predict the battery power. A high-precision detection method based on the
enhanced recurrent neural network was proposed for transmission line defect identification [68].

A state prediction was carried out using a DL data-driven method for preliminary data-
driven processing to predict the battery state. Machine learning (ML) methods, including
SVM, k-nearest neighbor (k-NN), artificial neural network (ANN), and linear regression
(LR) methods, were applied to extract the degradation pattern recognition of lithium-ion
batteries using impedance spectrum [69]. Combining the effective variables and LSTM with
variable input sizes with other feature samples to achieve adaptive time series prediction
and online verification, a DL method was implemented. An iterative deep neural network
(DNN) framework was constructed for battery state prediction, in which two LSTM layers
were established for feature extraction, LSTM1 and LSTM2 [70]. Battery parameters had
the same size in each layer, making it highly scalable for different network input sizes. The
overall framework of the DL prediction model is shown in Figure 3.
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Figure 3. The whole framework of the DL prediction process.

As shown in Figure 3, a different number of data features are prepared for each
sampling process according to the prediction model structure. When these samples are
fed into the network, the data segment is used as the input for each LSTM unit. Hence,
the network structure adapts to different input sampling sizes. When using n = 3 as the
processing input window size number, the LSTM1 cells with the same parameters are
connected to the first layer, and the second layer, LSTM2, follows a similar pattern. The
structure of the LSTM cells changes when different data segments are processed because
multiple samples are obtained from a single tag to expand the available training dataset [71].
On the basis of the real-time validation results of the measured data, the prediction model
structure is adjusted to achieve better performance. After feature extraction of the two
LSTM layers, the output of the last LSTM2 cell, which contains information extracted from
the entire input matrix, is used for further state prediction [72]. Then, a full connection
layer containing neurons is used on top of the future prediction network. This expression
is described as a mathematical function, as shown in Equation (10).

Ŷn
t =

{
Ŝt+k

}
,k = 1, 2, . . . , np, (10)

where Ŷn
t is the predicted matrix at timepoint t with sample count n, by state parameter

Ŝt+k of t, offset from 1 to np composition. In this paper, the state prediction method
and mathematical and experimental analysis of an advanced BMS are presented. The
deep Gaussian regression is taken advantage of to predict the health status degradation
prediction of lithium-ion batteries. Combined with the integration and transfer learning of
lithium-ion batteries, an improved DCNN model is established. The 10 year daily cycle
data of eight implantable lithium-ion batteries are used as the dataset for the first time, and
sub-models of the DCNN are pretrained using the dataset. The overall framework of the
DCNN prediction process is presented in Figure 4.

Figure 4 shows the DCNN-ETL sub-models and implements state prediction using
a comprehensive computational strategy, which is a pretrained DCNN model that plays
a significant role in the iteration. Accurate state prediction of the state largely depends
on ECM. The ECM uses the voltage responses to simulate the internal reactions and
electrochemical processes of the lithium-ion battery. The influence of temperature change
on the model structure is analyzed by combining the electrochemical model and the ECM
with a high-precision feature description. On this basis, the distributed feature modeling
is utilized to describe the battery’s life cycle characteristics, and its performance serves as
the foundation for the state-space equation. Using the mathematical description of the test
results, the ECM of battery life cycle operating conditions is constructed, which provides
a theoretical basis for the state-space equation at a wide temperature range. Through
several experiments, the key factors are analyzed. Then, the model effectively simulates
the characteristics of the battery.

Battery characterization and state prediction are effectively realized by the iterative
application of terminal voltage and current. On the basis of the experimental tests of
various working conditions, the various rules of each parameter are obtained. Then, an
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improved state prediction framework is established by combining mathematical state-
space description with model parameter identification. The time-varying parameters of
the battery are affected by several environmental factors; hence, the model includes an RC
circuit. Because the time-varying battery state contains stimulus factors, online parameter
identification based on measured voltage and current data produces a stress response to
external factors that effectively reflects the battery’s dynamic characteristics [73].

Figure 4. The overall framework of the DCNN-ETL prediction process.

3.2. DCNN-Based Calculation Framework

A neural network is an operational model consisting of a large number of nodes and
the connections between them. Each node represents a specific output function, called the
activation function. Each connection between two nodes represents a weighted value of the
signal passing through the connection, called weight, which is equivalent to the memory of
an ANN. The output of the network depends on the connection mode of the network. The
weight and excitation functions are different. The network is usually an approximation of
some method or function in nature and may also be an expression of a logical strategy [74].

The factors affecting the battery’s SOH include the temperature, discharge depth,
and charging rate. However, these indicators cannot directly represent the performance
degradation degree of lithium-ion batteries, making it difficult to detect the SOH online [75].
The actual battery capacity refers to the electric energy stored when the battery is fully
charged, which is an essential parameter that can directly represent the degradation of the
battery. Therefore, it is often used as a health indicator to describe the degradation degree
of a battery’s SOH [76].

The battery capacity data are easy to collect and directly reflect the SOH of the battery.
Therefore, the battery capacity is used as the SOH indicator to describe the degrada-
tion trend [77]. Figure 5 shows the overall flowchart of the DCNN-based SOH predic-
tion method.

The DCNN process includes the obtained data sample features and the updated weight
position coefficients of particles. The previous empirical distribution is modified on the basis of
the measurement results of the weight position coefficient [78]. With the same SOH prediction
accuracy, the number of particle samples is reduced, thus reducing the amount of calculation.
The learning is transferred into knowledge learning from the input dataset and encoded as
parameters of the n-single DCNN sub-model, as shown in Equation (11).

θS =
{

θS
1 , θS

2 , · · · , θS
n

}
. (11)
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In Equation (11), the overall calculation of the DCNN modeling particle-matrix θS is
composed of n single DCNN sub-modeling factors of θS

n , where n is the number of single
DCNN sub-models. Then, the pretrained DCNN model is transferred into the DCNN-TL
model, and each step includes five convolution layers and three fully connected layers.
Furthermore, this type of learning for the prediction of the state is used to achieve effective
capacity prediction performance of internally connected lithium-ion cells. The TL method
is to adjust the pretrained DCNN model through the dataset in the source task. Since
long-term cyclic experimental testing is feasible, short-term cyclic experimental testing
is carried out to make the model perform well in the target task. This enables efficient
knowledge transformation with a smaller dataset, thus reducing the need for data collection
and maintaining stable prediction accuracy. After the TL step is completed, n CNN-TL
sub-models are established on the basis of the learning parameters of the DCNN model.
Then, the whole framework of the CNN-ETL model is obtained by ensemble learning,
including n CNN-TL sub-models, one fully connected layer, and one regression layer. The
framework of the TL is shown in Figure 6.

Figure 5. The overall flowchart of the DCNN-based SOH prediction method (“*” is a special symbol
that is used to characterize new values different from M and W, which have been calculated by DBN
and LSTM algorithms).

Figure 6. The flowchart of the iterative DCNN-based residual capacity prediction.

In Figure 6, the flowchart of a single DCNN-TL model is constructed from the DCNN-
ETL modeling process. First, the input matrix X should be entered into each sub-model.
Second, the convolution layer uses the k of the convolution operation C(X, K) to check the
input matrix X for correction. The filter moves horizontally and vertically as X changes,
and similar computational processing should be performed for each data point of the



Energies 2022, 15, 5053 17 of 27

sampled features. The i-th and j-th columns of the convolution layer’s k-th output are
shown in Equation (12).

Zlconv
i,j,k = C(X, K)i,j,k =

kh
∑

r=1

kw
∑

s=1

kc
∑

t=1
xi′ ,j′ ,t′kr,s,t′ ,k + bk

i′ = (i− 1)Sh + r
j′ = (j− 1)Sw + s

, (12)

where kr,s,t′ ,k and s represent the weight and deviation of k kernel at the convolution layer,
respectively. The state-space model is used to predict the SOH of the lithium-ion battery.
A new dataset is generated when constructing a state-space equation for each particle.
Then, the matched particles are extracted to generate a new dataset. When the system
gets the updated observations, the state-space equation generates a new set of particles.
Therefore, the predicted value is obtained on the basis of the observation equation. The
error between the actual and the predicted values for each particle feature is calculated
using the observation equation. The one-step iterative framework of the sub-model of the
DCNN-TL is presented step by step in Figure 7.

Figure 7. The one-step iterative framework of the DCNN-TL sub-models.

In Figure 7, the significance of the DCNN method is that there is no strict data length
requirement in the calculation process. Thus, it can predict time-varying dynamic parame-
ters with high precision and accurately extract discrete random samples. These particles
use the possible density functions to complete the average prediction and data sampling
feature processes to achieve effective time-varying model parameter prediction. Therefore,
it is suitable for complex environmental effects. The steps of the resampling method are
realized. The weight of each particle is calculated using Equation (13).

q(χk|x0:k(i), y1:k) = p(xk|χk−1(i)). (13)

In Equation (13), combined with theoretical analysis, simulation, and experimental ver-
ification, an improved model adapted to complex and wide temperature range conditions
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is established. This model requires only a few effective particles and performs iterative
calculations with a set threshold. If the number of effective particles is less than the set
threshold, the model needs to be re-established. After sampling, the corrected particles are
reselected so that a new set of particles can be formed using these selected particle features.
Then, a posterior prediction is made for the system before resampling. The calculation
process is realized on the basis of the posterior prediction effect, as shown in Equation (14).

wt
(i) = (wt−1

(i))
α p(zt

∣∣∣xt
(i))p(xt

(i)
∣∣∣xt−1

(i))

q(xt(i)
∣∣xt−1

(i), z1:t)
, (14)

where α is the annealing parameter of the genetic method, which is used to control the
influence of the weight factor to reduce sample computation. The modeling effect is
evaluated by considering the representation accuracy and computational complexities
according to the requirements of state prediction. Therefore, using the experimental
data measured in real time, the modeling process has strong applicability. Moreover, an
equilibrium parameter is introduced to characterize the capacity difference between inner
connected cells. Combined with the advantages of various construction methods, the
modeling is improved. The function relation and mathematical state-space equation are
calculated iteratively. During the experimental tests, the discharge capacity and time can
be adjusted by changing the number of resistors added to the main circuit.

3.3. Application Analysis from Other Studies

The migration neural network (MNN) was designed to predict the aging trajectory of a
battery that is adaptive to the pulse current working conditions. The SOH value of lithium-
ion batteries is predicted using the ANN. Empirical mode decomposition is also used in the
prediction process [79]. The improved ELM method is used to predict SOH, but the DNN
method can also be used. The extensive ELM method is also used to predict the capacity
of lithium-ion batteries [80]. An SOH prediction method was proposed using the fusion
model and attention mechanism, which uses linear regression, SVM, adaptive nonattention
mechanism LSTM, attention mechanism LSTM, and experimental verification [81].

From the microgrid application, grid battery life management can be used to improve
the performance of EVs. The hybrid state prediction is conducted to realize the state
optimization of different lithium-ion battery formulations. The case-based transfer learning
is conducted to design the state prediction model for different battery formulations [82].
Average Euclidean distance (AED) and stacked denoising autoencoder (SDA) methods
are used as powerful DL prediction methods. Using a nonuniform sampling of power
data and DNN, a noninvasive load monitoring method was proposed [83]. The schematic
and framework of the LSTM-based state prediction network can be described as shown
in Figure 8.

Figure 8. The schematic and framework of the LSTM-based state prediction network. (a) LSTM
prediction schematic network. (b) The unfolded LSTM-RNN architecture.
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The CNN is used to identify the parameters of the electrochemical lithium-ion battery
model with high calculation accuracy. A new machine learning method was proposed to
realize battery health management. An integrated data mining framework was constructed
for the battery characteristic expression and prediction [84]. The DL methods perform
feature extraction in an effective automated manner using minimal domain knowledge
and computation [85].

These methods are realized with a hierarchical data representation architecture to
extract the advanced features from the last layer of the network. Additionally, low-level
features are extracted from the bottom layer. These types were inspired by AI originally,
which has achieved great success in many fields to become one of the most popular research
directions in the machine learning society [86]. An overview of DL is obtained from different
perspectives, including history, challenges, methods, frameworks, applications, and parallel
and distributed computing technologies [87]. Therefore, the DL method was introduced
into the RUL prediction process, and its overall framework is presented in Figure 9.

Figure 9. The DL and related method application for the SOH prediction.

In Figure 9, DL-based methods are considered a broad research method, and the
biggest challenge is to train them using existing large datasets. As datasets are becoming
large, diverse, and complex, the DL method has become a key tool for large-scale data
analysis [88]. Challenges and opportunities arise in key areas that should be prioritized,
including parallelism, scalability, functionality, and optimization. Different DL networks
have been introduced into different application fields, such as RNN, CNN, TensorFlow,
and PyTorch methods, to solve this problem [89].

3.4. Deep Learning for State Prediction

The DNN and DCNN methods have also been used to predict the SOH of lithium-ion
batteries. The 0.5 packet loss technique is also introduced into the network, which is an
effective regularization method to avoid the overfitting of training data [90]. The fully
connected layer uses the rectifying linear unit (ReLU) activation function to avoid the
vanishing of the gradient [91]. The root-mean-square error (RMSE) and normalized root-
mean-square error (NRMSE) metrics are used to evaluate the loss function of the network
training process. Their mathematical expressions are defined in Equation (15).

RMSE =

√
Ns
∑

i=1

(Y(i)−Ŷ(i))
2

Ns

NRMSE =

√
1

Ns ∑Ns
i=1 ||Y(i)−Ŷ (i)||22

(Ymax−Ymin)

, (15)
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where Ns is the number of data, Y(i) represents the tag vector for the i-th sample, and Y(i)
denotes the sample prediction result corresponding to this method. In addition to the RMSE
and NRMSE, three other metrics are also used to evaluate modeling performance. These
metrics are the MAE, maximum absolute error (MaxE), and mean absolute percentage error
(MAPE), as shown in Equation (16).

MAE = 1
Ns

Ns
∑

i=1

∣∣Y(i)− Ŷ(i)
∣∣

MaxE = Max
∣∣Y(i)− Ŷ(i)

∣∣
MAPE = 1

Ns

Ns
∑

i=1

∣∣∣Y(i)−Ŷ(i)
Y(i)

∣∣∣
. (16)

In Equation (16), the SOH value of the next step of np is predicted directly from
previous measurements made at timepoint t according to the formula. Therefore, the
trained model can easily perform multistep prediction. Furthermore, it is essential to
implement the development of long-term SOH prediction online when battery degradation
occurs at timepoint t. The SOH value is accurately predicted and determined in the
remaining time before it exceeds the predetermined failure threshold. A moving sliding
window scenario for remote health assessment is established, as shown in Figure 10.

Figure 10. Moving sliding window scheme for RUL prediction (“*” is a special symbol that is used to
characterize new values different from p and n).

In Figure 10, the size of the sliding window is nt × ns, where nt is the number of
data segments prepared for the estimated sample obtained at timepoint t. Firstly, a direct
multistep advanced SOH prediction is realized at the timepoint t, and Yt = S(t + k) can
be obtained at the timepoint k = 1, 2, . . . , np, which indicates the predicted future value
from step t + 1 to step t + np. Next, the prediction step is selected on the basis of the
prediction scheme. The first pt predictor is then merged into the sliding window, and the
same number of data points are discarded at the beginning of the sliding window. Multiple
steps are repeated in the time window to achieve the long-term SOH prediction [92].

The dual DL coordination control of hybrid ESS is carried out for microgrids. Multi-
agent deep reinforcement learning overcomes the demanding response problem for energy
management of discrete battery systems [93]. The optimal peak drift of household load is
connected to the public power grid by a DL network. An optimized energy storage method
based on DL was proposed to realize adaptive dynamic programming [94]. Furthermore,
AI and ML methods are applied to the target ESS solution. Reliable power dispatching
for emission-free ships is carried out, and constrained charging is realized by the multi-
objective deep reinforcement learning (DRL) method [95].

Real-time random ESS optimization is achieved through DPP-based forecasting, res-
idential photovoltaic power generation (RPV), and improved battery energy storage
(BES) [96]. A multi-agent reinforcement learning framework was constructed to solve
the scheduling problem of lithium-ion batteries [97]. The energy management strategy
based on DRL modeling is transferred to hybrid EVs [98]. Deep reinforcement learning
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(DRL) and TL are combined with EMS training to perform specific depth deterministic
gradient methods at different speed intervals according to the training of the BMS [99].
The energy management of hybrid EVs based on reinforcement learning and dual deep Q
learning was carried out, and the dual learning framework is constructed [100]. The LSTM
network is used to predict multiple parameters of the EV battery system. The developed
pre-loss technology is introduced to prevent the over-fitting phenomenon [101]. The en-
ergy management of microgrids is achieved using a DL predictor, in which a multi-agent
framework for early scheduling is constructed [102].

On the basis of deep Q-learning and Bayesian optimization, the energy management
strategy of EVs is extracted. It is accurate to use the LSTM method to predict battery system
faults. The energy management of hybrid EVs is realized by deep reinforcement learning
in continuous state-space expression, and the bubble defect detection is implemented by
the CNN method [103]. The reinforcement learning of demand response is reviewed. It is
considered that reinforcement learning can coordinate multi-agent systems participating
in demand response programs [104]. In the absence of observed data, random variables
are predicted on the basis of prior distributions. Then, the data is obtained to optimize the
prior probability of the random variable [105]. Therefore, the posterior distribution of the
random variable x is obtained by introducing data [106]. These are the equation of state,
the observation equation, and the initial value of the probability density.

The mathematical function of the next timepoint is obtained through the observation
point prediction. The SOH values observed at time point t are used to modify and obtain
the predicted PDF [107]. The initial equation and a posterior value of the PDF are obtained
for the iterative update. On the basis of the initial equation, the probability density formula
is converted [108]. The observation factors are independent of each other, leading to the
posterior filtering and recursive updating of the PDF [109]. Since the posterior probability
density is difficult to obtain, the observation point prediction method needs to be combined
with other methods to obtain the PDF.

4. Comparative Analysis of State Prediction Effects Using Different DL Methods

In this section, the key criteria are introduced to compare different models in the
literature to find the best method for battery SOH prediction. Then, the research direction
of battery state prediction is discussed [110]. The modeling performance and results of
different prediction methods are compared. The internal structure is also related to the
prediction of the battery state [111]. Parametric models are implemented by changing
parameters, which are treated as functional constants. For online learning processes,
this limits the adaptability of predictive processes [112]. Therefore, the ability to predict
accurately depends on the reliability of the initial model. Because the neural network
model also has a fixed weight, it is regarded as a parameterized modeling type [113]. Thus,
different DL methods can show different predictive effects. The predicted effects were
obtained and compared using RMSE, MaxE, convergence speed, and accuracy as evaluation
criteria, as shown in Table 1.

It can be observed from the comparative analysis in Table 1 that the DL method is
very effective for the state prediction of lithium-ion batteries. Among them, the DCNN and
LSTM methods are mainly used for accurate state prediction. The maximum likelihood
method compares the influence of each parameter on the prediction results to evaluate
the prediction results. This method’s implementation process is effective in random sam-
pling. As a result, a random variable that conforms to the corresponding distribution
type must be used. The DCNN-ETL working principle is then applied to achieve an
accurate state prediction, thereby validating the experimental test. Lab test data com-
pleted throughout the life cycle for over 1 year from 2019 to 2021 are readily available:
https://www.researchgate.net/project/Battery-life-test and https://www.researchgate.
net/project/Whole-Life-Cycle-Test. The access date is unlimited.

https://www.researchgate.net/project/Battery-life-test
https://www.researchgate.net/project/Whole-Life-Cycle-Test
https://www.researchgate.net/project/Whole-Life-Cycle-Test
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Table 1. The prediction effect comparison results for different DL methods.

Methods RMSE
(%)

MaxE
(%)

Convergence Speed
(s)

Accuracy
(%)

Extreme learning machine (ELM) - - - 94.20

Deep convolutional neural network (DCNN) 1.986 6.838 14.138 s -

Deep neural network (DNN) 1.59 7.14 - -

Recurrent neural network (RNN) 6.87 37.92 - -

DCNN with ensemble transfer learning (DCNN-ETL) 1.114 5.487 133.924 -

DCNN with ensemble learning (DCNN-EL) 3.539 16.798 144.583 -

DCNN with transfer learning (DCNN-TL) 1.361 2.452 12.294 -

Adaptive LSTM (ALSTM) - - 46.847 93.12

ALSTM with an attention mechanism - - 26.701 97.22

Average Euclidean distance-stacked denoising autoencoder
(AED-SDA) - - - 92.40

Gated recurrent unit-Gaussian process regression (GRU-GPR) 0.79 7.92 - -

5. Conclusions

Accurate prediction of battery state is the key to difficult lithium-ion battery state
monitoring, and the DL method improves prediction accuracy and robustness. This paper
presented a rigorous review, classification, and comparison of DL methods for accurate state
prediction. A specific standard was defined to evaluate the accuracy and computational
cost of different modeling types. Experimental results showed that the DL method has
nonparametric characteristics, probabilistic ability, and strong computational advantages,
which makes it suitable for accurate prediction results. The mathematical function con-
structed is particularly convenient for accurate state prediction and provides an efficient
choice of solutions. Recent developments in modeling methods require further research
and development. The latest techniques were proposed and compared by providing a
simple method to build an adaptive prediction model. Exploratory and adaptive prediction
strategies based on DL can promote the popularization and application of the lithium-ion
battery. Through the comparison of various improved DL methods, the high-precision
DCNN-ELM method was realized and verified in recent studies by reducing the test time,
improving the prediction accuracy, and improving the modeling adaptability.
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