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Abstract: The rapid development of new energy fields such as electric vehicles and smart grids has put 

forward higher requirements for the power management of battery integrated systems. Considering that 

internal temperature and parameter consistency are important factors affecting battery safety and state 

estimation accuracy, a lumped thermoelectric coupling model based on the multi-time scale effects of 

battery dynamics parameter is established in this paper. On this basis, a new multi-feature separation 

modeling idea is proposed and adopted to complete the development of the strong coupling adaptive 

asynchronous identification strategy to realize the solution of the model. Specifically, the high-frequency 

and low-frequency characteristics of the resistor-capacitor link under different time constants are 

distinguished on different time scales. Three sub-filters based on forgetting factor recursive least squares, 

extended Kalman filtering and joint Kalman filtering are used to realize the adaptive asynchronous 

synergistic estimation of battery high-frequency dynamics parameter, low-frequency dynamics 

parameter and internal temperature. In addition, the filters at different time scales are strongly coupled 

through the voltage response on the diffusion impedance, and the time scale drive under slow dynamics 

depends on the current distribution of the test conditions. The experimental results of two long-term 

cycles show that the proposed strategy exhibits excellent terminal voltage tracking effect and internal 

temperature estimation accuracy. Finally, the concept of parameter dispersion is proposed and discussed. 

Compared with the results under the traditional identification method, the proposed strategy reduces the 

maximum parameter dispersion by 51.9%. 
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1 Introduction 

1.1 Motivation and challenges 

As part of the global decarbonization efforts, it is inevitable that batteries as an alternative to 

petroleum fuels will be increasingly used in clean energy systems such as electric vehicles and smart 

grids [1]. Among the wide variety of battery types [2-3], lithium-ion batteries have undoubtedly become 

one of the most popular energy storage tools due to their excellent properties, such as high energy density 

(> 200 Wh/kg [4]), high cycle life (> 1000 cycles [5]), high operating voltage (> 3.0 V [6]), low-cost 

performance (< 0.15 USD/Wh [7]), and low power consumption [8]. However, smoke and fires from 

electric vehicles and other clean energy storage systems have occurred frequently in recent years, mainly 

due to thermal runaway caused by battery overheating caused by inaccurate internal temperature 

estimates. This has also become one of the key technologies limiting the development of lithium-ion 

batteries. 

In order to maximize the performance of lithium-ion batteries under the premise of long life and 

safety, it is necessary to deploy an advanced and reliable battery management system (BMS) in the 

power supply to monitor various states inside the cell in real time, especially temperature changes [9-

10]. In most current researches and applications, the thermal and electrical domains of the battery are 

modeled separately [11]. Correspondingly, many methods have been developed separately in the field 
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of thermal and electrical characteristic modeling of batteries [12-13]. An obvious disadvantage of this 

implementation is that it brings additional computational complexity to the large-scale cascaded battery 

integration system due to the algorithmic coupling between different system domains. In addition, the 

mechanism of electrochemical polarization reaction process and concentration polarization reaction 

process of internal carriers at different time scales has not been paid enough attention in battery modeling. 

Ignoring the multi-time scale effects of the dynamic characteristic parameters often leads to inaccurate 

battery modeling performance, which is most obvious in the charge transfer and electric double-layer 

effects and the diffusion effects of lithium ions in solid particles [14]. To solve the above problems, high-

fidelity thermoelectric coupling modeling and efficient parameter identification strategy development 

are necessary and meaningful in embedded applications of advanced BMS. 

1.2 Literature review 

For battery cells, changes in temperature have a large impact on the performance of battery modeling. 

The strong time-varying and environment-dependent thermogenesis makes the internal temperature of 

cells tend to be higher than the surface temperature. Specifically, related studies have shown that the 

capacity changes by up to 15% under different ambient temperatures [15-18]. In addition, due to the 

closed and compact structure, the built-in temperature sensor will bring great safety hazard to the 

integrated application of the battery. In the early years of modeling research on battery thermal 

characteristics, representative works include Pals et al. [19] established a zero-dimensional thermal 

model to model the temperature of lithium polymer batteries as early as 1994. Kim et al. [20] established 

a one-dimensional heat generation model by solving a first-order partial differential equation, and 

Torchio et al. [21] developed a two-dimensional battery thermal model based on the finite element 

volume method. Further, Mei et al. [22] completed the three dimensional temperature field simulation 
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of the battery using finite element simulation software. However, the above-mentioned zero-dimensional 

model has the disadvantage of insufficient effective information due to the small amount of calculation, 

which will lead to low internal temperature estimation accuracy. Although the finite element method can 

meet the accuracy requirements, it will also cause high computational complexity.  

With the development of computer technology, advanced battery thermoelectric coupling modeling 

methods have been proposed in recent studies. For the changeable environment of electric vehicles or 

the technical requirements of smart grid energy storage, battery thermoelectric modeling needs to meet 

at least three conditions at the same time: first, BMS hardware computing complexity requirements; 

second, adaptability requirements for complex and changeable environments; third, online real-time 

estimation requirements for internal temperature and terminal voltage. In view of this, electrochemical 

thermoelectric models [23-29] using a large number of partial differential equations (PDEs) do not seem 

to meet the requirements of embedded system applications. Under these requirements, the battery 

thermoelectric coupling modeling strategy developed based on mature circuit theory to achieve effective 

prediction of internal temperature and terminal voltage has become the most potential solution [30-31]. 

The main typical studies include and the simplified model of the thermoelectric coupled equivalent 

circuit developed by Wang et al. in the Ref. [32], where the fitted relationship between the electrical and 

thermal characteristics parameters is obtained in advance through experiments at different temperatures 

to provide guidance for the optimal charging strategy of the battery. In addition, Wang et al. [33] 

developed a fractional-order thermoelectric coupling model, and adopted a particle swarm optimization 

algorithm to realize the identification of model dynamics and thermodynamics. Furthermore, Chen et al. 

[34] established a thermoelectric coupled model considering the external short-circuit phenomenon, and 

Chen et al. [35] used the thermal resistance network model to study the thermal runaway characteristics, 

which also provided many useful suggestions for the thermoelectric coupling modeling of batteries. As 
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analyzed in the above literature, the thermoelectric coupling model of the battery should contain a sub-

model that fully characterizes the electrical properties and a sub-model that characterizes the thermal 

properties. A more immediate problem is that high-fidelity battery thermoelectric modelling is highly 

dependent on a reasonable state estimator and an efficient parameter identification strategy. Therefore, 

it is equally important to develop an efficient identification strategy and a strongly coupled estimation 

algorithm considering the internal dynamic characteristics of the battery. 

The above thermoelectric coupling modeling studies are basically applicable requirements in terms 

of internal temperature estimation and terminal voltage prediction accuracy. However, in the 

thermoelectric coupling modeling and the development of efficient identification strategies, another 

need to pay attention to is the problem of multi-time scale effects that characterize the internal carrier 

polarization process parameters [36]. Specifically, in the thermoelectric coupling modeling of the battery, 

the time constant corresponding to the impedance part of the charge transfer process is significantly 

different from the time constant of the impedance part of the diffusion process. This difference can reach 

two orders of magnitude in commercial lithium-ion batteries, the results here are that the charge transfer 

impedance is achieved on the order of seconds, and the diffusion resistance is achieved on the order of 

hundred seconds [37] [38]. This is both a challenge and an opportunity for high-fidelity modeling of 

batteries. Under this phenomenon, the concept of dispersion is proposed in this paper to describe whether 

the physical meaning of each parameter inside the battery under current excitation is clear or not. 

Dispersion is opposite to the consistency characteristics of battery parameters, where the correlation is 

that the greater the dispersion, the worse the consistency of internal parameters. It is worth noting that 

most of the above modeling strategies focus on the accuracy of internal temperature estimation and 

terminal voltage prediction, while the dispersion of model parameters is ignored. This inevitably leads 

to the problem that the physical meaning of the internal parameters of the model is not clear and the 
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relevant internal states cannot be accurately estimated [39-41]. A typical example is that high-precision 

ohmic resistance identification results can improve the estimation accuracy of battery state of health [42] 

[43]. The identification results of model parameters with unclear physical meanings may still achieve a 

smaller tracking error of terminal voltage, which is one of the main reasons why there are few studies 

on the dispersion analysis of battery models parameters, especially thermoelectric coupled models. 

For the multi-time scale effect problem of parameters, one solution is to increase the order of the 

model to improve the modeling performance, which inevitably brings about the drawbacks of 

computational complexity. In detail, in the coexistence of pulsed charging and discharging conditions, 

the low-frequency diffusion impedance parameters cannot be effectively identified due to the fact that 

the diffusion impedance link does not have enough valid information. In this problem, Dai et al [45] 

proposed an adaptive step design idea to achieve model parameter identification by considering the 

cumulative time duration of the current in the diffusive impedance link, which has a better performance 

in characterizing the consistency of the low-frequency diffusive impedance parameters. However, the 

influence of temperature factors, especially internal temperature, on the multi-time scale modelling and 

identification strategy has not been considered in this paper. 

1.3 Idea and contributions 

Considering the influence of multi-time scale effect and the internal temperature on battery 

modeling, this paper proposes a multi-feature separation modeling idea and applies it to the lumped 

parameter thermoelectric coupling model. The four main contributions of this article are as follows. 

(1). A lumped thermoelectric coupling model based on multi-time scale effects is established, in 

which the battery capacity, open-circuit voltage and entropy thermal coefficient are corrected in real 

time through accurate internal temperature estimation results. 
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(2). Based on the two different long-term cycle experiments at three different temperatures, the 

hysteresis voltage used to correct the open circuit voltage and the heat generation equation is modeled 

and verified. 

(3). A multi-feature separation modelling idea is proposed and based on which a strongly coupled 

adaptive asynchronous identification strategy is designed to achieve accurate estimation of the battery 

terminal voltage and internal temperature. 

(4). The concept of dispersion is proposed as a percentage of the difference normalized by the 

identification results, and the rationality and effectiveness of the proposed model are verified by the time 

constants of different impedance links and the dispersion calculation results of parameters under a series 

of tests. 

1.4 Paper organization 

The remainder of this paper is organized as follows: Section 2 introduces the battery thermoelectric 

coupling model considering multi-time scale effects and the internal temperature correction method. 

Section 3 proposes the idea of multi-feature separation modeling, based on which the development of 

strong coupling adaptive asynchronous identification strategy is completed and the overall framework 

of this strategy is given. Section 4 proposes the concept of parameter dispersion, and gives the 

experiment and result analysis for terminal voltage tracking effect, internal temperature estimation 

accuracy and parameter dispersion evaluation. And the conclusions are given in Section 5. 

2 Development of lumped thermoelectric coupling model 

2.1 Lumped thermoelectric coupling modeling 

Accurate and effective battery equivalent modeling is an important prerequisite for state prediction 
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and performance optimization. In addition, the equivalent model embedded in the commercial BMS 

should be relatively simple in structure, but should meet precise requirements in the characterization of 

electrical and thermal properties. Considering the impact of internal temperature on battery performance 

and safety, it is necessary to develop a high-accuracy thermoelectric coupling model. The lumped 

thermoelectric coupling model, consisting of an electrical characteristic sub-model and a thermal 

characteristic sub-model, is chosen to describe the thermal and electrical dynamics of the battery. As 

suggested in references [15, 36], the second-order 𝑅𝐶 model is sufficient to characterize the charge 

transfer and electric double-layer effects of internal carriers. Therefore, it is reasonable and effective to 

develop an electronic characteristic electronic model based on a second-order resistance-capacitance 

(RC) circuit. At the same time, by using the similarity between physical domains, that is, physical 

systems of the same order have similar dynamic characteristic equations [32], the construction of thermal 

characteristic sub-models can be effectively realized. Taken together, the structure of the lumped 

parameter thermoelectric coupling model is shown in Fig. 1 (for brevity, only the name of each element 

is provided in the figure). 
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Fig.1. Structural view of lumped thermoelectric coupling model: (a) Electrical characteristic sub-model; (b) Thermal 

characteristic sub-model; (c) Optimized thermal characteristic sub-model. 

As shown in Fig. 1, the lumped thermoelectric coupling model consists of an electrical 

characteristic sub-model and a thermal characteristic sub-model. In sub- Fig. 1(a), the module H is used 

to characterize the hysteresis characteristic of the open-circuit voltage (OCV), and the hysteresis voltage 

at both ends is represented by 𝑈𝐻. It is worth noting that when the sampling time is small enough, the 

OCV of battery is approximately a capacitor. At this time, 𝐶𝐸  can be used to be equivalent to the 

transient capacitance of the OCV at high-frequency, and 𝑈𝐸 is the terminal voltage value of 𝐶𝐸. The 

impedance characteristics in the electrical characteristics sub-model consist of ohmic resistors and a dual 

𝑅𝐶 circuit network. In the double RC link, the 𝑅𝑐𝑡, 𝐶𝑑𝑙, 𝑅𝑑𝑓 and 𝐶𝑑𝑓 represent the charge transfer 

resistance, electric double layer capacitance, diffusion resistance and diffusion capacitance, respectively. 

Among them, 𝑅𝑐𝑡𝐶𝑑𝑙  is chosen to characterize the charge transfer and electric double-layer effect 

phases of carriers, corresponding to the high-frequency dynamic response inside the battery; 𝑅𝑑𝑓𝐶𝑑𝑓 is 
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chosen to characterize the diffusion effect of lithium ions in solid-phase particles, corresponding to the 

low-frequency dynamic response inside the battery. In addition, the voltages across 𝑅𝑐𝑡𝐶𝑑𝑙 and 𝑅𝑑𝑓𝐶𝑑𝑓 

are denoted by 𝑈𝑐𝑑 and 𝑈𝑑𝑓 respectively, which jointly characterize the multi-time scale effects of 

battery dynamic parameters. 

Sub-Fig. 1(b) is a three-dimensional equivalent model structure for simulating thermal 

characteristics of the battery. It is worth noting that three-dimensional modeling has high computational 

complexity, but low modeling complexity is one of the prerequisites for the reliable application and 

operation of BMS embedded in the later stage. In view of this, the battery thermal characteristics 

modeling is optimized while ensuring accuracy, and the optimized structure is shown in sub-Fig. 1(c). 

Among them, 𝑄𝑖 is the total heating power of the battery, which is related to the input current excitation; 

𝑅𝑖  and 𝑅𝑠  represent the internal equivalent thermal resistance and external equivalent thermal 

resistance, respectively; 𝐶𝑖  and 𝐶𝑠  represent the internal equivalent thermal capacity and the 

equivalent thermal capacity of the shell, respectively; 𝑇𝑖 , 𝑇𝑠 , 𝑇𝑎  and 𝑇0  represent the observable 

internal highest temperature point, surface temperature, ambient temperature and temperature reference 

point of the battery, respectively. It is worth noting that the ambient temperature 𝑇𝑎 is usually set as the 

temperature reference point 𝑇0, which is more conducive to the integrated application requirements of 

the battery embedded system. In addition, the simplified scheme of thermal characteristic modeling 

mentioned above not only meets the requirements of computational complexity, but also considers the 

material of battery samples. An aluminum case battery sample with excellent thermal conductivity and 

minimal heat capacity is selected for this study. The internal thermal capacity and thermal resistance 

parameters of the battery in the three-dimensional direction are basically consistent, thus ensuring the 

feasibility and effectiveness of the thermal characteristic modeling optimization scheme in sub-Fig. 1(c). 
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2.2 Capacity modification and concept of SOC 

Traditionally, the battery state-of-charge (SOC) is usually defined as the percentage of the 

remaining capacity, which can be found in the Refs. [4, 46]. In the laboratory environment, when the 

accurate initial SOC value and the nominal capacity of the battery are available, the SOC value 

calculated by the Coulomb counting method can be used as the reference value of the battery SOC. Its 

calculation equation is shown in Equation (1). 

 



k

i

Nik CItSOCSOC
1

0 Δ  (1) 

In Equation (1), 𝑆𝑂𝐶0 and 𝑆𝑂𝐶𝑘 represent the SOC value of the battery at time 0 and time 𝑘 

respectively; ∆𝑡 is the sampling time of the BMS; 𝐼𝑖 is the input current of the battery; 𝐶𝑁 is a fixed 

value, indicating the nominal battery capacity. It is worth noting that the external environment, such as 

temperature and Coulombic efficiency, is not fully considered when calculating the true value of SOC. 

The capacity of the battery changes constantly during operation due to the influence of current rate and 

temperature. This will cause the calculation error of SOC to adopt the way of nominal capacity [47]. 

Therefore, it is necessary to pay attention to the impact of the above problems. It is worth mentioning 

that the data point set of the three-dimensional table obtained by the experiment cannot meet the 

sampling frequency of the identification algorithm. In other words, in the three-dimensional data table 

of battery capacity, temperature and current rate, the selection of temperature points and current rate 

cannot completely correspond to the actual situation. One of the main problems this brings is the need 

to increase the resolution of the above-mentioned three-dimensional data point set. An effective method 

is to fit the data set in the three-dimensional table, and the multivariate function obtained in this way can 

avoid the above problem of inconsistent resolution of data points. In the laboratory situation, a data-

based look-up table method with less application but effective is applied in this paper, so as to solve the 
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problem of inconsistency between the three-dimensional data set and the sampling frequency of the 

battery system. By considering the time-varying characteristics of battery capacity during operation, the 

capacity calculation at each moment is given as shown in Equation (2). 

 ) , , , ,(),( ,2,, kikNiinterpkikCkN TCrCTCrfTCrfC
N

  (2) 

In Equation (2), 𝐶𝑟 represents the normalized value of the battery rate; 𝑇𝑖 represents the internal 

temperature of the battery, 𝐶𝑛,𝑘 is the actual capacity of the battery at time 𝑘; 𝑓𝑖𝑛𝑡𝑒𝑟𝑝2(∗) represents 

the three-dimensional interpolation function. The current rate, temperature and capacity calibration 

problems can be solved by building a three-dimensional data table. At this time, the linear interpolation 

function 𝑓𝑖𝑛𝑡𝑒𝑟𝑝2(∗) in Matlab/Simulink is selected, and the actual capacity calculation of the battery 

at time 𝑘 is realized by using the current rate acquisition at each moment of operation and the high-

precision estimation data of the internal temperature. The specific implementation process of the linear 

interpolation function 𝑓𝑖𝑛𝑡𝑒𝑟𝑝2(∗) here is to use the value of the known adjacent data points to generate 

the value of the unknown data point through the difference principle, so that the original data set can be 

reproduced with a higher resolution data set. Further, the actual capacity at each moment is combined 

with the idea of the Coulomb counting method, so as to realize the real-time calculation optimization of 

SOC based on user behavior habits. Based on this, the calculation method of SOC in this paper is given, 

as shown in Equation (3). 

 kNkkk CItzz ,11   Δ  (3) 

In Equation (3), 𝑧 is the notation representation of the SOC used for brevity, and 𝑧𝑘 and 𝑧𝑘−1 

represent the battery SOC values at time 𝑘 and time 𝑘-1 respectively. 𝐼𝑘−1 is the input current of the 

battery at time 𝑘-1 (defining charging as positive and discharging as negative); 𝐶𝑁,𝑘  is the actual 

capacity of the battery at time 𝑘. In addition, an important point is that the three-dimensional data table 

is used to correct the rated capacity value under different charge and discharge rates and temperatures, 
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so that the SOC estimate value is closer to the current state-of-charge of the battery. 

2.3 Model-based modular state representation 

2.3.1 Lumped electrical characteristics sub-model 

The lumped thermoelectric coupling model consists of two sub-models to describe the electrical 

and thermal characteristics of the battery, respectively. For the electrical characteristics sub-model, the 

overall terminal voltage consists of the OCV part, the hysteresis voltage part, the voltage of the ohmic 

resistance and the voltage part of the dual RC network. Among them, the accurate characterization of 

nonlinear OCV is an important part of battery modeling, which has a great impact on the parameter 

identification and state prediction of the model. Accurate characterization of nonlinear OCV should also 

consider time-varying SOC and temperature effects. Traditionally, the nonlinear OCV of the battery is 

modeled by an empirical formula, and its modeling idea has been applied in many Refs. [32, 48-49]. 

However, we employ a similar approach with multifactorial effects of battery capacity. By establishing 

a three-dimensional data table of OCV, SOC and internal temperature, an interpolation function is used 

to achieve accurate calculation of battery SOC. This is a more preferable approach in the laboratory 

setting, which can effectively reduce the additional computational burden in battery thermoelectric 

modeling due to coupled iterations between data. The calculation method of OCV is shown in Equation 

(4). 

 ) , , , ,(),( ,2,, kikOCViinterpkikOCVkOCV TzUTSOCfTzfU   (4) 

For the hysteresis voltage of the battery, the experimental results show that its value is also affected 

by SOC and temperature. It is worth noting that the hysteresis voltage generated by the battery during 

each charge-discharge state transition is not a simple linear relationship. Therefore, the input current of 

the battery and the transition process of charge and discharge states should be considered in the hysteresis 
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voltage modeling. First, the error between the charge OCV value and the discharge OCV value at 

different temperatures is calculated, as shown in Equation (5). 

   MzUzUzU
M

j

k

OCV

jdchk

OCV

jchk

OCV

diff 2)()()(
1

,,


  (5) 

In Equation (5), 𝑈𝑑𝑖𝑓𝑓
𝑂𝐶𝑉  represents the error between the charging and discharging OCV; 𝑈𝑐ℎ,𝑗

𝑂𝐶𝑉 and 

𝑈𝑑𝑐ℎ,𝑗
𝑂𝐶𝑉  represent the charging OCV value and discharging OCV value of the 𝑗-th group respectively; 𝑀 

represents the number of experimental groups for charging and discharging. The three-dimensional data 

table of 𝑈𝑑𝑖𝑓𝑓
𝑂𝐶𝑉 , SOC and temperature can be obtained from the error data between the charging OCV 

and the discharging OCV at different temperatures, and then the 𝑈𝑑𝑖𝑓𝑓
𝑂𝐶𝑉  can be accurately obtained in 

the iterative process of thermoelectric coupling modeling. Further, combined with the step function of 

the current, the nonlinear iterative calculation of the hysteresis voltage at each moment is realized, as 

shown in Equation (6). 
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In Equation (6), 𝜀 is the efficiency factor for the decay rate of the hysteresis voltage; 𝐴𝐻 and 1-

𝐴𝐻 are notation used for simplicity of expression. And then, the port voltage of the dual RC network is 

used to describe the electrochemical polarization process voltage and concentration polarization process 

voltage of the battery, which are represented by symbols 𝑈𝑐𝑑 and 𝑈𝑑𝑓, respectively. The values of the 

two can be calculated iteratively through the full response equation of the RC circuit, as shown in 

Equation (7). 
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In Equation (7), 𝐴𝑐𝑑 , 𝐴𝑑𝑓 , 1-𝐴𝑐𝑑 , and 1-𝐴𝑑𝑓  are symbolic matrix representations used for 

simplicity of expression. Among them, the time constants of the full response corresponding to 𝐴𝑐𝑑 and 
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1-𝐴𝑐𝑑 are relatively small, corresponding to the high-frequency characteristics of the internal impedance 

of the battery; while the time constants of the full response corresponding to 𝐴𝑑𝑓  and 1-𝐴𝑑𝑓  are 

relatively large, corresponding to the low-frequency characteristics of the internal impedance of the 

battery. Such different impedance characteristics at different frequencies can provide support for the 

optimization of thermoelectric coupling modeling. According to the above-mentioned iterative 

calculation and analysis of the OCV, hysteresis voltage and impedance voltage in the electrical 

characteristic sub-model, the state-space equation of the lumped electrical characteristic sub-model can 

be constructed, as shown in Equation (8). 
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Assume that the sampling period ∆𝑡 remains constant during the system input current. Further, 

based on the above analysis of the terminal voltage of each circuit, the terminal voltage of the lumped 

electrical characteristic sub-model at time 𝑘 is calculated as shown in the following Equation (9). 

 
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kHkOCVkL UURIUUU
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)( ,,,,,,   
(9) 

2.3.2 Lumped thermal characteristics sub-model 

For the lumped thermal characteristics sub-model, the conduction process of thermal energy mainly 

includes two stages: internal heat generation caused by the input current, and heat dissipation to the 

outside through the electrolyte and the shell. Therefore, the accurate calculation of the heat production 

inside the battery at all times is the basis of the entire lumped thermoelectric coupling modeling. As 

suggested by many Refs. [32, 50], the Bernardi equation can be used to calculate the heat production of 

the battery in operation. However, unlike the direct use of Bernardi's equation in the above literature, the 
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advantage of lumped thermoelectric coupling modeling is that it allows us to optimize the modeling of 

battery heat production by considering more constraints. Remember that we optimized the OCV 

modeling in the electrical properties sub-model in this paper. Based on this, the optimized OCV equation 

can also be used to calculate the heat production of the battery. The optimized battery heat production 

calculation is shown in Equation (10). 
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In Equation (10), the differential term 𝑑𝑈𝐸 𝑑𝑇𝑖⁄ , the sum of 𝑑𝑈𝑂𝐶𝑉 𝑑𝑇𝑖⁄  and 𝑑𝑈𝐻 𝑑𝑇𝑖⁄ , is the 

entropy thermal coefficient of the battery, which can be obtained experimentally. It can be seen from 

Equation (10) that due to the electrical characteristic parameters OCV, hysteresis voltage and battery 

terminal voltage are considered in the calculation equation of battery heat generation. Therefore, the 

calculation accuracy of battery heat production is improved due to the consideration of multiple factors. 

Then, using the modeling similarity between the thermal conduction mode of the battery and the 

electrical shunt mode, the second-order differential equations of the 𝑇𝑖 node and the 𝑇𝑠 node in the 

lumped thermal characteristic sub-model can be easily obtained by combining the circuit laws, as shown 

in Equation (11) Show. 
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In Equation (11), 𝑇𝑖𝑎 and 𝑇𝑠𝑎 represent the difference between the battery temperature and the 

reference temperature point. Assuming that the sampling period ∆𝑡 remains unchanged during the 

system input current, then at time 𝑘+1, the state equation based on the thermal characteristic sub-model 

is calculated as shown in Equation (12). 
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In Equation (12), 𝑥𝑑 is the state matrix in discrete form based on the thermal characteristic sub-

model; 𝑢𝑘  is the input at time 𝑘 , representing the heating power; 𝑨𝑑,𝑘  and 𝑩𝑑,𝑘  are notational 

representations for simplicity, representing the system matrix and the control matrix. It is worth noting 

that from the perspective of embedded system applications, the choice of feedback should be more 

inclined to measurable physical quantities. Therefore, 𝑇𝑠𝑎 is selected in the modeling as the output of 

the thermal properties sub-model. In addition, since the measurement of 𝑇𝑠𝑎 does not require embedded 

thermal sensors inside the battery, it is safer for the entire battery embedded system. Based on this, the 

observation equation of the thermal characteristic sub-model can be obtained, as shown in Equation (13). 
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(13) 

In Equation (12), 𝑦𝑑  is the output of the thermal characteristics sub-model in discrete state, 

representing the surface temperature in the battery; 𝑪𝑑,𝑘 and 𝑫𝑑,𝑘 are notational representations for 

simplicity, representing the output matrix and direct transfer matrix of the thermal characteristic sub-

model observation equation at time 𝑘. It should be noted that in the observation equation of the thermal 

characteristic sub-model, there is no direct coupling relationship between the output and the input, so 

𝐷𝑑,𝑘 is equal to 0 in this study. 

3 LTECM-based multi-feature separation modeling mechanism 

3.1 Multi-feature separation modeling architecture 

As mentioned above, the inherent impedance characteristics of the battery are manifested in 

different frequency bands, which are caused by the internal carrier transport mechanism, that is, the 
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multi-time scale effect of the internal parameters. In order to make better use of this characteristic to 

optimize the lumped thermoelectric coupling modeling, we use a separate dual RC circuit modeling to 

characterize the impedance characteristics of the polarization response at different frequency bands. 

Correspondingly, the 𝑅𝑐𝑡𝐶𝑑𝑙  part corresponds to the high-frequency characteristics of the 

electrochemical polarization process, and the time constant is small, while the 𝑅𝑑𝑓𝐶𝑑𝑓 part corresponds 

to the low-frequency characteristics of the concentration polarization process, and the time constant is 

large. In addition, the internal temperature of the battery should be accurately known at all times in the 

application. In other words, the internal temperature of the battery needs to be accurately estimated in 

both high and low-frequency bands. In view of this, we propose a strongly coupled adaptive 

asynchronous identification strategy (SCAAIS) to solve the multi-time scale problem of model 

parameters. The difference from the traditional method is that SCAAIS utilizes a novel multi-feature 

separation modeling idea to distinguish the electro-thermal parameters under different dynamic reaction 

time constants and identify them on different time scales. The principle of the multi-feature separation 

modeling idea under the lumped parameter thermoelectric coupling model is shown in Fig.2. 
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Fig. 2. Architecture of multi-feature separation modeling idea 

As shown in Fig. 2, the idea of multi-feature separation modeling naturally divides the parameters 

in the lumped thermoelectric coupling model into fast dynamics and slow dynamics, which correspond 

to the high-frequency and low-frequency characteristics of the parameters respectively. The parameters 

that need to be identified under fast dynamics include ohmic resistance, charge transfer and electric 

double-layer impedance, and the internal temperature estimation part of the thermal characteristics sub-

model. The parameter to be identified under slow dynamics is the diffusion resistance of ions in solid 

particles. The realization of the strong coupled adaptive asynchronous identification strategy based on 

the multi-feature separation modeling idea is completed by three separate filters. Among them, the sub-

algorithm module under high-frequency dynamics consists of two high-pass filters. The sub-algorithm 

module under the low-frequency dynamics consists of a specially designed low-pass filter. In addition, 

Fig. 2 also describes the coupling mechanism between the multi-time-scale electrical characteristic sub-

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



model and the thermal characteristic sub-model. It is to feed back the terminal voltage prediction results 

obtained under the identification strategy of the electrical characteristic sub-model to the thermal 

characteristic sub-model in real time, so as to realize the accurate calculation of the battery heat 

production and further complete the accurate prediction of the internal temperature. 

3.2 Model-based sub-algorithm design for parameter identification 

3.2.1 Sub-algorithm development under fast dynamics 

The lumped thermoelectric coupling model based on the idea of multi-feature separation modeling 

can improve the consistency performance of battery internal parameters. However, the multi-physics 

coupling in the model also puts forward certain technical innovation requirements for algorithm 

development. Nonetheless, if we look at it from a different angle, its multi-feature separation modeling 

points the way for the development of model sub-algorithms. In this problem, we first need to clarify the 

different parameter sets to be identified under fast dynamics and slow dynamics. The parameter sets to 

be identified for fast dynamics mainly include: 𝑅𝑜ℎ𝑚, 𝑅𝑐𝑡, 𝑈𝑑𝑙, 𝑅𝑖, 𝐶𝑖, 𝑅𝑠 and 𝐶𝑠. Therefore, under 

this idea of multi-feature separation modeling considering multiple time scales, we first define: 

 kdfkcdkohmkkHkOCVkLkp UURIUUUU ,,,,,,,   (14) 

In Equation (14), the values of 𝑈𝑂𝐶𝑉 and 𝑈𝐻 after SOC and internal temperature correction can 

be directly determined by looking up the table through experiments. Then, according to the state-space 

equation of the electrical characteristic sub-model and the thermal characteristic sub-model, we can 

obtain the frequency domain form of the fast dynamics in the lumped thermoelectric coupling model, as 

shown in Equation (15). 

   )(1)()()( sUsCRRRsIsUsG dfdlctctohmpele   (15a) 
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In Equation (15), the Equation (15a) represents the transfer function of the fast dynamics in the 

electronic characteristic sub-model, represented by the function 𝐺𝑒𝑙𝑒(𝑠); the Equation (15b) represents 

the transfer function of the fast dynamics in the thermal characteristic sub-model, represented by the 

function 𝐺𝑡ℎ𝑒(𝑠). Further, the difference equation form of the electrical characteristic sub-model and 

the thermal characteristic sub-model can be obtained, as shown in Equation (16). 

 41321,1,    kkkpkp IIUU  (16a) 

 2,41,32,21,1,   kikikiakiakia QQTTT   (16b) 

In Equation (16), the Equation (16a) is the difference equation of the electrical characteristic sub-

model, where 𝛼1 ,  𝛼2 ,  𝛼3  and  𝛼4  are the coefficients to be identified; the Equation (16b) is the 

difference equation of the lumped thermal characteristic sub-model, where 𝛽1, 𝛽2, 𝛽3 and 𝛽4 are the 

coefficients to be identified. The specific expanded form of these parameters to be identified is shown 

in Equation (17). 

  dlctdlct CRtCR  Δ1  (17a) 

     dlctdlctohmctohm CRtCRRtRR  ΔΔ2  (17b) 

  dlctdlctohm CRtCRR  Δ3  (17c) 

     dlctkdfdlctkdfdlct CRtUCRUCRt   ΔΔ 1,,4  (17d) 

 21  sissii CRtCRtCRt ΔΔΔ  (17e) 

 )1)(1(2  sissii CRtCRtCRt ΔΔΔ  (17f) 

 iCtΔ3  (17g) 

 )1)((4  sissi CRtCRtCt ΔΔΔ  (17h) 

Then, we can simply describe the problem as how to identify the coefficient matrix online with 

known sampled data. Considering that the forgetting factor recursive least squares (FFRLS) method is 
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widely used in system identification, the feasibility and effectiveness of the method have been 

demonstrated in many applications [32, 41, 48, 51]. Therefore, the FFRLS method is applied in this 

paper to realize the online identification of the electrical and thermal parameters under the fast dynamics 

in the lumped thermoelectric coupling model. In view of this, we define an exogenous autoregressive 

model for the online iterative identification method, as shown in Equation (18). 
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In Equation (18), 𝒀𝑓𝑎𝑠𝑡,𝑘  is the data output matrix of fast dynamics at time 𝑘. 𝜽𝑓𝑎𝑠𝑡,𝑘  is the 

coefficient matrix to be identified at time 𝑘. 𝑯𝑓𝑎𝑠𝑡,𝑘 is the data input matrix of fast dynamics at time 

𝑘. The definitions of the above matrices are as follows: 

 






















2,1,2,1,

11,

,

,

,

1

kikikiakia

kkkP

kthe

kele

kfast
QQTT

IIU

H

H
H  (19a) 

 



















kkkk

kkkk

kthe

kele

kfast

,1,1,1,1

,4,3,2,1

,

,

, 



θ

θ
θ  

(19b) 

    Tkiakp

T
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According to the above discussion, we can obtain the FFRLS full sequence loop recursion iteration 

based on known sampled data as shown below. 

At the time 𝑘 = 0, Initialization:  

Initialize the coefficient matrix and error covariance matrix following: 

 ][ˆ
0,0, fastfast E θθ   (20a) 

 ])ˆ)(ˆ[( 0,0,0,0,0,

T

fastfastfastfastfast θθθθP   (20b) 

At the time 𝑘 = 1, 2, …, repeat: 

1. Calculate the gain matrix 𝐾𝑓𝑎𝑠𝑡,𝑘
𝜃  using: 
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 )()( ,1,,,1,, kfastkfast
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kfastkfastkfastkfastK HPHHP
θ

    (21) 

2. Update the correlation matrix 𝑷𝑓𝑎𝑠𝑡,𝑘 and the coefficient matrix �̂�𝑓𝑎𝑠𝑡,𝑘 using: 

 1,,,1,,   kfast

T

kfastkfastkfastkfast K PHPP
θ  (22a) 
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After iteratively obtaining 𝛼1, 𝛼2, 𝛼3, 𝛼4, 𝛽1, 𝛽2, 𝛽3 and 𝛽4 with FFRLS，we can calculate the 

electrical characteristic parameters under fast kinetics using Equations (17a)-(17c), and the thermal 

characteristic parameters using Equations (17e)-(17h). On the basis of the identification results of the 

electrical characteristic parameters, the diffusion voltage 𝑈𝑑𝑓 response for each sampling period can 

be calculated using Equation (17d). Furthermore, in the iterations of the method in this study, we set the 

value of the forgetting factor 𝜆 equal to 0.98. 

3.2.2 Sub-algorithm development under slow dynamics 

In traditional battery modeling, the parameter identification is completed in the same time scale, 

and the reaction mechanism reflecting internal electrochemical polarization and concentration 

polarization cannot be distinguished. For this problem, we consider the difference of the response 

frequency of the charge transfer process, the electric double layer process and the diffusion process in 

the thermoelectric coupling modeling, and then realize the parameters identification at different 

frequencies inside the battery in the form of multi-feature separation modeling. At this time, an important 

issue is the development of parameters identification sub-algorithm for slow dynamics. To realize 

collaborative identification of model parameters at different time scales, a natural solution is to fix two 

different sampling periods after human intervention in low-pass and high-pass filters, respectively [14, 

44]. An obvious disadvantage caused by this is that the algorithm cannot adaptively match the current 

conditions. In this paper, we use a more intelligent approach to sub-algorithm development under slow 
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dynamics, and the specific scheme is as follows. 

The reaction time of concentration polarization shows that the reaction time constant of 𝑅𝑑𝑓𝐶𝑑𝑓 

network is much larger than that of 𝑅𝑐𝑡𝐶𝑑𝑙 network under the same system current excitation. This 

indicates the fact that the 𝑅𝑑𝑓𝐶𝑑𝑓  link itself can be used alone as a low-pass filter for algorithm 

development. Under this idea, we take the port voltage 𝑈𝑑𝑓 of the diffusion impedance 𝑅𝑑𝑓𝐶𝑑𝑓 as the 

input information. It is worth noting that the amount of change in 𝑈𝑑𝑓  is directly related to the 

accumulation time of the current excitation on the 𝑅𝑑𝑓𝐶𝑑𝑓 network, and the same current excitation 

through the 𝑅𝑑𝑓𝐶𝑑𝑓  network also passes through the OCV module in the lumped parameter 

thermoelectric coupling model. The result of this process is that the change of 𝑈𝑑𝑓 is indirectly related 

to the change of SOC. Therefore, we can realize the conditional constraint setting of the sub-algorithm 

in the low-pass filter through the variation of SOC. In addition, it should be noted that a small SOC 

change will bring a small 𝑈𝑑𝑓 change, and a too small 𝑈𝑑𝑓 change will easily cause the system to 

generate an ill-conditioned matrix during the iterative calculation of the algorithm. Therefore, in order 

to enable the algorithm to adapt to any current condition, and to allow the sub-algorithm under slow 

dynamics to collect enough valuable information in each run, we set the starting conditions for the low-

pass filter as follows: 

 



m

j

NTIj CItzz
0

0,%5.0 ΔΔΔ  (23) 

In Equation (23), 𝑚 is a multiple of the sampling period ∆𝑡 of the system. The equation shows 

that after 𝑚 sampling periods, the change in SOC is ∆𝑧. Every time ∆𝑧 reaches the condition of 

greater than or equal to 0.5%, 𝐼𝑗 will start counting again from 𝐼0 until the next ∆𝑧 is greater than or 

equal to 0.5%. It is worth noting that the selection of ∆𝑧 as 0.5% is an empirical basis based on the 

OCV-SOC curve. Observing the flat period of the OCV-SOC curve of the battery sample (commercial 
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LiFePO4 battery model HTCNR18650) selected by this research, it is found that when the change of 

SOC is 0.5%, the corresponding OCV value is about 80 mV to 120 mV. The voltage value changes are 

sufficient for efficient iteration of the algorithm. In addition, the design of the above adaptive step size 

has at least two obvious benefits. They are: first, compared with the design of fixed high-frequency step 

size, the data saturation phenomenon of fast dynamic parameters is avoided; second, compared to the 

design with fixed low-frequency step size, the information loss phenomenon of fast dynamic parameters 

is avoided. 

Because there are fewer effective innovations observable in the low-pass filter under slow dynamics. 

Therefore, the extended Kalman filtering (EKF) method is chosen to design the sub-algorithm in the 

low-pass filter. Furthermore, the feasibility and effectiveness of the EKF method for system 

identification has been demonstrated in many references [3, 8, 27, 52, 53]. Based on this, we first define 

the parameter matrix to be identified at low-frequency as the state variable of the low-pass filter, namely 

𝝆𝑠𝑙𝑜𝑤,𝑘 = [𝑅𝑑𝑓,𝑘 𝐶𝑑𝑓,𝑘]. Then, using the full response expression of the 𝑅𝑑𝑓𝐶𝑑𝑓  network, we can 

obtain the state-space equation under slow response, as shown in Equation (24). 
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In Equation (24), the Equation (24a) illustrates the slowly changing process of the low-frequency 

parameter 𝑅𝑑𝑓𝐶𝑑𝑓, which is modeled by the noise 𝑤𝑘; the Equation (24b) is the observed value of the 

voltage across the cell diffusion impedance 𝑅𝑑𝑓𝐶𝑑𝑓, denoted by 𝑈𝑠𝑙𝑜𝑤,𝑘+1, and its observation error is 

modeled by the noise 𝑣𝑘. Assuming that the above noises are all independent Gaussian white noises 

with zero mean and covariance 𝑄𝑤  and 𝑅𝑣 . In this papper, the specific information for the 

establishment of the initial values of 𝑤𝑘  and 𝑣𝑘  is: 𝑤𝑘 ~N(0, 𝑄𝑤 ), 𝑣𝑘 ~N(0, 𝑅𝑣 ), 𝑄𝑤 = 10−8 ×
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𝑑𝑖𝑎𝑔[2.0,1.0], 𝑅𝑣=0.00001. And then, the covariance matrix of 𝑤𝑘 and 𝑣𝑘 can be expressed by the 

following Equation (25). 

 )(),( T

v

T vvEPE  wwPw  (25) 

It is worth noting that the identification accuracy of 𝑅𝑑𝑓𝐶𝑑𝑓  cannot be guaranteed only by 

Equation (24a). Similarly, the accuracy of the 𝑅𝑑𝑓𝐶𝑑𝑓 port voltage obtained by iterative Equation (24b) 

cannot be fully guaranteed. In other words, the inaccurate identification of the low-frequency parameters 

𝑅𝑑𝑓 and 𝐶𝑑𝑓 will also cause the diffusion voltage calculation of Equation (24b) to deviate from the 

true value. Note that the diffusion voltage 𝑈𝑑𝑓 can also be calculated for each sampling period using 

Equation (17d) under fast kinetics. In addition, since 𝑈𝑑𝑓  is the identification result after the 

convergence of the fast dynamics sub-algorithm, this value can be considered to have high confidence. 

Therefore, we can use the 𝑈𝑑𝑓 identified under the fast dynamics as the true value, and compare it with 

the diffusion voltage iteration value 𝑈𝑠𝑙𝑜𝑤  based on Equation (24b). This enables the parameter 

identification system under slow dynamics to form an effective feedback correction mechanism. Under 

this feedback mechanism, we develop an EKF-based sub-algorithm for low-frequency filters in slow 

dynamics. Based on this idea, first define the function as shown in Equation (26). 
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Then, under the definition of Equation (26), the output matrix 𝐶𝑠𝑙𝑜𝑤,𝑘
𝝆

 required by the EKF 

algorithm is solved, and its calculation is shown in Equation (27). 
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In the above Equation (27), the detailed calculation process of each part in the output matrix 𝐶𝑠𝑙𝑜𝑤,𝑘
𝝆
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is shown in Equation (28): 
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From Equation (28e), it can be found that there is a recursive mechanism in the above derivation. 

Under this recursive logic, the calculation of 𝑑𝑈𝑠𝑙𝑜𝑤,𝑘 𝑑𝝆𝑠𝑙𝑜𝑤⁄  can be implemented iteratively by 

initializing 𝝆𝑠𝑙𝑜𝑤,𝑘 and 𝑑𝑈𝑠𝑙𝑜𝑤,0 𝑑𝝆𝑠𝑙𝑜𝑤⁄ , and finally the output matrix 𝐶𝑠𝑙𝑜𝑤,𝑘
𝝆

 is obtained. Then, the 

identification of 𝑅𝑑𝑓 and 𝐶𝑑𝑓 is achieved using the EKF sub-algorithm in the low-frequency filter on 

a separate time scale. The main iterative equations of the sub-algorithm based on EKF are as follows： 

At the time 𝑘 = 0, Initialization:  

Initialize the correlation matrix of the sub-algorithm in the low-pass filter: 

 )(ˆ
0,0, slowslow E ρρ   (29a) 
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  000, slowslow ddU ρ  (29b) 

 ])ˆ)(ˆ[( 0,0,0,0,0,

T

slowslowslowslowslow E   ρρρρP  (29c) 

At the time 𝑘 = 1,2, …, repeat: 

1. One-step prediction of electrical characteristic parameters in slow dynamics using: 
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ˆˆ

kslowkslow ρρ  (30a) 

 wkslowkslow PPP  





1,,
 (30b) 

2. One-step correction of electrical characteristic parameters in slow dynamics using: 

     1

,,,,,, )(
  v

T

kslowkslowkslow

T

kslowkslowkslow PK ρρρρ
CPCCP  (31a) 

     kslowkkslowkdfkslowkslowkslow IUhUK ,,,,,,
ˆ,,ˆˆ ρρρ

ρ  (31b) 

     kslowkslowkslowkslow K ,,,, PCEP
ρρ  (31c) 

In Equations (29) to (31), �̂�𝑠𝑙𝑜𝑤,𝑘
−  and �̂�𝑠𝑙𝑜𝑤,𝑘

+  are the prior and posterior estimates of the slow 

dynamics parameters at time 𝑘, respectively; 𝑷𝑠𝑙𝑜𝑤,𝑘
−  and 𝑷𝑠𝑙𝑜𝑤,𝑘

+  are the prior and posterior estimates 

of the error covariance matrix at time 𝑘; 𝐾𝑠𝑙𝑜𝑤,𝑘
𝝆

 is the Kalman gain matrix of the EKF sub-algorithm 

in the low-frequency filter at time 𝑘; 𝑬 represents the identity matrix. It is worth noting that at time 

𝑘 =0, we initialize 𝑑𝑈𝑠𝑙𝑜𝑤,0 𝑑𝝆𝑠𝑙𝑜𝑤⁄  to a zero matrix, and as the iteration proceeds, the value of 

𝑑𝑈𝑠𝑙𝑜𝑤,𝑘 𝑑𝝆𝑠𝑙𝑜𝑤⁄  will tend to be accurate. In addition, at time 𝑘, the identification result of 𝑈𝑑𝑓,𝑘 

under the fast dynamics is used as the real value of the voltage of the 𝑅𝑑𝑓𝐶𝑑𝑓  network, and it is 

compared with the voltage observation value 𝑈𝑠𝑙𝑜𝑤,𝑘 at both ends of 𝑅𝑑𝑓 and 𝐶𝑑𝑓. In the iterative 

process of the algorithm, the one-step prediction result of the low-frequency parameters is modified 

under the action of the Kalman gain matrix 𝐾𝑠𝑙𝑜𝑤,𝑘
𝝆

. Thus, accurate identification of 𝑅𝑑𝑓 and 𝐶𝑑𝑓 is 

achieved on separate time scales. 
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3.2.3 Co-estimation of the Rs and internal temperature 

Based on the previous elaboration, Equations (17e) to (17h) are used to calculate the thermal 

characteristic parameters in the lumped thermocouple and the model. It is worth noting that two factors, 

the material of the battery and the external thermal regulation method, need to be considered in the 

characterization of the internal thermal behavior. It has been proved by relevant Refs [32, 51] that the 

values of internal thermal resistance 𝑅𝑖, internal thermal capacity 𝐶𝑖 and shell thermal capacity 𝐶𝑠 are 

only related to the material of the battery and remain basically unchanged under different current 

excitations of the system. However, the value of the external thermal resistance 𝑅𝑠 varies with different 

heat transfer coefficients. The change of heat transfer coefficient can be produced by different system 

thermal regulation methods and experimental environment. Therefore, the uncertainty of 𝑅𝑠 cannot be 

ignored in lumped thermoelectric coupling modeling. To solve this problem, we develop an adaptive co-

estimator algorithm based on joint Kalman, which couples the online adaptive identification of 𝑅𝑠 and 

the estimation of the internal temperature. Under this idea, combining Equations (12) to (13), the state-

space equation suitable for the co-estimation of 𝑅𝑠 and internal temperature can be obtained, as shown 

in Equation (32). 

 
1

,1, kksks rRR 
 (32a) 

 
2

,,,1, kkkdkdkdkd ru  BxAx  (32b) 

 kkkdkdkdkd euy  ,,,, DxC  (32c) 

In Equation (32), 𝑟𝑘
1 and 𝑟𝑘

2 are the process noise at time 𝑘; 𝑒𝑘 is the observation noise at time 

𝑘 . Furthermore, the Equation (32a) shows the variation process of the external equivalent thermal 

resistance 𝑅𝑠, which is modeled by the noise 𝑟𝑘
1. Suppose we define the state variable matrix of the 

lumped thermal behavior sub-model as 𝑥𝐽,𝑘=[𝑅𝑠,𝑘, 𝑇𝑖𝑎,𝑘, 𝑇𝑠𝑎,𝑘]
𝑇
. Then, the state-space equation of the 
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sub-algorithm for the co-estimation of adaptive 𝑅𝑠  and internal temperature can be constructed 

according to Equations (32a) to (32c), as shown in Equation (33). 

 kkkJkJkJkkJkJkJ uruf rBxAxx  ,,,,,1, ),(  (33a) 

 kkkJkJkJkkJkJkJ eueugy  ,,,,,, ),( DxCx  (33b) 

At time 𝑘, the detailed expressions of 𝑨𝐽, 𝑩𝐽, 𝑪𝐽, 𝑫𝐽 and 𝒓𝑘 in the above Equation (33) are 

shown in Equation (34): 

 ]1[ ,, kdkJ diag AA   (34a) 

 
T

kdkJ ]0[ ,, BB   (34b) 

 ][ ,,1, kd

R

kkJ
sC CC   (34c) 

 ]0[ ,, kdkJ DD   (34d) 

 ][ 21

kkk rrr  (34e) 

Similarly, assuming that both the process noise 𝒓𝑘 and the observation noise 𝑒𝑘 are independent 

white Gaussian noises with zero mean and covariance 𝑄𝑟  and 𝑅𝑒 . In this paper, the specific 

information for the establishment of the initial values of 𝒓𝑘  and 𝑒𝑘  is: 𝒓𝑘~N(0,𝑄𝑟), 𝑒𝑘~N(0,𝑅𝑒 ), 

𝑄𝑟=10−8 × 𝑑𝑖𝑎𝑔[1.0, 2.5, 1.0], 𝑅𝑒=0.000001. And then, the covariance matrix of 𝒓𝑘 and 𝑒𝑘 can be 

expressed by the following Equation (35). 

 )(),( T

e

T eeEPE  rrPr  (35) 

Another issue worth noting is that since the identification of 𝑅𝑠  is coupled in the state-space 

equation, 𝐶1,𝑘
𝑅𝑠  in the 𝐶𝐽,𝑘  matrix needs to be solved. By locating the partial derivative of the 

observation equation, the calculation of 𝐶1,𝑘
𝑅𝑠  can be obtained as shown in Equation (36). 
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Then, on the time scale under fast dynamics, the joint Kalman filtering (JKF) sub-algorithm in the 
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high-frequency filter is used to realize the adaptive online synergistic estimation of the external thermal 

resistance and the internal temperature. The main iterative equations of the sub-algorithm based on JKF 

are as follows: 

At the time 𝑘 = 0, Initialization: 

Initialize the correlation matrix of the sub-algorithm in the high-pass filter: 

 ][ˆ
0,0, JJ E xx   (37a) 

 ])ˆ)(ˆ[( 0,0,0,0,0,

T

JJJJJ E   xxxxP  (37b) 

At the time 𝑘 = 1,2, …, repeat: 

1. One-step prediction of the thermal characteristic state variables in fast dynamics using: 

 kkJkJkJkJ u1,1,1,,
ˆˆ







  BxAx  (38a) 

 rPAPAP  





 T

kJkJkJkJ 1,1,1,,  (38b) 

2. One-step correction of the thermal characteristic state variables in fast dynamics using: 

 
1

,,,,,, )(   ePCPCCP
T

kJkJkJ

T

kJkJkJK  (39a) 

   kkJksakkJkJ ugTK ,ˆˆˆ
,,,,

  xxx  (39b) 

     kJkJkJkJ K ,,,, PCIP  (39c) 

In Equations (37) to (39), 𝒙𝐽,𝑘
−  and �̂�𝐽,𝑘

+  are the prior estimation and posterior estimation of state 

variables in the JKF sub-algorithm at time 𝑘, respectively; 𝑷𝐽,𝑘
−  and 𝑷𝐽,𝑘

+  are the prior estimation and 

posterior estimation of the state variable error covariance matrix at time 𝑘; 𝐾𝐽,𝑘 is the Kalman gain 

matrix of the JKF sub-algorithm at time 𝑘 ; 𝑰  represents the identity matrix. By combining the 

identification results of internal thermal characteristic parameters 𝑅𝑖, 𝐶𝑖 and 𝐶𝑠 shown in Equations 

(20) to (22), the adaptive collaborative estimation of 𝑅𝑠  and 𝑇𝑖𝑎  is realized under the iterative 

calculation of the above JKF sub-algorithm. 
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3.3 Overall framework of algorithm under multi-time scale 

As explained in detail above, the high-frequency characteristic parameters under fast dynamics, 

including ohmic resistance 𝑅𝑜ℎ𝑚, charge transfer resistance 𝑅𝑐𝑡, electric double layer capacitance 𝐶𝑑𝑙, 

internal heat capacity 𝐶𝑖 , case heat capacity 𝐶𝑠  and internal heat resistance 𝑅𝑖 , are identified by 

FFRLS sub-algorithm. The low-frequency characteristic parameters under slow dynamics, including 

diffusion resistance 𝑅𝑑𝑓 and diffusion capacitance 𝑅𝑑𝑓, are identified by the EKF algorithm. At the 

same time, the estimation of the thermal characteristic parameter 𝑅𝑠 and the internal temperature is 

realized by the JKF algorithm specially developed. In other words, the above-mentioned multi-feature 

separation modeling idea naturally identifies different parameters under high-frequency dynamic and 

low-frequency dynamic in the high-pass filter and the low-pass filter, respectively. In this framework, 

each sub-algorithm of the lumped thermoelectric coupling model is developed in an independent filter, 

and the problems caused by the multi-time scale effects of battery model parameters are effectively 

alleviated. In addition, the algorithm development under the idea of multi-feature separation modeling 

does not introduce additional variables, and a separate driving condition is added for the identification 

of diffusion impedance at large time scales during modeling. Therefore, compared with the traditional 

thermoelectric coupling modeling at a single-time scale, the SCAAIS proposed in this paper reduces the 

number of iterative identifications of the diffusion impedance and reduces the computational complexity 

of the modeling to a certain extent. In addition, in terms of modeling accuracy, the multi-feature 

separation modeling idea takes into account the charge transfer and electric double-layer effects and 

diffusion effects inside the battery. Not only the prediction accuracy of the terminal voltage of the battery 

is improved, but more importantly, the physical meaning of the model parameters is made clearer. From 

the perspective of parameter update time, the single-time scale algorithm needs to update the parameters 

at each sampling step, which undoubtedly brings a large computational burden to the processor. In 
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contrast, the parameter update of the multi-time scale algorithm is limited by the corresponding 

constraints, and the computational complexity is greatly reduced. The lumped thermoelectric coupling 

modeling strategy proposed in this paper is implemented based on the external characteristics of the 

battery. Batteries of different chemical types have similar external characteristics, so the method 

proposed in this paper is a general thermoelectric coupling modeling method. Fig.3 shows the full 

framework of the strongly coupled adaptive asynchronous identification strategy and the parameter-in-

the-loop correction mechanism under the idea of multi-feature separation modeling. 
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Fig. 3. Overall framework of strong coupling adaptive asynchronous identification strategy 

From Fig. 3, the in-loop correction mechanism of each parameter under the strongly coupled 

asynchronous representation strategy can be clarified. It should also be clarified that in the 

implementation of the high-pass filter and the low-pass filter, we set the low-frequency parameters to 

remain unchanged while the fast dynamics sub-algorithm is being executed. In other words, the diffusion 
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voltage 𝑈𝑑𝑓 is used as one of the parameters to be identified in the high-frequency sub-algorithm. In 

the implementation of the sub-algorithms, the two high-pass filters under the fast dynamics are executed 

under each sampling period of the system, while the low-pass filter under the low-frequency dynamics 

is only executed under a specific sampling period that meets certain conditions. This scheme has at least 

two obvious advantages: first, it can reduce the dispersion of model parameters and improve the 

consistency of model parameters; second, it can reduce the data calculation and storage burden of the 

electronic control unit in the BMS, and improve the efficiency of embedded applications. 

4 Experiments and results analysis 

4.1 Experimental platform and procedure 

In order to determine the parameters of the proposed lumped thermoelectric coupling model, and 

also to verify the accuracy of the model and the precision of the proposed SCAAIS, the test platform is 

built with a commercial LiFePO4 battery model HTCNR18650 as the experimental sample. It should be 

pointed out that the modeling of thermoelectric coupling at the battery pack level is inseparable from the 

overall development of the thermal management system. In addition, the thermoelectric coupling 

modeling research at the battery pack level needs to take into account the consistency of the battery. 

Therefore, the current study does not provide a more detailed comparison of the modelling of lumped 

thermal properties at the battery pack level. Due to the many similarities in the external characteristics 

between the battery pack and the battery samples, such as OCV-SOC relationship, charge transfer and 

electric double-layer effect, diffusion effect, etc. Therefore, the method proposed in this paper is also 

applicable to the thermoelectric coupling modeling work at the battery pack level. The main equipment 

in the test platform includes a host for recording experimental data, a thermostat for controlling ambient 

temperature, and a battery test system for controlling current and voltage. In addition, the data 
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measurement accuracy of the battery testing equipment in the experimental platform is one ten 

thousandth. Since the corresponding OCV values differ by approximately 80 mV to 120 mV when the 

SOC varies by 0.5%. Therefore, the accuracy of this data measurement can also meet the requirements. 

The standard capacity and voltage of the battery samples are 2200 mAh (1 C) and 3.6 V, respectively. 

The discharge cut-off voltage and the charge cut-off voltage at 0.5 C are 2.5 V and 4.2 V, respectively. 

The working temperature of the sample in the charged state is in the range of 0°C to 55°C. The 

connections between the devices in the test platform and the detailed characteristic parameters of the test 

samples are shown in Fig. 4(a) and (b), respectively. 

Battery connection fixture

Temperature 

chamber

Host computer

Real-time data

Battery cell encapsulation

I/V/T

Power Line

TCP/IP

Characteristic Parameters

Battery model: HTCNR 18650

Battery type: LiFePO4

Weight:45 g (Approx.)

Size: 173 mm×48 mm×170 mm

Rated voltage: 3.60 V

Rated Capacity: 22000 mAh (1C)

Capacity Range: 2150~2250 mAh

Standard charging current: 0.50C A

Discharge cut-off voltage: 2.50 V

Charging cut-off voltage: 4.20 ±0.05 V

Range of charging temperature: 0~55 

Range of discharge temperature: -20~60 

Storage temperature: -20~ 45°C (< 3 months)

(b)(a)

Battery test system

 

Fig. 4. (a) Experimental platform; (b) Battery characteristic parameters. 

Before the test, the high-precision temperature sensor is connected to the electrode lug of the battery 

sample, and sealed with special electrical tape with high temperature resistance, insulation and heat 

insulation. At this time, the temperature value measured by the high-precision temperature sensor can 

be regarded as the internal temperature value of the battery. Then, the sealed battery sample is fixed in 

the incubator with a special fixture, and the electrode is connected to the battery testing system connected 

to the host to complete the preparation before the experiment. Further, in order to determine the coupling 

relationship of the related parameters in the thermal characteristic sub-model and the electrical 

characteristic sub-model, the hybrid pulse power characteristic cycle (HPPCC) test and the full-charge 

and full-discharge test (FCFDT) are designed at three different temperatures, namely 5 ℃, 25 ℃, and 

45 ℃. Due to the experimental setup of cyclic working conditions, the duration of each working condition 

is relatively long. Therefore, in the experiment, the sampling frequency of the charge-discharge phase 
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and the short-term shelving phase (10 s for HPPCC) is set to 1 s, and the long-term shelving phase (2 

hours for HPPCC, 1 hour for FCFDT) is set to 30 s. Under the setting of this mixed sampling frequency, 

the post-processing problem caused by the huge data set is solved, and it can also provide corresponding 

evidence that the method has no special requirements for the frequency of data measurement. The 

detailed steps of HPPCC experiment and FCFDT experiment are shown in Fig. 5(a) and (b), respectively. 

 Test start

Rest 5 seconds 

 (Changed to set temperature 5  and rest 1 hour)

Constant current and constant voltage charge to full

Rest 2 hours (Changed to 30 minutes for fast test)

Varying rate constant current discharge for 10 seconds

Rest 40 seconds

Varying rate constant current charge for 10 seconds

Rest 15 minutes

0.3C constant current discharge for 10 minutes for - 5%SOC

Rest 2 hours (Changed to 30 minutes for fast test)

Number of cycles = 21?
No

Yes

 Test end

Constant current and constant voltage charge to full
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OCV 

value at 

the end 

of the 

rest for 
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100%
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1.0C, 

2.0C,

3.0C 
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(a)

N
 =

 N
 +

 1

 Test start

Rest 1 hour (Fully activate the inside of the battery)

Constant current and constant voltage charge to full

Rest 1 hour (Fully activate the inside of the battery)

0.3 C constant current discharge

Rest 1 hour (Fully activate the inside of the battery)

Constant current and constant voltage charge to full

Rest 1 hour (Fully activate the inside of the battery)

1 C constant current discharge

Rest 1 hour (Fully activate the inside of the battery)

Constant current and constant voltage charge to full

Rest 1 hour (Fully activate the inside of the battery)

2 C constant current discharge

 Test end

Set temperature to 5°C, 25°C and 45°C, respectively

Constant current and constant voltage charge to full

(b)

 

Fig. 5. Experimental steps of HPPCC and FCFDT at different temperatures: (a) HPPCC; (b) FCFDT 

When conducting HPPCC and FCFDT experiments at different temperatures, the battery is first 

placed in an incubator with a set temperature for 1 hour, so that the battery's own state and the test 

environment reached a temperature equilibrium. Then, uniformly use a current input of 0.3 C to charge 

the battery with constant current and constant voltage until it is fully charged. At this time, HPPCC and 

FCFDT can be carried out respectively. HPPCC adopts the current pulse sequence of 0.5 C, 1.0 C, 2.0 

C and 2.0 C to realize the charge-discharge test in a small cycle, which does not reduce the SOC value 

of the battery at this stage. Further, the battery is discharged with a current pulse of 0.3 C for 10 minutes 
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to reduce the SOC value of the battery by 5%. Repeat the above small cycle to achieve the acquisition 

of HPPCC full sequence data at different temperatures. The HPPCC experimental results are shown in 

Fig. 6(a) to (c). Similar to the above idea, the FCFDT experiment set three different Current ratios (Cr), 

namely 0.3 C, 1 C and 2 C, under the same ambient temperature, and performed constant current 

discharge on the battery samples until the cut-off voltage is 2.5 V. A more detailed analysis of the 

experimental steps can be found in our previous work [50]. The discharge experiments at different rates 

are repeated to obtain the full sequence data of FCFDT at different temperatures. The results of the 

FCFDT experiments are shown in Fig. 6(d) to (f). 

 

 

Fig. 6. Experimental results: (a) Current under HPPCC; (b) Voltage under HPPCC; (c) Temperature under HPPCC; 

(d) Current under FCFDT; (e) Voltage under FCFDT; (f) FCFDT temperature below. 

4.2 Model-based thermoelectric parameters identification results  

4.2.1 Electrical parameters consider multi-time scales 

In order to realize the online parameter identification of the lumped thermoelectric coupling model 

based on the SCAAIS, it is necessary to determine the relevant parameter values in the modeling through 

experiments in advance. The battery capacity values at different discharge rates can be obtained by 

FCFDT at different temperatures. By further normalizing the discharge rate with the standard capacity, 
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the actual capacity value of the battery sample at each discharge rate and internal temperature can be 

obtained. Through the HPPCC experiment, the OCV values of the battery at every 5% SOC at different 

temperatures can be obtained. Considering the influence of the hysteresis effect of the LiFePO4 battery 

samples, this paper uses the OCV-SOC data at different temperatures to establish a three-dimensional 

table, and obtains the hysteresis voltage through the interpolation function. In addition, the entropy 

thermal coefficient is an important parameter in the thermoelectric coupling model of the battery, which 

is used to calculate the heat production of the internal chemical reaction of the battery. In the acquisition 

of this parameter, this work takes 11 different SOC values (every 10% SOC), and uses the derivative of 

optimized OCV to temperature to calculate the entropy thermal coefficient at different temperatures. 

The three-dimensional experimental data of each parameter at different temperatures are shown in Fig. 

7. 

  

    

Fig. 7. Experimental results of parameters at different temperatures: (a) 𝑈𝑂𝐶𝑉-𝑆𝑂𝐶-𝑇𝑖; (b) 𝐶𝑁-𝐶𝑟-𝑇𝑖; (c) 𝑈𝑑𝑖𝑓𝑓
𝑂𝐶𝑉 -𝑆𝑂𝐶-

𝑇𝑖; (d) 𝑑𝐸 𝑑𝑇𝑖⁄ -𝑆𝑂𝐶-𝑇𝑖. 

In this work, the FFRLS algorithm and the EKF algorithm are coupled to identify the electrical 
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characteristic parameters of the lumped thermoelectric coupling model. Affected by the multi-time scale 

effect of impedance parameters, the FFRLS algorithm is used for the identification of high-frequency 

characteristic parameters, and the EKF algorithm is used for the identification of low-frequency 

parameters. In addition, the composite pulse current distribution contained in the HPPC case is beneficial 

to the parameter identification of the battery model, which has been proved in many literatures [54, 55]. 

In view of this, this paper also carried out the online parameter identification of the lumped 

thermoelectric coupling model under the HPPCC test. At this time, based on SCAAIS, combined with 

the HPPCC experimental data shown in Fig. 6 and the experimental data at different temperatures shown 

in Fig. 7, the electrical characteristic parameters of the lumped thermoelectric coupling model are 

iteratively calculated, as shown in Fig. 8. 
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Fig.8. Identification results of electrical characteristic parameters at different temperatures: (a-e) 5 ℃; (f-j) 25 ℃;  

(k-o) 45 ℃. 

As can be seen from Fig. 8, since the multi-time scale effect of impedance parameters is considered 

in the thermoelectric coupling modeling, the identification result curve of the diffusion impedance 

𝑅𝑑𝑓𝐶𝑑𝑓 replaces the traditional time axis with the identification step size. From the identification results, 

it can be seen that the temperature has a strong correlation with the model parameters. Among them, 

with the increase of temperature, the resistance values of ohmic internal resistance 𝑅𝑜ℎ𝑚, charge transfer 

resistance 𝑅𝑐𝑡  and diffusion resistance 𝑅𝑑𝑓  show an increasing trend, while the values of electric 

double layer capacitor 𝐶𝑑𝑙 and diffusion capacitor 𝐶𝑑𝑓 show a decreasing trend. In addition, it can be 

found that the ohmic internal resistance Rohm, the charge transfer resistance and the diffusion resistance 

at the end of the discharge are slightly larger than the resistance in the early and middle stages of the 

discharge. The main reason for the above phenomenon is the reduction of active substances inside the 

battery at low power or low temperature. The correlation between battery parameters and temperature 

reported here is consistent with the trend reported in Ref. [32]. These phenomena are consistent with the 

external characteristics of the battery, which can preliminarily indicate that the parameter identification 

results of the lumped thermoelectric coupling model based on SCAAIS have strong rationality. 

4.2.2 Thermal parameters and robustness analysis 

Similarly, the identification of thermal characteristic parameters in the lumped thermoelectric 

coupling model is carried out based on the HPPCC test data results. Since the internal thermal 

characteristic parameters of the battery are related to the material of the battery itself, its value remains 
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almost unchanged during the use of the battery. Therefore, the average values of the identification results 

of the internal thermal resistance 𝑅𝑖, the internal thermal capacity 𝐶𝑖 and the case thermal capacity 𝐶𝑠 

are 1.78 °C/W, 138.62 J/°C and 0.59 J/°C under HPPCC experiments at different temperatures, 

respectively. It is worth noting that the external thermal resistance 𝑅𝑠 in the embedded battery system 

is greatly affected by the external heat transfer coefficient and needs to be considered separately. In this 

work, HPPCC experiments at different temperatures are all carried out in the same incubator, so that the 

external convection environments under different experimental groups are basically the same. This same 

convective environment leads to two results: first, the external thermal resistance 𝑅𝑠 remains basically 

unchanged; second, the battery surface temperature after the algorithm converges is approximately equal 

to the ambient temperature. In this case, based on the HPPCC experiments at different temperatures, the 

convergence results of the external thermal resistance results at 5 °C, 25 °C, and 45 °C can be obtained 

as 8.65 °C/W, 7.69 °C/W and 7.21 °C/W, respectively. It can be found that although under the same 

external convection environment, there is still an error in the convergence value of the external thermal 

resistance 𝑅𝑠  at different ambient temperatures, which shows the importance of identifying 𝑅𝑠 

separately. 

Another important point is that the external thermal resistance 𝑅𝑠 of the model cannot be obtained 

in advance in the application. Therefore, different from most studies, the effect of the 𝑅𝑠 initial value 

on the model stability and robustness is discussed in this work. Specifically, on the basis of the HPPCC 

experiment, different initial values of the 𝑅𝑠 are set to verify the stability and convergence of the model. 

The experimental results are shown in Fig. 8. Set the initial value of 𝑅𝑠 to 1 ℃/W, 10 ℃/W, 20 ℃/W, 

30 ℃/W, and 40 ℃/W respectively in the experiments. It should be noted that, in view of the amount of 

data amplified by HPPCC, we only show the experimental data of the first 3 hours of the HPPCC 

experimental. If the convergence time is defined as the time when the difference between the maximum 
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and minimum values of 𝑅𝑠 identified under different initial values does not exceed 1 °C/W. Then from 

the results shown in Fig. 9(a-2) to (c-2), the convergence time of the external thermal resistance 𝑅𝑠 can 

be obtained as 1185 s, 982 s and 171 s at 5 °C, 25 °C and 45 °C, respectively. And the maximum 

fluctuation of the 𝑅𝑠 value after convergence does not exceed 0.6 °C/W. The results show that the 

model has high stability and robustness, and can quickly cope with the unknown initial value of the 

external thermal resistance. 
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Fig. 9. Variation curve of Rs under different initial values: (a) 5 ℃；(b) 25 ℃；(c) 45 ℃. 

4.3 Accuracy verification of the proposed model and method 

4.3.1 Analysis of internal temperature prediction results 

Accurate internal temperature estimation is the primary factor in preventing thermal runaway and 

ensuring the safe use of the battery. In this work, the internal temperature is used as one of the parameters 

to be identified in the thermoelectric coupling model, and the estimation result is used to correct 

parameters such as battery capacity and open circuit voltage. In order to verify the accuracy of the 

lumped thermoelectric coupling model in characterizing thermal characteristics, and the accuracy of the 

proposed SCAAIS for internal temperature estimation, the HPPCC and FCFDC conditions are 

performed on commercial battery samples at different temperatures. Using the identification results of 

thermal characteristic parameters, the iterative calculation of internal temperature based on SCAAIS is 

realized at different temperatures. The internal temperature estimation results of HPPCC and FCFDC 

under different temperatures are shown in Fig. 10 and Fig. 11, respectively. 
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Fig. 10. Estimated results of internal temperature under HPPCC: (a) 5 ℃; (b) 25 ℃; (c) 45 ℃. 
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Fig. 11. Estimated results of internal temperature under FCFDT: (a) 5 ℃; (b) 25 ℃; (c) 45 ℃. 

In Fig. 10 and Fig. 11, the prediction results under both experimental conditions show that not 

0 10000 20000 30000 40000 50000 60000

0

10

20

13200 14400 15600

4

6

8

31500 33000 34500

6

9

12

49000 50000 51000

6

12

18

(a-4)

@5 ℃

(a-4)(a-3)(a-2)

(a-1)

T
i 

(℃
)

time (s)

 Measured

 FFRLS

 SCAAIS(a-2)(a-2)

(a-3)

@5 ℃

T
i 

(℃
)

time (s)

@5 ℃

T
i 

(℃
)

time (s)

@5 ℃

T
i 

(℃
)

time (s))

0 10000 20000 30000 40000 50000 60000

18

24

30

36

14400 15600 16800

24.0

25.2

26.4

31500 33000 34500

24

27

30

45600 46800 48000

25

30

35

(b-4)

@25 ℃

(b-4)(b-3)(b-2)

(b-1)

T
i 

(℃
)

time (s)

 Measured

 FFRLS

 SCAAIS
(b-2)

(b-3)

@25 ℃

T
i 

(℃
)

time (s)

@25 ℃

T
i 

(℃
)

time (s)

@25 ℃

T
i 

(℃
)

time (s)

0 10000 20000 30000 40000 50000 60000

0

25

50

15000 16000 17000

43.5

45.0

32300 34000 35700

43.5

45.0

46.5

50000 51000 52000

44

48

52

@45 ℃

(c-4)(c-3)(c-2)

(c-1)

T
i 

(℃
)

time (s)

 Measured

 FFRLS

 SCAAIS

(c-2) (c-3) (c-4)

@45 ℃

T
i 

(℃
)

time (s)

@45 ℃

T
i 

(℃
)

time (s)

@45 ℃

T
i 

(℃
)

time (s)

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



considering the uncertainty of the external thermal resistance 𝑅𝑠  will lead to an offset error in the 

estimation of the internal temperature of the battery. This error will continue throughout the battery use 

process, and is more obvious and transferable in the actual use of the battery. In other words, the offset 

error will cause inaccurate calculation of battery capacity and OCV, which will make the internal 

temperature correction function ineffective, and even lead to system divergence. Comparing the 

estimation results under the two strategies, it can be found that the internal temperature prediction results 

under the proposed SCAAIS can better track the measured value of the internal temperature of the battery, 

and better solve the problem of offset error. In order to visually show the estimation effect under different 

working conditions, the estimation error of internal temperature under different methods is calculated. 

The results of the internal temperature estimation error under HPPCC and FCFDC conditions are shown 

in Fig. 12 and Fig. 13, respectively. 
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Fig. 12. Estimation error of internal temperature under HPPCC: (a) 5 ℃; (b) 25 ℃; (c) 45 ℃. 
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Fig. 13. Estimation error of internal temperature under FCFDT: (a) 5 ℃; (b) 25 ℃; (c) 45 ℃. 
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different temperature conditions exceeds 3 °C. Based on the proposed SCAAIS, the fluctuation of the 

estimation error for different temperature conditions does not exceed 0.5 °C. In addition, in combination 

with Fig. 9, it can be found that with the increase of the amount of data, the external thermal resistance 
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calculation results of more intuitive quantitative indicators root-mean-square error (RMSE) and mean 
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absolute error (MAE) are shown in Table 1. 

Table 1 RMSE and MAE for thermal characteristics sub-model under different operating conditions 

 

HPPCC 

5 ℃ 
 

25 ℃ 
 

45 ℃ 

FFRLS SCAAIS FFRLS SCAAIS FFRLS SCAAIS 

RMSE (℃) 1.134 0.276  1.132 0.031  1.011 0.049 

MAE (℃) 1.130 0.262  1.127 0.023  1.008 0.046 

 

FCFDT 

5 ℃ 
 

25 ℃ 
 

45 ℃ 

FFRLS SCAAIS FFRLS SCAAIS FFRLS SCAAIS 

RMSE (℃) 1.200 0.081  1.091 0.064  1.039 0.091 

MAE (℃) 1.186 0.058  1.081 0.049  1.029 0.061 

Observing the quantitative calculation results shown in Table 1, it can be found that the RMSE and 

MAE of the SCAAIS method are higher than those of the traditional FFRLS method under different 

working conditions. Among them, the RMSE of internal temperature estimation error under the HPPCC 

experiment at 5 ℃, 25 ℃ and 45 ℃ is decreased by 0.858 ℃, 1.101 ℃, 0.962 ℃, and the MAE accuracy 

is decreased by 0.868 ℃, 1.104 ℃, 0.962 ℃. The RMSE of internal temperature estimation error under 

the FCFDT experiment at 5 ℃, 25 ℃ and 45 ℃ is decreased by 1.119 ℃, 1.027 ℃, 0.948 ℃, and the MAE 

decreased is decreased by 1.128 ℃, 1.032 ℃, 0.968 ℃. One of the main reasons for this result is that the 

uncertainty of 𝑅𝑠 is considered in the SCAAIS method, so that the algorithm can adaptively match the 

current battery usage environment, thereby improving the estimation accuracy of the internal 

temperature. It provides guarantee for correcting battery capacity and open circuit voltage parameters. 

4.3.2 Verification of terminal voltage tracking effect 

The prediction effect of terminal voltage is an important reference for judging the accuracy of 

battery modeling, and its prediction result affects the estimation accuracy of the internal state in the BMS. 

In order to verify the terminal voltage tracking effect of lumped thermoelectric coupling modeling, 

HPPCC conditions are first performed on commercial LiFePO4 battery samples at different temperatures. 

Using the parameter identification results under HPPCC and the accurate internal temperature estimation 
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results, the terminal voltage iterative calculation based on the SCAAIS is realized. Fig. 14 and Fig. 15 

show the online tracking results of the battery terminal voltage under HPPCC and FCFDC conditions at 

different temperatures, respectively. 
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Fig. 14 Estimated terminal voltage under HPPCC condition: (a) 5℃; (b) 25℃; (c) 45℃. 
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Fig. 15 Estimated terminal voltage under FCFDC condition: (a) 5℃; (b) 25℃; (c) 45℃. 

Observing Fig. 14 and Fig. 15, it can be seen that the terminal voltage prediction results based on 

the proposed SCAAIS are better than the terminal voltage tracking effect under the traditional FFRLS 

method, especially in sub-Fig. 14(a/b/c-3) and sub Fig. 15(a/b/c-4) shown in the long discharge phase. 

This is attributed to the multi-feature separation modeling idea in SCAIS, which enables accurate 

characterization of the diffusion impedance of the battery at low frequencies. In addition, accurate 

internal temperature estimation makes high-precision battery OCV and capacity values available, 

thereby improving the iterative calculation accuracy of SCAAIS. Similarly, in order to visually show the 

tracking effect of the battery terminal voltage under different working conditions, the terminal voltage 

prediction error based on different estimation methods is calculated. The results of terminal voltage 

prediction error under HPPCC and FCFDC conditions are shown in Fig.16 and Fig.17, respectively. 
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Fig. 16. Terminal voltage prediction error under HPPCC: (a) 5 ℃; (b) 25 ℃; (c) 45 ℃. 
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Fig. 17. Terminal voltage prediction error under FCFDT: (a) 5 ℃; (b) 25 ℃; (c) 45 ℃. 
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terminal voltage fluctuate within a certain range when the battery is excited by current pulses. By 

observing the HPPCC experimental results shown in Fig. 16, it can be found that the maximum value of 

the battery terminal voltage prediction error under the FFRLS method is 36.2 mV, while the maximum 

value of the battery terminal voltage prediction error under SCAAIS is 17.8 mV. From the FCFDT 

experimental results shown in Fig. 17, it can be found that the terminal voltage error in the constant 

current charging and discharging stage based on SCAAIS can be increased by a maximum of 25.8 mV. 

It is worth noting that both conditions show large errors at the end of battery discharge. One of the main 

reasons is that with the progress of the experiment, the internal resistance of the battery increases, and 

the OCV acquisition will inevitably have errors, and the voltage fluctuation will also become severe. In 

addition, combined with Fig. 16 and Fig.17, it can be seen that the terminal voltage error fluctuation 

under the HPPCC experimental is larger than that under the FCFDT. One of the main reasons is that the 

complexity and duration of the HPPCC experimental are higher than those of the FCFDT. Further, the 

index RMSE and MAE are used to quantitatively calculate the accuracy of the model under different 

working conditions at each temperature, and the calculation results are shown in Table 2. 

Table 2 RMSE and MAE of the terminal voltage prediction error under different operating conditions 

 

HPPCC 

5 ℃ 
 

25 ℃ 
 

45 ℃ 

FFRLS SCAAIS FFRLS SCAAIS FFRLS SCAAIS 

RMSE (V) 0.0193 0.0119  0.0207 0.0109  0.0197 0.0119 

MAE (V) 0.0101 0.0061  0.0106 0.0056  0.0106 0.0064 

 

FCFDT 

5 ℃ 
 

25 ℃ 
 

45 ℃ 

FFRLS SCAAIS FFRLS SCAAIS FFRLS SCAAIS 

RMSE (V) 0.0627 0.0180  0.0336 0.0117  0.0529 0.0118 

MAE (V) 0.0293 0.0120  0.0183 0.0097  0.0272 0.0087 

Observing the quantitative calculation results shown in Table 2, it can be found that the terminal 

voltage error RMSE and MAE based on the SCAAIS method are lower than those of the traditional 

FFRLS algorithm under different working conditions. Among them, the RMSE of the terminal voltage 
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prediction error under the HPPCC experiment decreased by 7.4 mV, 9.8 mV, 7.8 mV, and the MAE 

decreased by 4.0 mV, 5.0 mV, 4.2 mV at 5 ℃, 25 ℃ and 45 ℃, respectively. The RMSE of the terminal 

voltage prediction error under the FCFDT experiment decreased by 44.7 mV, 21.9 mV, 41.1 mV, and 

the MAE decreased by 17.3 mV, 8.6 mV, 18.5 mV at 5 ℃, 25 ℃ and 45 ℃, respectively. Two main 

reasons lead to this result: firstly, it is the accurate internal temperature result that enables the SCAAIS 

method to have optimal parameter configuration values in the iterative process; secondly, the multi-time 

scale effect of the electric characteristic parameters is considered, so that the electrochemical 

polarization and concentration polarization process information of the carrier in the battery are separated 

in different frequency bands, and the mixed influence between different characteristic parameters is 

reduced. 

4.4 Evaluation and analysis of parameters dispersion 

As shown by the experimental results above, the lumped thermoelectric coupling model established 

in this paper has excellent internal temperature estimation accuracy and good terminal voltage prediction 

ability under the iteration of SCAAIS. For battery modeling, the prediction accuracy requirement of 

terminal voltage can be achieved in most of the existing studies, just like the prediction results of 

traditional FFRLS algorithm. However, we believe that a high-accuracy battery model should also take 

into account the changes in internal parameters, which are especially obvious under the electrical 

characteristics parameters. An example is that even at the same temperature, the same internal electrical 

characteristic parameters identified by different test current distributions show great differences. 

Therefore, in addition to evaluating the prediction accuracy of the external characteristics of the battery, 

the consistency verification of the internal parameter identification results is also important in the 

analysis. For the electrical characteristics sub-model, we select the identification results of parameters 
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in the experimental convergence period (HPPPC takes 15000 s, FCFDT takes 3000 s), as shown in Table 

3. By comparing the time constants obtained by different algorithms under different environments and 

working conditions, the effectiveness, reliability and superiority of the proposed algorithm are further 

discussed. 

Table 3 Parameter convergence value and time constant calculation with different methods under different conditions 

 

HPPCC 

5 ℃ 
 

25 ℃ 
 

45 ℃ 

FFRLS SCAAIS FFRLS SCAAIS FFRLS SCAAIS 

Rohm (mΩ) 1.020 1.200  0.980 0.464  0.760 0.266 

Rct (mΩ) 0.035 0.664  0.018 0.281  0.014 0.187 

Cdl (kF) 6.546 13.726  8.753 20.353  9.392 22.548 

Rdf (mΩ) 0.966 2.670  0.585 1.220  0.347 0.801 

Cdf (kF) 47.883 222.524  62.481 262.697  71.469 314.665 

τcd (s) 0.229 9.114  0.157 5.719  0.131 4.216 

τdf (s) 46.255 594.139  36.551 320.490  24.800 252.047 

 

FCFDT 

5 ℃ 
 

25 ℃ 
 

45 ℃ 

FFRLS SCAAIS FFRLS SCAAIS FFRLS SCAAIS 

Rohm (mΩ) 1.053 1.218  0.991 0.475  0.833 0.268 

Rct (mΩ) 0.026 0.725  0.012 0.322  0.006 0.184 

Cdl (kF) 10.771 13.479  12.631 19.030  15.637 24.262 

Rdf (mΩ) 0.753 2.574  0.503 1.124  0.316 0.778 

Cdf (kF) 62.128 237.433  78.038 275.044  86.694 324.420 

τcd (s) 0.280 9.772  0.152 6.128  0.094 4.464 

τdf (s) 46.782 611.153  39.253 309.150  27.395 252.399 

In Table 3, 𝜏𝑐𝑑 is the time constant under fast dynamics, corresponding to the charge transfer and 

electric double-layer process of the battery; 𝜏𝑑𝑓  is the time constant under slow dynamics, 

corresponding to the diffusion process of lithium ions in solid particles. By observing Table 3, an 

important information can be found that the time constant obtained by the traditional single-time scale 

FFRLS method is much smaller than the proposed multi-time scale SCAAIS, especially the time 

constant 𝜏𝑑𝑓 value under the diffusion process. The main reason for this result is that the single-time 

scale FFRLS method cannot obtain enough valuable information in the iterative process due to data 

saturation. In addition, the electrochemical polarization of the carriers is confused with the concentration 
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polarization process under long-term cycling conditions. The method proposed in this paper 

distinguishes and characterizes electrochemical polarization and concentration polarization processes 

through the idea of multi-feature separation modeling, and realizes asynchronous identification of charge 

transfer impedance under fast dynamics and diffusion impedance under slow dynamics. This result 

verifies the effectiveness of the proposed SCAAIS method and proves the reliability of the parameter 

identification results based on the SCAAIS method.  

In addition, another important information can be found in the time constant calculation results at 

different temperatures, that is, there is a strong correlation between the temperature and the time constant 

of the impedance link. The conclusion here is that the higher the temperature, the smaller the time 

constants of the different impedance links. One of the main reasons for this result is that the chemical 

reaction rate of the battery internal polarization process faster at high temperature than at low 

temperature. In order to more intuitively demonstrate the superiority of the model combined with the 

proposed method, we give the concept of the dispersion degree of model parameters to describe the 

rationality and effectiveness of different identification methods. In order to more intuitively demonstrate 

the superiority of the model combined with the proposed method, we give a new concept of dispersion 

based on the consistency of the model parameters to describe the rationality and effectiveness of different 

identification methods. The specific implementation is as follows: firstly, normalize the parameter 

identification results under different methods; then calculate the difference of the normalized results; 

and finally use the percentage of the difference to define the dispersion of parameters under different 

identification methods. The normalized values and parameter dispersion results of different methods 

under different working conditions at different temperatures are shown in Fig. 18. 
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Fig. 18. Consistency results of electrical characteristic parameters under different identification methods: (a) SCAIS 

at 5 ℃; (b) SCAIS at 25 ℃; (c) SCAIS at 45 ℃; (d) FFRLS at 5 ℃; (e) FFRLS at 25 ℃; (f) FFRLS at 45 ℃; 

(g) Dispersion at 5 ℃; (h) Dispersion at 25 ℃; (i) Dispersion at 45 ℃. 

Fig. 18 shows the parameter identification results under different methods are uniformly normalized 

to the parameter values obtained under the HPPCC condition. Observing Fig. 18, it can be seen that the 

parameter identification results of the proposed SCAAIS at different temperatures all show better 

consistency, and the dispersion of parameters is significantly reduced compared with the traditional 

single-time scale FFRLS. Among them, the dispersion calculation results shown in Fig. 18(g) to Fig. 

18(i) show that the maximum dispersion of the parameters identified based on the SCAAIS method is 

14.6%; and the maximum dispersion of the parameters identified based on the traditional single-time 

scale FFRLS method is 66.5%. This further reflects the superiority of the proposed SCAAIS method 

combining the precise internal temperature correction mechanism and the idea of multi-feature 

separation modeling. In addition, it can also be found from the calculation results of parameter 
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consistency that the ohmic internal resistance identified by the two methods shows good consistency 

under different working conditions at different temperatures. A major reason is that the identification of 

the ohmic internal resistance is not affected by the accumulation time of the current excitation. 

5 Conclusions 

In this paper, the influence of multi-time scale effects and external heat transfer efficiency on the 

thermoelectric coupling modeling of batteries are studied. A strong coupling adaptive asynchronous 

identification strategy is designed by proposing multi-feature separation modeling idea. Compared with 

the traditional single-time scale forgetting factor recursive least squares method, the five main 

conclusions of this study are as follows. 

(1). The complex thermoelectric coupling modeling of batteries can be described by the equivalent 

circuit model. In the traditional single-time scale identification method, relevant valuable information 

will be lost due to data saturation during iteration, and the two polarization reaction processes will be 

confused, resulting in inaccurate parameter identification results. 

(2). For the commercial LiFePO4 18650 battery cells in this paper, the high-frequency kinetic 

response is completed within ten seconds, and the low-frequency kinetic response is completed within 

several hundred seconds. Under this dynamic performance, a multi-feature separation modeling idea is 

proposed, in which the fast dynamics parameters and the slow dynamics parameters are identified on 

different time scales.  

(3). Since the different use environments of the battery will lead to different external heat transfer 

efficiencies, the robustness of the external thermal resistance in the lumped thermoelectric coupling 

model is discussed by setting different initial values. The results show that under different initial value 

settings, the external thermal resistance can quickly converge to the accurate value.  
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(4). The verification results of two complex cycle tests show that,  compared with the traditional 

single-time scale method without considering the uncertainty of external thermal resistance, the 

maximum RMSE of the terminal voltage tracking error of the proposed method under the two operating 

conditions at different temperatures is reduced by 9.8 mV and 44.7 mV, respectively, the maximum 

MAE decreased by 5.0 mV and 18.5 mV, respectively; the maximum RMSE of the internal temperature 

estimation error decreases by 1.101 ℃ and 1.119 ℃, and the maximum MAE decreases by 1.104 ℃ and 

1.128 ℃, respectively. 

(5). The discreteness concept of parameter identification is proposed and discussed in this paper. 

The experimental results show that the maximum dispersion of the electrical characteristic parameter 

identification results of the proposed method and the traditional single-time scale method are 14.6 and 

66.5%, respectively, and the proposed method improves the parameter consistency by 51.9%. 
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https://www.webofscience.com/wos/alldb/general-summary?queryJson=%5B%7B%22rowBoolean%22:null,%22rowField%22:%22AU%22,%22rowText%22:%22Chen,%20Xianpei%22%7D%5D&eventMode=oneClickSearch
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