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Abstract. The problem of Data-to-Text Generation (D2T) is usually
solved using a modular approach by breaking the generation process
into some variant of planning and realisation phases. Traditional meth-
ods have been very good at producing high quality texts but are difficult
to build for complex domains and also lack diversity. On the other hand,
current neural systems offer scalability and diversity but at the expense
of being inaccurate. Case-Based approaches try to mitigate the accuracy
and diversity trade-off by providing better accuracy than neural sys-
tems and better diversity than traditional systems. However, they still
fare poorly against neural systems when measured on the dimensions of
content selection and diversity. In this work, a Case-Based approach for
content-planning in D2T, called CBR-Plan, is proposed which selects and
organises the key components required for producing a summary, based
on similar previous examples. Extensive experiments are performed to
demonstrate the effectiveness of the proposed method against a vari-
ety of benchmark and baseline systems, ranging from template-based, to
case-based and neural systems. The experimental results indicate that
CBR-Plan is able to select more relevant and diverse content than other
systems.

Keywords: Data-to-Text Generation, Case-Based Planning, Content
Planning

1 Introduction

Data-to-Text Generation (D2T) is the process of summarising insights and infor-
mation extracted from non-linguistic structured data in a textual format [15,3].
With business processes often generating a huge amount of domain-specific data,
which is not easily understandable by humans, there is a growing need to syn-
thesise this data by converting it into textual summaries that are more accessi-
ble. There are many real-world applications, from weather or financial reporting
[7,5,16] to medical support and sports journalism [9,23]. There are two main
problems that should be addressed in a D2T problem: content planning, se-
lecting and ordering important content from the input data (implicit or explicit),
as in what to say? ; and surface realisation, conveying the selected content in a
textual summary, as in how to say?. Content planning is the focus of this work.
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There are different types of systems that can be used to solve the D2T prob-
lem. Traditional methods, that use a modular approach with hand-crafted rules
and templates acquired from domain knowledge, are very good at producing
high-quality textual summaries with accurate information [15,16,7]. However,
they lack diversity and generate monotonous texts. Also, in complex domains,
it is difficult to hand-craft the rules for every possible situation, making these
systems difficult to scale. Current state-of-the-art neural systems usually take an
end-to-end approach and are capable of producing diverse and fluent summaries
while offering better scalability across domains [23,13]. However, they are prone
to errors and often generate inaccurate texts not supported by the input. There
have been some attempts to utilise neural systems in a modular way by breaking
them into separate planning and realisation phases [12,2]. Whilst offering better
performance than the end-to-end counterparts they tend to be more conservative
and achieve better accuracy at the cost of diversity.

Case-Based approaches, also by taking a somewhat modular approach, try
to mitigate the accuracy and diversity trade-off by retrieving similar problems
from the case-base and reusing them to dynamically generate a custom template
for the new problem [22,1]. They offer better accuracy than neural systems while
better diversity than traditional systems. Nonetheless, the case-based approaches
still perform below par with neural systems when evaluated for content selection
and diversity in generations. Thus, missing out on much relevant information
that may be important for the summary and would have been selected by a
human author.

In this work, we propose a Case-Based Reasoning (CBR) approach for content-
planning in D2T problems that selects the main components for a summary and
organises them to create a plan by reusing solutions of previous similar problems.
In this process, first, several key components are identified that contribute to
writing a D2T summary, and then a CBR method is used to create a content-plan
by selecting and organising a subset of those components. The main contribu-
tions of this work are as follows:

1. develop a new CBR-based model for the content-planning task in D2T 1;
2. introduction of a new concept identification process to support evaluation of

D2T approaches; and

3. demonstrating the performance of the proposed method at content selection
effectiveness and diversity on a standard D2T evaluation data set.

The rest of the paper is organised as follows: in the next section we discuss
relevant related works from the literature; then in Section 3, we provide an in-
depth background of the problem and provide insight on where this work fits
into a bigger picture; which is followed with the description of our proposed
method in Section 4; and the experimental setup in Section 5. We then discuss
the results obtained from the experiments in Section 6; and finally conclude the
paper with some key takeaways and future directions in Section 7.

1 code-base is available at https://github.com/ashishu007/data2text-cbr-plan

https://github.com/ashishu007/data2text-cbr-plan
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2 Related Works

Data-to-Text Generation (D2T) is a sub-field of Natural Language Generation
(NLG) aiming to summarise structured non-linguistic data as opposed to Text-
to-Text Generation (T2T) which aims to summarise linguistic data in textual
summaries [3]. D2T has been studied for decades, one of the very first systems
proposed in the 1980s, generated textual summaries of financial data [7]. There
have been several other traditional systems in multiple domains ranging from
weather forecasting to medical support documentation [16,5,9]. They have fol-
lowed a modular approach by breaking the problem into several smaller ones and
solving them separately with different modules designed with carefully crafted
rules [14]. Recent advancements in neural techniques have given rise to learning
based neural systems that initially tried to model the whole task into a single
end-to-end process [23,13]. But recent trends have seen the resurgence of modular
approaches even in neural systems demonstrating better performance than their
end-to-end counterparts [2,10,12]. However, the planning-based neural systems
tend to be more conservative by generating easier and less diverse summaries in
order to become more accurate.

Traditional D2T systems are capable of producing high-quality texts but
come with the challenge of scalability across domains and lesser diversity in
the text generated. On the other hand, neural systems offer better scalability
and diversity than traditional systems, but at the expense of accurate genera-
tions. Case-Based systems also take a modular approach and aim to mitigate this
accuracy and diversity trade-off by generating a custom template for a new prob-
lem using solutions from similar past experiences [1,21,22]. Although the idea of
CBR systems being more accurate than neural and more diverse than traditional
counterparts appears sound, typical performance is poorer than neural systems
in terms of content selection and diversity.

Case-Based Planning has also been studied for a long time with initial meth-
ods being applied in several domains ranging from holiday and logistics to story
planning [20,17,4]. In this work, the focus is to build a CBR-based content-
planning module for D2T problems that generates better content-plans with
respect to content selection and diversity.

3 Problem Description and Representation

Each case in a D2T case-base is an event which consists of the event’s data on the
problem side and its textual summary on the solution side. The textual summary
of each event aims to describe the important insights and information extracted
from the event’s data. In easier domains, the event summary contains informa-
tion from only the single event but in more complex domains, the summary may
contain information from its neighbouring cases as well [22].

The problem side of each case in the case-base is represented by multiple
entities. Each of these entities is further represented with several features that
aim to describe the entities. Each feature is assigned a value, which in most cases,
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Fig. 1: Case-Base in a Data-to-Text Generation problem

is numerical but may also be either categorical or textual. Solutions-side of the
event summaries is a combination of multiple concepts each describing single or
multiple entities with some type of information. Each concept is essentially a
sentence from the textual summary. An example case-base with its problem and
solution sides is shown in Figure 1.

Taking the sports domain datasets [23,19] as an example, an event can be
seen as a match between two teams for which a summary is written. Each event
is represented by its entities which are the players and teams that play in the
game. Furthermore, each entity is represented with several features which are the
stat categories that are recorded for each player or team. The textual summary
is a set of concepts each describing an entity (or combination of entities) from
the event.

To build a D2T system, the following points should be taken in account:

– first, identify all the relevant concepts that may be interesting for any event
and can be included in the summaries;

– second, select important concepts with respect to a given event that is in-
teresting and should be included in the event’s summary;

– third, decide which entities (or a combination of entities) should be described
using each selected concept; and

– finally, generates a semantically accurate sentence for each concept describing
an entity and pragmatically orders them to generate the final summary.

In this work, we will focus on the first three steps of this process. We will
use information gathered from some corpus analysis to identify several possible
concepts. Then we will use a CBR method to select the relevant concepts for a
target case, and finally, another data-driven method will be used to identify the
entities that will be described by each selected concept. This is analogous to the
Content Planning phase of a standard D2T system [2,12].

4 Content Planning Methodology

In this work, we focus on building a method for generating a content-plan that
will be used by a text-generator model to produce an event’s summary. As dis-
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Fig. 2: An example summary from SportSett dataset

cussed earlier, a summary is a set of concepts each describing an entity (or a
combination of entities) from the event. Thus a content-plan is a set of con-
cepts, ordered in a sequence, each aligned with one or more entities. To build
the content-plan, the first step is to identify all the possible concepts that may
be relevant to any event’s summary. Then, for a given target event (new prob-
lem), a subset of identified concepts and associated entities corresponding to
each concept should be selected and ordered. The final stage would be to select
a suitable template for each selected concept and populate it with the corre-
sponding entity’s values. But this final step of generating the text by selecting
and populating templates is out of the scope of this work.

4.1 Concept Identification

The summaries in a typical D2T domain contain information of different com-
plexities. A summary is written with multiple sentences, where each sentence can
have several information elements of different types. For example, in Figure 2,
S12 identifies that player ‘Reggie Jackson’ scored a triple-double 2 with 11 points,
rebounds and 10 assists in the game, continuing his good performance from the
previous game. Firstly, the straightforward information, such as he scored 11
points and rebounds, can be directly copied from the input data (problem side
representation) into the output summary. Secondly, the information that the
player scored a triple-double is not explicitly stated in the input data, rather it
needs to be derived from several features from the single event, which in this
case would be from the player’s stats, such as points, rebounds, etc. This kind
of information will be more difficult for a system to generate, as it requires the
system to be capable of performing inference and arithmetic operations. Lastly,
the fact that it was the player’s continuation from the previous game can only

2 https://en.wikipedia.org/wiki/Double-double#Triple-double

https://en.wikipedia.org/wiki/Double-double#Triple-double
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be derived by taking the data from several events into account. This will be even
harder as the amount of data that needs to be considered for inference will grow
massively. Thus, an event’s summary can have three types of information:

– Intra-Event Basic (Basic; B) information that can be directly copied
from an event’s input data into the output summary;

– Intra-Event Complex (Within; W) information that needs to be implic-
itly derived from given information in an event’s data; and

– Inter-Event (Across; A) the information that can be only derived from
taking the data of multiple events into account.

Sentences in a summary can be classified based on the type of information
it contains into one of the seven categories: just Basic, B; just Within, W; just
Across, A; both Basic and Within, B&W; both Basic and Across, B&A; both
Within and Across W&A; and finally, all Basic, Within and Across, B&W&A.
In addition to different types of information in the summary, each sentence can
describe different types of entities: a Player (P); and a Team (T). Taking
another example from Figure 2, S01 describes two teams’ information whereas
sentence S02 describes a team’s and a player’s information, while S03 describes
a player’s information. Thus, a sentence, based on the entity it describes, can be
classified into the following five categories: just one Player, P; just one Team,
T; more than one Players, P&P; more than one Teams, T&T; and finally, both
Players and Teams, P&T.

An event summary from the SportSett dataset, based on the information and
entities a sentence describes, can be classified into a total of 35 categories (7 types
of information times 5 types of entities). We term each of these 35 categories as
different concepts that can be used to write a summary of an event. We show the
proportion of these concepts in our case-base in Figure 3. On x−axis, we see all
possible concepts, and on y−axis, we show the number of sentences categorised
as that concept. These statistics are calculated using an automated system that
extracts the entities mentioned in a sentence and classifies the sentence into its
information-type category. This system consists of two modules: first, an entity
extraction module, the same as the method used in building train data for IE
models in [23]; and second, an information-type classifier, which is a Roberta
model [8] fine-tuned with a multi-label classifier head trained on 600 samples
and tested on 250 manually annotated samples. The classifier achieves 91% of
the Macro-F1 score.

It is noted that although the examples used here for demonstration are spe-
cific to a dataset, the same approach can be applied to other datasets or domains
with similar settings such as MLB D2T [11].

4.2 Concept Selection

After we have identified all possible concepts, the next step in writing a D2T
summary is to select a subset of concepts that may be important and interesting
for the target event’s summary. Since the event summaries in D2T domains
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Fig. 3: Frequency of concepts in the case-base

follow the principle of ‘similar problems have similar solutions’, we can employ
a standard CBR approach to select a subset of concepts by retrieving similar
events from previous examples and then reusing their solution to propose the
solution for the new problem. To build a CBR model for this concept selection
stage, we first need to build our case-base which will consist of events with their
entity-based representation on the problem-side and their list of concepts used
in the summary on the solution-side.

The problem-side representation of an event can be built by combining the
representation of the different entities an event contains. Each entity in an event
is represented with several features, all of which are assigned a value, effectively
representing an entity with a vector of length the same as the number of features.
An event can have multiple entities, making the initial representation of an event
two-dimensional. In this work, the entity representation is simplified by taking
its arithmetic mean to build a one-dimensional representation of an event. The
solution-side’s concept list of an event can be extracted using the same technique
used for calculating the proportion of concepts described in the previous section.
An example problem-side representation and solution-side concept list of an
event from the SportSett dataset is shown in Figure 4.

With the case-base developed, when a new problem arrives, its problem repre-
sentation is built using its entities and then the most similar problem is retrieved
from the case-base using Euclidean distance. The retrieved case is reused as the
solution to the new problem. It is noted that a more sophisticated approach for
retrieval can be developed by exploring alternative similarity measures and con-
sidering the top-k most similar cases when proposing the new solution. But these
are left to the future work and here the focus is on utilising a simple approach
for building the content-planning module of a data-to-text generation pipeline.

4.3 Entity Selection

The next step in content selection and planning is to select the entities (or
combination of entities) that should be described in each of the selected concepts
in the previous stage. This is achieved by ranking all the different types of



8 Upadhyay Ashish et al.

(a) Problem-side representation

(b) Solution-side concept-list

Fig. 4: (a) Problem-side and (b) Solution-side of an event

entities in a stack where the highest-ranked entity will be described using the
first concept of its type, the second-highest ranked entity will be described with
the second concept of its type, and so on. Thus, an algorithm is needed to rank
the entities of an event. This can be achieved by learning the feature weights
of the entity’s representation, which can be used to score the entities and rank
them based on the scores. To formalise:

ReprENT = [f1, f2, f3, · · · , fn]
W = [w1, w2, w3, · · · , wn],∀w ∈ (−1, 1)

ScoreENT =

n∑
i=1

fi · wi

The feature weights W are calculated using a PSO algorithm [6] optimised
on a classification dataset for both the entity types (players and teams). For
team entities, the classification data is prepared by subtracting the losing team’s
representation from winning team’s representation and assigning it the label 1
(or win), and vice-versa for label 0 (or lost).

(Repclf )
i
= [(f1W − f1L), (f2W − f2L), · · · , (fnW − fnL)]

(Repclf )
j
= [(f1L − f1W ), (f2L − f2W ), · · · , (fnL − fnW )]

Labi = 1&Labj = 0
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Similarly, win-loss data can be created for player entities as well where a
player mentioned in the respective event summary will be considered a winner
compared to a player from the event not mentioned in the summary.

5 Experimental Setup

This experiment aims to evaluate our new CBR planning-based algorithm, which
we call CBR-Plan. At this stage, we are not interested in the text itself but rather
the plan for the text solution. Hence, we measure the effectiveness of CBR-
Plan by measuring its ability to select the same concepts and associated entities
as chosen by a journalist who has already written solutions for the problems.
A basketball dataset forms the case base and CBR-Plan is compared to both
benchmark and state-of-the-art systems.

5.1 Dataset

The SportSett dataset [19] of NBA matches is used to generate an evaluation
case base 3 in which a match becomes a case. Each match contains a textual
summary as the output and the associated match statistics, with the box- and
line-scores, as the problem input. There is a temporal aspect involved here, as
future matches should not be available to the learner. Hence the training set
contains the earlier matches from the 2014, 2015 and 2016 seasons (total of
4775, some matches from the 2016 season have more than one summary) while
the dev and test sets contain matches from the 2017 and 2018 seasons (1230
matches each) respectively.

The training set is used to create the case-base following the method de-
scribed in Section 4.2. There are total 4775 cases in the case-base for concept
selection. For the entity ranking method, we again use the instances from the
train set for preparing the PSO train data. We collect 66,738 instances for the
players’ feature weighting task while 7,380 instances are available for the teams’
feature weighting task.

5.2 Benchmarks and Baselines

CBR-Plan is compared with four existing models, as follows:

– Template-Based (Template): the baseline model proposed in [23] which
contains a few handcrafted templates to verbalise the data of a few entities
from an event. In this work, an updated version of this model [22] is used
which adds a few more templates for generating extra information (next-
game information of a team).

3 We have used the GEM version of the dataset from https://huggingface.co/datasets/
GEM/sportsett basketball

https://huggingface.co/datasets/GEM/sportsett_basketball
https://huggingface.co/datasets/GEM/sportsett_basketball
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– Case-Based Model (CBR): a case-based approach to Data-to-Text gener-
ation [22] which breaks down the summaries into several components. Then
a case-base for each component is built which consists of the entity’s feature
values as problem representation while templates verbalising that entity’s
features as the solution. To generate an event summary, a standard case-
based approach is used to retrieve the best template for different entities in
each component.

– Entity Model (Ent): an entity-focused approach [11] uses a sequence-
to-sequence model consisting of an MLP encoder and LSTM decoder with
copy mechanism. An added module updates the input record’s representation
during the generation process. At each decoding step, a GRU is used to
decide the record that needs to be updated and then update its value.

– Macro-Plan Model (MP): a neural pipeline model for data-to-text gen-
eration proposed in [12]. It consists of two separate modules: first, a micro-
planning module, which takes all the entities as input and selects and orders
the important entities (or combination of entities) using a Pointer network to
build a micro-plan. The second module is a text generator which makes use of
a standard LSTM based sequence-to-sequence model with a copy mechanism
to generate a summary from the micro-plan.

Both the neural models are trained using the same hyper-parameters as de-
scribed by the authors in their works.

5.3 Evaluation Metrics

Performance is measured on two important dimensions of data-to-text genera-
tion: content selection and diversity. Content selection is evaluated by comparing
each method’s output with the human reference summaries. Two measures are
calculated, first for the proposed concepts and then for the entities selected.

Each method outputs a list of concepts for each new problem in the test set
using the approach described in Section 4.2. They also produce a list of entities
with the same length as the concept list, where the planned text to be generated
for each concept would include the entity of the same index from the entity
list, using the approach described in Section 4.3. The concept and entity list is
extracted from human reference and generated summaries by first splitting the
summaries into sentences and then extracting the entities from each sentence
using the approach employed for calculating extractive evaluation metrics in
[23]. This gives an entity list for the current problem. Finally, the sentence can
be classified into its content-type, which when combined with entity-type in
the sentence will give the concept list for the case’s text summary. For each
method, concept and entity lists are compared with the human reference (Gold)
lists by calculating F2, precision and recall scores to evaluate the content
selection capability of the systems. Since the system generations are expected
to be of similar length as gold summaries, a system achieving higher precision
with smaller generations is not good. So F2 becomes a better measure to evaluate
these systems which give more weight to recall than precision. For diversity, we
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Table 1: Content Selection scores and average concept length
Concepts Entities #Concept

System F2 Prec Rec F2 Prec Rec Avg

Gold - - - - - - 12.76
Template 25.52 37.81 23.6 48.24 89.39 43.26 7.97

CBR 32.15 47.3 29.76 60.09 90.91 55.39 8.03
Ent 25.38 24.05 25.73 54.05 60.27 52.7 13.66
MP 26.47 33.13 25.2 49.9 78.98 45.7 9.71

CBR−Plan 36.75 33.32 37.72 61.97 61.12 62.19 14.45

measure the proportion of different concepts used by each method compared
to the gold summaries.

6 Results and Discussion

The results are discussed in two parts: first, for content selection; and second,
for diversity compared to the human reference summaries.

6.1 Content Selection

F2, precision and recall scores are shown in Table 1 for both entities and concepts
selected by the five evaluated models. With concept selection, Template achieves
the second-worst F2, second-highest precision, and worst recall score. CBR has
the highest precision while second-best F2 and recall. For the two neural systems,
Ent has the worst F2 and precision with second-worst recall; while MP has third-
best F2, second-worst precision and recall. Our proposed algorithm,CBR-Plan,
achieves the highest F2 and recall score with third best precision score. Similar
patterns can be seen in the entity selection scores as well.

In both cases, (CBR-Plan) achieves the highest F2 and recall scores. This
suggests that the proposed method can select more relevant concepts and enti-
ties, similar to human reference summaries when compared to the other systems.
However, it is also selecting most concepts and entities that are not present in
Gold summaries (note these selections may still be relevant). Looking at the
average number of concepts selected (see the last col. of Table 1) gives a deeper
insight into the precision and recall scores. We can observe that most systems
that have higher precision scores are generating smaller summaries. By doing
so, the systems can achieve higher precision but miss many relevant concepts
that are interesting and should be included in the summary. Similar behaviours
have been observed with neural models in other relevant works as well [18]. By
generating a solution based on the number of concepts present in similar human-
generated solutions, CBR-Plan is producing a more realistic solution aligned with
the human summaries than most of the comparative algorithms.
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Fig. 5: Proportion of different concepts in different systems

Table 2: Correlation between concept frequency of different systems versus gold
System CBR-Plan Template CBR MP Ent

Correlation 0.7571 0.6288 0.6973 0.5954 0.3105

6.2 Diversity

In this section, we investigate the ability of different systems to select different
concepts in their summary generations. In Figure 5, the frequency of different
concepts being selected is shown for the human reference summaries and each
evaluated model. The human reference summary has a relatively even distribu-
tion over all concepts. Intuitively, we would expect a well-automated system to
generate summaries with a similar distribution over the concepts as the human-
generated solution.

If we look at the distribution of the different systems, we can observe that
Template and CBR are only selecting a few popular concepts and completely
ignoring the others. With the neural systems, while MP does select across many
concepts there is still a popularity bias by heavily selecting the most popular
concepts. For example, it is selecting mostly P-B, P-B&W, T-B, and T-B&W,
which seem to be the most popular ones, but is missing many other important
concepts. Similarly, Ent has a popularity bias in selecting high numbers of a few
popular concepts.

CBR-Plan can select a broad range of concepts that is most similar to the
distribution seen with human reference summaries. Along with selecting the
most popular ones, CBR-Plan is also able to select non-popular but important
concepts. We show Pearson’s correlation coefficient of concept distribution in
system generation versus human reference summaries in Table 2. CBR-Plan has
the highest correlation with human reference summaries followed by CBR, MP,
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Fig. 6: Concept frequency of different systems after a threshold

Template and Ent. It is also surprising to see the Ent model performing so poorly
on this measure, which appears to be due to the model selecting higher numbers
of some rare concepts, e.g. T-B&A, and T-A.

Figure 6 shows the number of total concepts that have been selected by each
model above a threshold figure. With the increase in the threshold, the number
of concepts will decrease. It can be seen that the steep drop in CBR, MP and
Ent is higher than for the human reference which is indicative of popularity bias,
whereas CBR-Plan is more similar to the human reference and sometimes selects
even higher numbers.

6.3 Qualitative Analysis

In Figure 7, we show an example of concepts and entities selected in the human
reference summary as well as in the different systems’ generation. For exam-
ple, the human summary starts with a ‘T-W’ concept associated with entity
Chicago Bulls. That means, the first sentence talks about Chicago Bulls with
Intra-Complex (Within) type information. We can observe that Template is
mostly selecting concepts that includes a player with their Intra-Basic type in-
formation. CBR is selecting concepts of different types, some with combinations
of different entities as well, but is still smaller in size. Both neural models are se-
lecting different types of concepts but are either smaller (MP) or selecting easier
(Ent, which rarely selects Inter-Event content). In contrast CBR-Plan is able to
select different concept types of reasonable length with different content-types
as well.

7 Conclusion and Future Works

In this work, a Case-Based planning approach is introduced for content planning
in D2T problems. The proposed method first identifies important components
for an event’s summary known as concepts and then uses a CBR approach to
select a subset of those concepts important and relevant for the event. In the
final step, a ranking method is used to rank the entities of an event and align
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Fig. 7: Concepts and Entities selected in different systems

them to the concepts selected in previous step. Extensive experimentation is con-
ducted to demonstrate the effectiveness of proposed methodology by comparing
it against several benchmark and baseline systems of different types, ranging
from template-based to case-based and neural approaches. Experiments demon-
strate that the proposed method is able to achieve best recall in terms of selecting
relevant content and provides most diversity by selecting different concepts more
aligned with human reference summaries than the other systems.

In future, the aim is to utilise the selected concepts from this work in surface
realisation and generating the final event summary. The next process will be
inspired by previous CBR D2T systems [22] where the most suitable templates
will be extracted for transforming the concepts with their respective entities into
text. We also plan to enrich the entities’ representation by adding across-event
information in order to improve the retrieval process. A richer representation
will help in the next iteration of surface realisation, ultimately improving the
quality of the generated summaries.
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