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Abstract: As an indispensable part of the battery management system, accurately predicting the estimation of the state of 9 

charge (SOC) has attracted more attention, which can improve the efficiency of battery use and ensure its safety performance. 10 

Taking the ternary lithium battery as the research object, we present an improved forgetting factor recursive least square 11 

(IFFRLS) method for parameter identification and a joint unscented particle filter algorithm for SOC estimation. First, take 12 

advantage of the particle swarm optimization (PSO) algorithm to select the optimal parameter initial value and forgetting 13 

factor value to improve the precision of the FFRLS method. At the same time, make use of the unscented Kalman algorithm 14 

(UKF) as the density function of the particle filter algorithm (PF) to form the unscented particle filtering (UPF) algorithm. 15 

Then, the IFFRLS method and UPF algorithm are proposed in this paper. The different working conditions results show that 16 

the proposed algorithm estimates the SOC with good convergence and high system robustness. The final estimation error of 17 

the algorithm is stable at 1.6%, which is lower than the errors of the currently used EKF algorithm, UKF algorithm and PF 18 

algorithm, which provides a reference for future research on lithium-ion batteries. 19 

Keywords: lithium-ion batteries; state of charge estimation; Particle Swarm Optimization; forgetting factor least squares; unscented 20 

particle filter. 21 
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Nomenclature 23 

Nomenclature 𝑅𝑝1/𝑅𝑝2 polarization internal resistance 

𝐶𝑝1/𝐶𝑝2 polarization capacitance 𝑄𝑛 rated power of the battery 

𝑅0 ohmic internal resistance 𝑈𝑂𝐶 open-circuit voltage 
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𝐾 the gain 𝜆 genetic factor 

𝛷(𝑘) observed vector 𝜃(𝑘) parameter vector 

𝑒(𝑘) observation noise vector 𝐽(𝜃) objective function 

𝜃(𝑘) the final simulation effect Φ𝑇(𝑘 + 1)𝜃̂(𝑘) 
the calculated value of the system 

observation at time 𝑘 + 1 

𝑦(𝑘 + 1) 
the actual observation value at time 𝑘 +

1 
𝑝(𝑋0) the prior distribution 

𝑋𝑘−1
𝑖,𝑎

 a set of Sigma points 𝑊𝑘
𝑖 the weight 

SOC state of charge IFFRLS 
improved forgetting factor recursive 

least-squares 

FFRLS forgetting factor recursive least-squares UKF unscented Kalman filter 

PF particle filter EKF extended Kalman filter 

BMS battery management system RC resistance-capacitance 

PSO particle swarm optimization GA genetic algorithm 

MAE mean absolute error RMSE root mean square error 

PDF probability density function HPPC hybrid pulse power characteristic 

BBDST Beijing Bus Dynamic Stress Test UPF unscented particle filter 

AEKF adaptive extended Kalman filter DEKF double expansion Kalman filter 

 24 

1. Introduction 25 

Nowadays, the lithium-ion battery has been widely used in all aspects of production and life with their excellent 26 

performance [1]. With its high energy density, high electric potential, and long life compared with other batteries, 27 

lithium-ion batteries are widely used in consumer electronics such as cell phones, notebook computers, electric vehicles, 28 

and aerospace electronics [2, 3]. The detection of the state of charge for lithium-ion batteries has received more and 29 

more attention [4]. Battery management has been intensively studied by a broad range of researchers, such as Zhang et 30 

al [5]. Among them, accurate estimation of the state of charge of lithium-ion batteries plays a very significant role in 31 

allowing full play to battery property and implementing efficient utilization of lithium-ion batteries.  32 

The State of Charge of the battery is one of the core parameters of the battery management system (BMS) [6]. The 33 

accuracy of the SOC will directly affect the cycle life of the battery and the operating performance of the BMS [7, 8]. 34 

Under certain discharge conditions, the remaining capacity to the rated capacity is defined as the SOC value of the 35 

battery [9, 10]. The SOC value is a relative quantity, expressed as a percentage, and the value range of SOC is 0~100% 36 

[11]. 37 



 

 

At present, for lithium-ion batteries, there are many methods to estimate the state of charge, such as the ampere-38 

hour integration method, open-circuit voltage method, discharge experiment method, neural network method, Kalman 39 

filter algorithm, and particle filter algorithm [12-14], among them, the most commonly used is the ampere-hour 40 

integration method [15-17]. The ampere-hour integration method will also cause the gradual accumulation of errors 41 

[18, 19]. The open-circuit voltage method requires that the lithium-ion battery must be left standing for a long time 42 

when estimating the SOC. The discharge experiment method is the easiest and most accurate among the traditional 43 

SOC prediction and estimation methods, but its efficiency is not high. The neural network algorithm is difficult to 44 

establish a relatively accurate mathematical model for the whole process. The neural network method does not require 45 

an accurate mathematical model and can learn the internal laws of the nonlinear system by learning the sample data, 46 

and a good neural network model can approximate the nonlinear mapping with arbitrary precision. However, in the 47 

application of the standard BP neural network algorithm, it is easy to forget old samples in the process of training, and 48 

it is easy to fall into local minima. The network convergence speed is slow, and the number of hidden layer nodes is 49 

mostly based on empirical formulas, lacking professional theory inadequate guidance, etc. Real-time requirements 50 

cannot be met with this method, so it is usually not used alone [20]. Filtering is a problem in system state estimation. 51 

Since Mr. Kalmal proposed the classical Kalman filter in 1960, it has provided an optimal solution to the linear problem 52 

[21, 22]. Up to now, it is still widely used. However, in the real world, most of the practical puzzles in the field of 53 

science have nonlinear characteristics, and the Kalman filter is powerless to solve these nonlinear problems [23]. With 54 

time, the extended Kalman filter becomes a powerful tool to solve nonlinear filtering [24, 25]. Then, there is the 55 

appearance of an unscented Kalman filter [26-28]. For any nonlinear system, the unscented Kalman filter can obtain 56 

the posterior mean and covariance estimates exactly to the third order [29]. However, the UKF algorithm assumes that 57 

the statistical properties of the system noise obey a Gaussian distribution when estimating the battery SOC, which leads 58 

to a reduction in accuracy and loss. Then came the particle filter [30-32], the particle filtering algorithm is not limited 59 

by the noise distribution. A particle filter can deal with any nonlinear model and any noise distribution [33, 34]. 60 

However, the particle filter itself also has many problems. For example, particle filtering algorithms suffer from particle 61 

degradation, and although resampling can reduce this phenomenon to some extent, it greatly increases the 62 

computational effort. Based on it, this paper combines the unscented Kalman filter with the particle filter to obtain an 63 

unscented particle filter algorithm. It can effectively ensure that the number of particles does not decrease significantly 64 

and improve the accuracy of the estimation results. The second-order RC equivalent model is employed for online 65 

parameter identification, while the optimal parameters are selected in real time using the PSO algorithm, so the accuracy 66 

for the state of charge estimation of lithium-ion batteries is improved and the particle filter algorithm is improved [35]. 67 



 

 

Currently, the Thevenin model is commonly used in lithium-ion battery SOC estimation [36]. The second-order 68 

resistance-capacitance (RC) model is an improvement of the Thevenin model. In comparison, the second-order RC 69 

model can describe the operating characteristics of the battery more accurately [37-39]. At the same time, the accuracy 70 

of online parameter identification is often higher than offline parameter identification [40, 41]. Therefore, this paper 71 

uses the PSO algorithm to optimize the FFRLS method to perform the improved Thevenin model [42-45]. To improve 72 

the estimation accuracy of the Kalman filter algorithm, unscented Kalman Mann filter algorithm, and particle filter 73 

algorithm [46-49]. To further enhance the estimation accuracy, this paper combines the unscented Kalman filter and 74 

the particle filter to form an unscented particle filter algorithm. 75 

This paper aims to take the ternary lithium battery as the research object, study the state of charge estimation of 76 

the lithium-ion battery, optimize the FFRLS algorithm through the PSO algorithm, form the IFFRLS algorithm, and 77 

use the combined algorithm of the algorithm and the UPF algorithm to estimate the charge of the lithium-ion battery. 78 

This paper confirms the performances of the algorithm under different working conditions, which lays the foundation 79 

for the research on the SOC of lithium-ion batteries in the future. 80 

Next, the main content of this paper will be elaborated on one by one. It mainly introduces the selection of the 81 

equivalent model of lithium battery, the forgetting factor recursive least square algorithm, particle swarm optimization 82 

algorithm, the improved forgetting factor recursive least square algorithm, and the unscented particle filter algorithm 83 

in chapter 2. Then, it illustrates the detailed results of parameter identification and SOC estimation under different 84 

complex working conditions step by step in chapter 3. The results display that the unscented example filtering algorithm 85 

under the online parameter identification method with the forgetting factor has better real-time performance and 86 

accuracy, and realizes the closed-loop online estimation. At last, it describes the conclusions of the paper. In addition, 87 

the proposed algorithm is compared with existing algorithms, such as the EKF algorithm, UKF algorithm, PF algorithm, 88 

AEKF algorithm, and DEKF algorithm. By comparing the estimation curves of several algorithms and the error curves 89 

with the century results, we can conclude that the proposed algorithm has better estimation than several other algorithms. 90 

The specific data results will be presented in detail below. Finally, the robustness of the algorithm is confirmed by 91 

simulation. 92 

2. Mathematical analysis 93 

2.1 The second-order equivalent model 94 

The battery equivalent models commonly used today are the Thevenin model, second-order RC equivalent model, 95 



 

 

Rint model, PNGV model, etc. The second-order RC model is composed of a static ohmic resistance 𝑅0 and two RC 96 

loops that characterize the dynamic response in series. The simple model can’t describe the operating characteristics of 97 

the battery, although its calculation is simple. On the contrary, for complex models, it reduces the adaptation of the 98 

model, to the complex calculations. However, the complex model can better characterize the charge and discharge 99 

characteristics of the battery. To sum up, the second-order RC model is selected to estimate the SOC. The architecture 100 

of the second-order equivalent circuit is displayed in Figure 1. 101 
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Figure 1 The second-order equivalent circuit model 103 

As shown in Figure 1, the RC circuit is composed of 𝑅𝑝1 and 𝐶𝑝1, this circuit can accurately express the stage of 104 

rapid voltage change during the internal chemical reaction of the battery. The RC loop is composed of 𝑅𝑃2 and 𝐶𝑃2, 105 

and this loop represents the phase where the voltage changes slowly during the chemical reaction within the battery. 106 

Compared with the effects of equivalent circuit models of different orders on SOC estimation. It does not significantly 107 

increase the accuracy of models above the second order, but highly improves the computation. Therefore, the Thevenin 108 

model, PNGV model, or the second-order equivalent circuit model are used to estimate SOC according to the actual 109 

situation. According to Kirchhoff's circuit law, Equation (1) is listed in combination with Figure 1. 110 

 

{
 
 

 
 
𝑈𝐿 = 𝑈𝑜𝑐(𝑆𝑂𝐶) − 𝑖(𝑡)𝑅0 − 𝑈𝑝1 − 𝑈𝑝2

𝑑𝑈𝑝1

𝑑𝑡
= −

𝑈𝑝1

𝑅𝑝1𝐶𝑝1
+

𝑖

𝐶𝑝1
𝑑𝑈𝑝2
𝑑𝑡

= −
𝑈𝑝2

𝑅𝑝2𝐶𝑝2
+

𝑖

𝐶𝑝2

 (1)  

For the second-order equivalent model selected, [𝑆𝑂𝐶 𝑈𝑃1 𝑈𝑃2] is chosen as the state variable. Integrated with 111 

Equation (1) and the circumscription of SOC, its state space equation can be listed as demonstrated in Equation (2). 112 
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𝑆𝑂𝐶𝑘+1
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𝑇
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𝑈𝐿,𝑘+1 = 𝑈𝑜𝑐(𝑆𝑂𝐶, 𝑘 + 1) − 𝑈𝑝1 −𝑈𝑝2 − 𝐼𝑅0

 (2)  

In the above formula, 𝑄𝑛  is the rated power of the battery, and 𝑅𝑃1𝐶𝑃1  and 𝑅𝑝2𝐶𝑃2  are the cutoff angular 113 

frequencies. Parameters identified by the model include ohmic internal resistance 𝑅0 , open-circuit voltage 𝑈𝑂𝐶 , 114 

polarization internal resistance 𝑅𝑃1 and 𝑅𝑃2, and polarization capacitance 𝐶𝑃1 and 𝐶𝑃2. 115 

2.2 Improved forgetting factor least squares algorithm 116 

2.2.1 Forgetting Factor Recursive Least Squares  117 

In this paper, we choose the online identification method, and firstly, we use the hybrid pulse power characteristic 118 

(HPPC) test experiment to test the lithium battery performance at the ambient temperature of 25 ℃. The rated capacity 119 

of the battery is 70 Ah, and the actual capacity of the battery is 68.74 Ah after three complete charge and discharge tests 120 

[50]. Obtain the voltage, current, and other data required for model parameter identification, analyze the working 121 

process of the battery under specific temperature conditions, and obtain the required parameters. Figure 2 and Figure 3 122 

are the voltage and current change curves of the charge-discharge cycle of the HPPC test. 123 

 

Figure 2 The voltage curve of the HPPC experiment 
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Figure 3 The current curve of the HPPC experiment 

From Figure 2 and Figure 3, we can see that the battery end voltage declines or goes up abruptly after the battery 125 

is connected to the load and discharges or ends discharge, with the internal resistance effect of the lithium battery. The 126 

polarization effect of lithium batteries will make the terminal voltage drop rapidly after the first time or rise after the 127 

discharge. The polarization effect disappears when the battery is fully rested, then the interior of the battery reaches 128 

equilibrium. 129 

The experimental environment can easily affect the reaction process of complex chemical reactions in the battery, 130 

which are generated during the use of lithium-ion batteries. In battery SOC estimation, taking advantage of the method 131 

of fitting a function to offline experimental data determines the value of each parameter in the battery equivalent model. 132 

However, the estimation result, with absolute errors, will occur when the method is used. Identifying the parameters of 133 

the model online and correcting the values of the parameters in real-time is the most important thing to improve the 134 

accuracy of SOC estimation. Based on the commonly used second-order RC equivalent model, this paper identifies the 135 

parameters of the model with the improving forgetting factor recursive least square method. The principle process 136 

diagram is illustrated in Figure 4. 137 
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Figure 4 Flowchart of the FFRLS method 139 

From Figure 4, we can understand the general process of the FFRLS method and its overview. Next, we will 140 

introduce the specific procedure of the FFRLS method. From equation (3), we can obtain the output equation of the 141 

circuit with the principle of the second-order RC equivalent model. 142 

 𝑈𝑜𝑐 = (
𝑅𝑝1

𝑅𝑝1𝐶𝑝1𝑠 + 1
+

𝑅𝑝2
𝑅𝑝2𝐶𝑝2𝑠 + 1

+ 𝑅0) 𝐼 + 𝑈 (3)  

Due to the "filter saturation" phenomenon of the least squares method, the values of the gains 𝐾 and 𝑃 become 143 

smaller and smaller as the number of iterations of the algorithm increases. This makes the algorithm's ability to correct 144 

the data weaker and weaker, and the degree of data saturation becomes larger and larger, which eventually leads to 145 

more and more errors in parameter identification. In the final analysis, it is because the correction ability of the data 146 

will become weaker and weaker with this algorithm, and the saturation of the data will also become larger and larger. 147 

Therefore, to improve the accuracy of the parameter identification results, we choose the least squares method with the 148 

addition of forgetting factors for parameter identification. In the identified process, the function of the forgetting factor 149 

is to give a smaller weight to the data with a longer running time and the latest observation data more weight. After the 150 

introduction of genetic factor 𝜆 (0 < 𝜆 < 1), the impact of previous old data will be weakened, while the feedback 151 

effect of new data will be enhanced. Equation (4) shows the mathematical expression of the least square method. 152 



 

 

 𝑦(𝑘) = 𝛷(𝑘)𝜃𝛵 + 𝑒(𝑘) (4)  

Among them, the observed vector is denoted by 𝛷(𝑘); the final parameter vector to be estimated is represented 153 

by 𝜃(𝑘); the observation noise vector is represented by 𝑒(𝑘). 154 

Take the objective function 𝐽(𝜃). Finding 𝜃 is the objective of the least square method. The premise that 𝐽(𝜃) 155 

takes the minimum value is that ̂  exists. The objective function and estimated parameter values of the system are 156 

written in equation (5). 157 

 {
𝐽(𝜃) = [𝑦(𝑘) − 𝛷(𝑘)𝜃(𝑘)]

𝛵
[𝑦(𝑘) − 𝛷(𝑘)𝜃(𝑘)]

𝜃 = [𝛷(𝑘)𝛷(𝑘)𝛵]−1𝛷(𝑘)𝑦(𝑘)
 (5)  

In the actual simulation calculation, before reaching the approved accuracy, to gradually improve the accuracy of 158 

parameter estimation, as the indispensable part, the latest experimental data must be continuously imported and 159 

exported, which is achieved in a continuous iterative process. After introducing the forgetting factor 𝜆 (0 < 𝜆 < 1), the 160 

specific calculation process is expressed in equation (6). 161 

 {

𝜃(𝑘 + 1) = 𝜃(𝑘) + 𝐾(𝑘 + 1)[𝑦(𝑘 + 1) − 𝛷𝛵(𝑘 + 1)𝜃̂(𝑘)]

𝐾(𝑘 + 1) = 𝑃(𝑘 + 1)𝛷(𝑘 + 1)[𝛷𝛵(𝑘 + 1)𝑃(𝑘)𝛷(𝑘 + 1) + 𝜆]−1

𝑃(𝑘 + 1) = 𝜆−1[𝐼 − 𝐾(𝑘 + 1)𝛷𝛵(𝑘 + 1)]𝑃(𝑘)

 (6)  

In the above equation, the closer the value 𝜆 is to 1, the better the final simulation effect is 𝜃(𝑘). is the estimated 162 

value of the parameter at time 𝑘, Φ𝑇(𝑘 + 1)𝜃(𝑘) is the calculated value of the system observation at time 𝑘 + 1, and 163 

𝑦(𝑘 + 1) is the actual observation value at time 𝑘 + 1. At every iteration, the algorithm uses the deviation between the 164 

calculated and actual observations of the system and the gain 𝐾 to amend the ultimate estimate. 165 

2.2.2 Particle Swarm Optimization 166 

The genetic algorithm (GA) and PSO algorithm are both intelligent algorithms. Different from the GA algorithm, 167 

the GA algorithm mainly draws on the law of "survival of the fittest" in biological evolution. The PSO algorithm is 168 

proposed based on simulating social behaviors such as birds foraging and human cognition. 169 

There are various types of intelligent algorithms. The usual intelligent algorithms in current research are genetic 170 

algorithm, particle swarm optimization algorithm, ant colony algorithm, simulated annealing algorithm, fish swarm 171 

algorithm, etc. Genetic algorithm has strong global search ability and weak local search ability, and often can only get 172 

the suboptimal solution but not optimal solution. The parameter setting of the ant colony algorithm is complicated. If 173 

the parameter setting is improper, it is easy to deviate from the high-quality solution. The simulated annealing algorithm 174 

is a global optimization, which is mainly suitable for use with algorithms such as particle swarms and whale 175 

optimization algorithms that are prone to fall into local optimal solutions. The fish swarm algorithm is similar to the 176 



 

 

ant colony algorithm. If the parameters are not set advisable, it is easy to deviate from the high-quality solution. If the 177 

particle swarm optimization algorithm is not weighted, it is easy to fall into the local optimal solution, so the weight 178 

value will be weighted when the particle swarm optimization algorithm is generally selected. 179 

 

(a) Voltage contrast curves of FFRLS algorithm optimized by GA algorithm and FFRLS algorithm optimized by PSO algorithm 

 

(b) Error comparison curve of FFRLS algorithm optimized by GA algorithm and FFRLS algorithm optimized by PSO algorithm 

Figure 5 Comparison of FFRLS optimized by GA algorithm and FFRLS optimized by PSO algorithm 

From Figure 5, we can see the difference between using the GA algorithm as the optimization algorithm and using 180 

the PSO algorithm as the optimization algorithm. Due to the weak local search ability of the GA algorithm, the result 181 

is prone to be not the optimal solution, and from the change of the graph, we can see that the PSO algorithm that affects 182 

the overall optimization is better than the GA algorithm, and we can calculate the performance indexes of the two 183 

algorithms again to make a better choice. The performance comparison of the two algorithms is shown in Error! 184 

Reference source not found.. 185 

Table 1 Performance comparison of FFRLS optimized by GA algorithm and FFRLS optimized by PSO algorithm 186 

Algorithm Max MAE RMSE 
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GAFFRLS 0.1262 0.01181 0.01922 

PSOFFRLS 0.0631 0.01126 0.01822 

Error! Reference source not found. lists the performance indexes of the two algorithms. It can be seen that the 187 

overall performance metrics of the PSO algorithm are lower than those of the GA algorithm, and due to the nature of 188 

MAE and RMSE, we can see that the PSO algorithm is better than the GA algorithm for the optimization of the FFRLS 189 

algorithm. 190 

The particle swarm optimization algorithm originated from research on the predation behavior of birds. Its core 191 

idea is to use the information sharing of individuals in the group to move the whole group to produce an evolution 192 

process from disorder to order in the problem-solving space, to obtain the optimal solution to the problem. The 193 

flowchart of the algorithm is reflected in Figure 6. 194 
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Figure 6 The flowchart of the PSO algorithm 196 

From Figure 6, We can clearly understand the general process of the PSO algorithm, so that we can better 197 

understand the PSO algorithm. When using the PSO algorithm alone to identify the lithium-ion offline parameters, we 198 

select the root mean square error between the actual voltage and the model voltage as the objective function and obtain 199 

the parameter values of the model. In the process of lithium-ion parameter identification, we should set the number of 200 

particles, the number of parameters to be identified, and the number of iterations. It should be noted that when using 201 

the PSO algorithm for offline parameter identification of the second-order model, as the parameters to be identified 202 

increase, the upper and lower boundaries of the battery parameters need to be valued. At this time, we should reasonably 203 

set the upper and lower borders of the battery, and the identified parameter results are not applicable. 204 

2.2.3 Improved Forgetting Factor Recursive Least Square 205 

The least-squares method with the forgetting factor can effectively improve the "data saturation" problem of the 206 



 

 

time-varying system of the equivalent model. However, as the essence of the algorithm, how to select the optimal initial 207 

parameter value and forgetting factor is a problem that plagues us. In this paper, to solve this problem, the particle 208 

swarm optimization algorithm is employed. Compared with the improved algorithm of PSO, the PSO algorithm is less 209 

computationally intensive and has a good optimization effect at the same time. Therefore, in this paper, we choose to 210 

use the PSO algorithm as the optimization algorithm to optimize the FFRLS algorithm. The particle swarm optimization 211 

algorithm is adopted, and the objective function is set, with the terminal voltage error. On this basis, to improve the 212 

estimation accuracy of the lithium battery state of charge, the optimal initial parameter value and forgetting factor value 213 

are screened in real-time. The following Table 2 introduces the specific steps of using the particle swarm optimization 214 

algorithm to optimize the forgetting factor least squares algorithm. 215 

Table 2 Process of improving forgetting factor least squares 216 

Step 1, to start the loop, set k=3. 

Step 2, input current and voltage data, that is, data vector, 𝝍(𝒌) = (𝑼(𝒌 − 𝟏),𝑼(𝒌 − 𝟐),−𝑰(𝒌),−𝑰(𝒌 −

𝟏),−𝑰(𝒌 − 𝟐)). 

Step 3, initialization parameter population: parameter initial vector 𝛉𝟏(𝐤 − 𝟏), 𝛉𝟐(𝐤 − 𝟏),⋯ , 𝛉𝐭(𝐤 − 𝟏) and 

forgetting factor 𝝀𝟏, 𝝀𝟐,⋯ , 𝝀𝒕. 

Step 4, select the absolute value of the terminal voltage error as the fitness function, 𝑱 = |𝑼(𝒌) − 𝑶𝑪𝑽(𝒌) −

𝜽(𝒌 − 𝟏)𝑻𝝍(𝒌)|. 

Step 5, the particle swarm iteratively selects the optimal initial parameter value and forgetting factor value at 

time 𝐤. 

Step 6, calculate the least squares gain matrix K, calculate the least squares covariance matrix 𝑷. 

Step 7, update the parameter vector. 

Step 8, find the model parameters: 𝑹𝟎(𝒌), 𝑹𝑷𝟏(𝒌),𝑹𝑷𝟐(𝒌), 𝑪𝑷𝟏(𝒌), 𝑪𝑷𝟐(𝒌). 

The process of optimizing the FFRLS algorithm by the PSO algorithm in detail is shown in Table 2, from which 217 

we can clearly understand the calculation process of the IFFRLS algorithm after the combination of the two algorithms. 218 

In addition, in terms of the complexity of the algorithm, the time complexity and space complexity of the proposed 219 

algorithm is higher than our most commonly used EKF algorithm, but compared with some other extension algorithms 220 

and optimization algorithms, the proposed algorithm The complexity of the algorithm is at a medium level. Considering 221 

the accuracy and stability of the estimation results, the proposed algorithm still has certain advantages. 222 

2.3 Unscented Particle Filter Algorithm 223 

The particle filter method implements recurrent Bayesian filtering through non-parametric Monte Carlo simulation 224 



 

 

methods. It is suitable for any nonlinear system, which can be depicted by a state-space model. Due to its non-parametric 225 

characteristics, it gets rid of the restriction that the random quantity must meet the Gaussian distribution when solving 226 

the nonlinear filtering problem. Compared with the Gaussian model, the particle filter is more widely used and has a 227 

better modeling ability. The central idea is to use some dispersed stochastic sampling points, with the posterior 228 

probability density function (PDF) of the state being approached. Then utilizing the sample mean replaces the integral 229 

calculation. At last, we can get the minimum variance estimate of the final condition. The unscented particle filtering 230 

(UPF) algorithm gains a PDF, with the latest observations, with the unscented Kalman filtering (UKF) algorithm to 231 

generate the recommended distribution. 232 

Taking advantage of the unscented transformation algorithm optimizes the particle filtering (PF) algorithm in the 233 

UPF algorithm. The UKF algorithm can theoretically calculate the accuracy of the third-order square difference, which 234 

can be obtained from the comparison of the EKF algorithm based on the expansion of the first-order Taylor. The 235 

algorithm has higher precision and is also a valid calculation. Figure 7 presents the overall framework of the IFFRLS-236 

UPF algorithm. 237 
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Figure 7 IFFRLS-UPF algorithm flow chart 239 

Figure 7 introduces the main flow of the IFFRLS-UPF algorithm. The second-order RC model is used as an 240 

equivalent model to study the state of charge of lithium batteries, and the UKF algorithm is used as the proposed 241 

distribution function of the PF algorithm to form a new algorithm UPF algorithm. This algorithm fully embodies the 242 

advantages of the two algorithms. The specific introduction of the UPF algorithm will be expanded in the following. 243 

The processes of the UPF algorithm are as follows. 244 

(1) The particles abstracted from the prior distribution 𝑝(𝑋0) are used as the initial state of the new particle 245 

set. 246 

 𝑋0
𝑖 = 𝐸(𝑋0

𝑖) (7)  

 𝑃0
𝑖 = 𝐸[(𝑋0

𝑖 − 𝑋̅0
𝑖 )(𝑋0

𝑖 − 𝑋̅0
𝑖 )⊺] (8)  

 𝑋0
𝑖,𝑎 = 𝐸(𝑋̅0

𝑖,𝑎) = [𝑋̅0
𝑖 ⊺, 0,0]⊺ (9)  



 

 

 𝑃0
𝑖,𝑎 = 𝐸 [(𝑋0

𝑖,𝑎 − 𝑋̅0
𝑖,𝑎)(𝑋0

𝑖,𝑎 − 𝑋̅0
𝑖,𝑎)

⊺
]  = [

𝑃0
𝑖 0 0
0 𝑄 0
0 0 𝑅

] (10)  

(2) Generate a set of Sigma points. 247 

 𝑋𝑘−1
𝑖,𝑎 = [𝑋𝑘−1

𝑖,𝑎  𝑋𝑘−1
𝑖,𝑎 ±√(𝑛𝑎 + 𝜆)𝑃𝑘−1

𝑖,𝑎 ] (11)  

(3) A further prediction of Sigma point set. 248 

 X̅k|k−1
i,a = f(Xk−1

i,x , Xk−1
i,v ) (12)  

 X̅k|k−1
i =∑Wj

mXj,k|k−1
i,x

2na

j=0

 (13)  

 Pk|k−1
i =∑Wj

c[Xj,k|k−1
i,x − X̅k|k−1

i ][Xj,k|k−1
i,x − X̅k|k−1,

i ]⊺

2na

j=0

 (14)  

 Zk|k−1
i = h(Xk|k−1

i , Xk−1
i,n ) (15)  

 Z̅k|k−1
i =∑Wj

cZk|k−1
i

2na

j=0

 (16)  

(4) With the observations obtained, the system state is renewed. 249 

 𝑃𝑍𝑘 =∑𝑊𝑗
𝑐[𝑍𝑗,𝑘|𝑘−1

𝑖 − 𝑍𝑘|𝑘−1
𝑖 ][𝑍𝑗,𝑘|𝑘−1

𝑖 − 𝑍𝑘|𝑘−1
𝑖 ]⊺

2𝑛𝑎

𝑗=0

 (17)  

 𝑃𝑋𝑘,𝑍𝑘 =∑𝑊𝑗
𝑐[𝑋𝑗,𝑘|𝑘−1

𝑖 − 𝑋𝑘|𝑘−1
𝑖 ][𝑋𝑗,𝑘|𝑘−1

𝑖 − 𝑋𝑘|𝑘−1
𝑖 ]⊺

2𝑛𝑎

𝑗=0

 (18)  

 𝐾 = 𝑃𝑍𝑘𝑃𝑋𝑘,𝑍𝑘 (19)  

 𝑋̅𝑘
𝑖 = 𝑋̅𝑘|𝑘−1

𝑖 + 𝐾(𝑍𝑘 − 𝑍̅𝑘|𝑘−1
𝑖 ) (20)  

 𝑃̂𝑘
𝑖 = 𝑃𝑘|𝑘−1

𝑖 − 𝐾𝑃𝑍𝑘𝐾
⊺ (21)  

(5) Using the particle set updated by the algorithm, the state of the ith particle is updated as follows. 250 

 𝑋̂𝑘
𝑖 ∼ 𝑞(𝑋̅𝑘

𝑖 |𝑋0:𝑘−1
𝑖 , 𝑍1:𝑘) = 𝑁(𝑋̅𝑘

𝑖 , 𝑃̂𝑘
𝑖 ) (22)  

 𝑋̂0:𝑘
𝑖 ≜ (𝑋0:𝑘−1

𝑖 , 𝑋̅𝑘
𝑖 ) (23)  

 𝑃̂0:𝑘
𝑖 ≜ (𝑃0:𝑘−1

𝑖 , 𝑃̂𝑘
𝑖 ) (24)  

(6) Calculate the weight 𝑊𝑘
𝑖 for each particle. 251 

 𝑞[𝑋𝑘|𝑋0:𝑘(𝑖), 𝑦] = 𝑝[𝑋𝑘|𝑋𝑘−1(𝑖)] (25)  

 𝑊𝑘
𝑖 =

𝑝(𝑍𝑘|𝑋̂𝑘
𝑖 )𝑝(𝑋̂𝑘

𝑖 |𝑋𝑘−1
𝑖 )

𝑞(𝑋𝑘
𝑖 |𝑋0:𝑘

𝑖 , 𝑍1−𝑘)
 (26)  

(7) Normalized weights. 252 



 

 

 𝑤𝑘
𝑖 = 𝑤𝑘

𝑖 /∑𝑤𝑘
𝑖

𝑁

𝑖=1

 (27)  

(8) State estimation. 253 

 𝑋̅𝑘 =∑𝑤𝑘
𝑖𝑥𝑘
𝑖

𝑁

𝑗=1

 (28)  

(9) Whether resampling is necessary can be judged by computing the efficacious particle count. 254 

 𝑤𝑘
𝑖 = 𝑤𝑘−1

𝑖
𝑝(𝑍𝑘|𝑥𝑘

𝑖 )𝑝(𝑥𝑘
𝑖 |𝑥𝑘−1

𝑖 )

𝑞(𝑥𝑘
𝑖 |𝑥𝑘−1

𝑖 , 𝑍1:𝑘)
 (29)  

It needs to be performed for the resampling step, with the value of the particles being inferior to the pre-set 255 

threshold. Otherwise, it should skip this step. Repeat step (5) ~ step (9) until implementing all state estimates for the 256 

entire period. In the traditional particle filter, against the severe problem, with particle degradation, this algorithm can 257 

effectively enhance the multiformity of particles by guiding the sampling according to the UKF to compute the mean 258 

and variance of each particle. 259 

In estimating SOC using the proposed IFFRLS-UPF algorithm, we randomly select particles as training samples 260 

during sampling and then perform continuous training to obtain our desired model and parameters. The bootstrap 261 

method is used to divide the training samples and test samples. 262 

3. Experimental analysis 263 

3.1 Test platform construction 264 

The experimental test in this paper chooses a ternary lithium battery with a rated capacity of 70Ah. The battery 265 

test system used for charging and discharging, the constant temperature box, and the lithium battery with a rated 266 

capacity of 70Ah is the experimental equipment used in this experiment, and the temperature stated in this experiment 267 

is 25°C. 268 

The actual discharging capacity of a battery is the first task to estimate the SOC. However, in the actual test, there 269 

are often large deviations between the actual discharge capacity and the rated capacity due to battery aging and other 270 

reasons. In this paper, we choose the IFFRLS-UPF algorithm to estimate the SOC with higher precision. 271 
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Figure 8 Lithium battery experimental test platform construction 273 

Figure 8 shows the experimental equipment used in our experiments. The experimental object is a ternary lithium 274 

battery with a rated capacity of 70Ah. The experimental equipment includes a battery test system to detect the voltage, 275 

current and temperature of the battery and to provide a constant temperature environment for the battery. Based on this 276 

equipment platform, we can complete all lithium battery testing experiments. 277 

3.2 IFFRLS parameter identification experimental results 278 

The forgetting factor method is also called the decaying memory method or the exponential window method. Its 279 

basic idea is to add a forgetting factor to the old data so that decreasing the impact of the old data and strengthen the 280 

effect of the new data. Running the PSO algorithm, we can screen out the optimal parameter value and forgetting factor 281 

value. Bring the obtained optimal solution into the FFRLS algorithm, then we can gain the target value after repeated 282 

iterations. Figure 9 illustrates the result of parameter identification.  283 



 

 

 

(a) Model voltage and actual voltage comparison results 

 

 

(b) Voltage Error of FFRLS Model 
 

Figure 9 Contrast of emulation voltage and practical voltage based on the FFRLS method and its error 284 

Based on the second-order RC model, the comparison curves of simulated and actual voltages obtained by different 285 

algorithms are plotted in Figure 9(a), while the error curves are reflected in Figure 9(b). From Figure 9(a), we can see 286 

that the simulated voltage, which the IFFRLS algorithm optimized by the PSO algorithm produced, is closer to the 287 

practical voltage obtained in the experiment than the simulated voltage acquired by the unoptimized FFRLS algorithm. 288 

The reason for such a result is that the optimized IFFRLS algorithm obtains the optimal result after filtering out the 289 

optimal parameter value and forgetting the factor value based on the error between the terminal voltage and the model 290 

voltage as the objective function. From Figure 9(b), it can be obtained that the maximum error between the simulated 291 

voltage of the IFFRLS algorithm and the actual voltage is 0.0631V. The result is small, compared with the maximum 292 

error value of 0.1476V, between the simulated voltage and practical voltage, with the FFRLS algorithm. It confirms 293 
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that the IFFRLS algorithm can effectively drop the error between the model voltage and actual voltage. 294 

In the premier phase of parameter identification, it can be seen from the above analysis that the parameter value 295 

changes violently, and its variance undulates enormously, with the bestial deviation from the difference of the model 296 

parameter initial values. With the lengthening of the identification time, in the sustained iterative procedure, the change 297 

of each parameter is relatively gentle, the variety of the variance tends to be stable, and the parameter identification 298 

value at this time is comparatively precise. The performance indicators of the two algorithms are listed in Table 3. 299 

Table 3 Performance Indicators of FFRLS Algorithm and IFFRLS Algorithm 300 

Algorithm Max MAE RMSE 

FFRLS 0.1476 0.011686 0.018693 

IFFRLS 0.0631 0.011265 0.018215 

Table 3 respectively calculates two performance indicators of the FFRLS algorithm and IFFRLS algorithm: mean 301 

absolute error (MAE) and root mean square error (RMSE). MAE is the mean of absolute errors, which is essentially a 302 

more general form of the mean of deviations. RMSE measures the average size of the error and is the square root of 303 

the average of the squared differences between the predicted value and the actual observation. RMSE shows the overall 304 

average estimation effect. Under the same conditions, the smaller the value of RMSE, the better the estimation effect 305 

of the algorithm. Therefore, in the process of model parameter identification, through the comparison between the 306 

different performance indicators of the IFFRLS algorithm and the FFRLS algorithm, it can be known that the estimation 307 

effect of the IFFRLS algorithm is superior to that of the FFRLS algorithm. 308 

3.3 Experimental results of HPPC working conditions 309 

Through the IFFRLS online parameter identification experiment, building a second-order RC equivalent circuit 310 

model. Comparing the actual data with the estimated data obtained in other working conditions verifies the validity of 311 

the model. According to the established second-order RC equivalent circuit model, combined with particle filter 312 

algorithm and unscented particle filter algorithm, SOC is estimated for HPPC operating conditions. Figure 10 provides 313 

a comparison between the estimated value and the practical value. 314 



 

 

 

(a) SOC estimate under HPPC working conditions 

 

(b) SOC estimate error under HPPC working conditions 
 

Figure 10 SOC estimation curves and error curves under HPPC condition 315 

Figure 10 describes the SOC estimates obtained under the four different algorithms and the SOC estimates 316 

obtained by the ampere-hour integration method, and the SOC estimates obtained by the ampere-hour integration 317 

method are used as the reference values for the SOC estimation results of other algorithms. From the figure, we can see 318 

that under the same conditions, among the four algorithms, the IFFRLS-UPF algorithm proposed in this paper can 319 

converge to the practical value of SOC faster. In Figure 10(b), the four different algorithms, with the error curves 320 

between the SOC values and the actual values, reflects that the error curve of the FFRLS-UKF algorithm fluctuates 321 

mightily, and it describes that the algorithm has poor stability when estimating SOC. However, the fluctuation of the 322 

error curve by the FFRLS-PF algorithm is lower than that of the FFRLS-UKF algorithm. Its convergence, the error 323 

curve from the FFRLS-PF algorithm, is much worse than the proposed algorithm. Although the stability and 324 

convergence of the FFRLS-UPF algorithm are better than the FFRLS-UKF and FFRLS-PF algorithms. But compared 325 
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with the IFFRLS-UPF algorithm proposed in this paper, its fluctuation is larger. In general, the IFFRLS-UPF algorithm 326 

proposed in this paper is superior to the other three algorithms in terms of stability and convergence. The calculated 327 

values of several performance indicators of the four algorithms are provided in Table 4. 328 

Table 4 Comparison of SOC estimation results under HPPC conditions 329 

Algorithm Max MAE RMSE 

FFRLS-UKF 0.0334 0.007986 0.011042 

FFRLS-PF 0.0287 0.009891 0.011668 

FFRLS-UPF 0.0198 0.005562 0.007382 

IFFRLS-UPF 0.0117 0.005531 0.006241 

From Table 4, we can see that the maximum error value, MAE value, and RMSE value of the IFFRLS-UPF 330 

algorithm proposed in this paper are the smallest among the four algorithms. The error maximum of the IFFRLS-UPF 331 

algorithm proposed in this paper can reach 0.0117, its MAE value is 0.005531, and its RMSE value is 0.006241. 332 

Therefore, the accuracy of the IFFRLS-UPF algorithm proposed in this paper is better than the other three algorithms, 333 

whether in terms of maximum error value or root mean square error value. 334 

The SOC estimation of the proposed algorithm is better overall than other algorithms that are widely used today, 335 

and we can observe and analyze the specific estimation curves. 336 

 

(a) SOC result curves of IFFRLS-UPF algorithm and other existing algorithms 
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(b) Error result curves of IFFRLS-UPF algorithm and other existing algorithms 

Figure 11 Comparison of IFFRLS-UPF algorithm with other existing algorithms 

Figure 11 shows the comparison curve between the algorithm proposed in this paper and several algorithms that 337 

are often used at present. The EKF algorithm, AEKF algorithm, and DEKF algorithm are all extended and improved 338 

algorithms of the EKF algorithm, and they are also several algorithms that are widely used, we can analyze that the 339 

SOC estimation result of the algorithm proposed in this paper is more in line with the actual result, its error is the 340 

smallest, the robustness is the best, and the oscillation degree of the other algorithms is more severe than that of the 341 

algorithm proposed in this paper. Through calculation, the performance indicators of several algorithms are shown in 342 

Table 5. 343 

Table 5 Performance Indicators of IFFRLS-UPF Algorithm and Several Other Algorithms 344 

Algorithm Max MAE RMSE 

EKF 0.0384 0.00809 0.0114 

AEKF 0.0217 0.00422 0.0065 

DEKF 0.0466 0.00519 0.00895 

IFFRLS-UPF 0.0117 0.005531 0.006241 

 345 

Table 5 calculates the performance index comparison between the IFFRLS-UPF algorithm and several other 346 

algorithms. Among them, the mean absolute errors of the EKF algorithm and the DEKF algorithm are larger than those 347 

of the proposed algorithm. Although the mean absolute error of the AEKF algorithm is slightly better than the proposed 348 

algorithm, However, its root mean square error is larger than the proposed algorithm. In addition, the root mean square 349 

error of the EKF algorithm and the DEKF algorithm is much larger than that of the proposed algorithm. Therefore, it 350 

can be shown that the proposed algorithm is better than other algorithms as a whole, and its maximum error value is 351 
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indeed the smallest, which further proves the superiority of the proposed algorithm.  352 

3.4 Experimental results of BBDST working condition 353 

Through the IFFRLS online parameter identification experiment, a second-order RC equivalent circuit model is 354 

performed. It can verify the model validity with the actual data and estimated data in other working conditions. 355 

According to the constructed second-order RC equivalent circuit model, combined with the particle filter algorithm and 356 

the unscented particle filter algorithm, the SOC estimation of the BBDST condition is executed. The comparison 357 

between the estimated value and the actual value is plotted in the following Figure 12. 358 

 

(a) SOC estimate under BBDST working conditions 

 

(b) SOC estimate error under BBDST working conditions 

 

Figure 12 SOC estimation curves and error curves under BBDST condition 359 
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Under the Beijing Bus Dynamic Stress Test (BBDST) condition, Figure 12 reflects the SOC estimation of the four 360 

algorithms. And the error curves of the four algorithms are plotted in Figure 12(b). In the later stage, the error curve of 361 

the FFRLS-UKF algorithm among the four algorithms fluctuates mightily, even appears divergence. The curve 362 

fluctuation of the FFRLS-PF algorithm is relatively large, but its convergence is better than that of the FFRLS-UKF 363 

algorithm. Compared with the first two algorithms, the error curve of the FFRLS-UPF algorithm fluctuates less, 364 

indicating that it has higher stability. However, the IFFRLS-UPF algorithm proposed in this paper has less fluctuation 365 

in the error curve, higher robustness and convergence, and higher accuracy than the other three algorithms. The 366 

maximum error value, mean absolute error value, and root means square error value of the four algorithms are calculated 367 

in Table 6. 368 

Table 6 Comparison of SOC estimation results under BBDST conditions 369 

Algorithm Max MAE RMSE 

FFRLS-UKF 0.0528 0.009038 0.012586 

FFRLS-PF 0.0347 0.011254 0.014494 

FFRLS-UPF 0.0214 0.00699 0.009001 

IFFRLS-UPF 0.0152 0.006365 0.007262 

Under the BBDST condition, Table 6 introduces several performance indicators of the four algorithms. Among 370 

them, the maximum error value of the IFFRLS-UPF algorithm is only 0.0152, which is the highest accuracy among the 371 

four algorithms. Its MAE value reaches 0.006365, which is better than the other three algorithms. Its RMSE value 372 

achieves 0.007262, which is the smallest among the four algorithms. The smaller the RMSE value, the higher the 373 

accuracy. From this table, we can learn that the proposed algorithm is better than the other three algorithms, with the 374 

superiority of the IFFRLS-UPF algorithm. 375 

The proposed algorithm in this paper is compared with the previously frequently used algorithms to obtain the 376 

SOC estimation curves of several algorithms under the BBDST operating conditions. 377 



 

 

 

(a) SOC result curves of IFFRLS-UPF algorithm and other existing algorithms 

 

(b) Error result curves of IFFRLS-UPF algorithm and other existing algorithms 

Figure 13 Result curves of IFFRLS-UPF algorithm and other existing algorithms under BBDST condition 

Figure 13 shows the SOC comparison results between the proposed algorithm and several commonly used 378 

algorithms under BBDST conditions. From the error curve, it can be seen that the curve of the proposed algorithm is 379 

relatively flat as a whole, without severe fluctuations, indicating that the proposed algorithm has good stability. Several 380 

other algorithms are very stable in the early stage, but there will be large fluctuations at the end of the experiment, 381 

indicating that the robustness of the other algorithms is not as good as the proposed algorithm, and can be analyzed by 382 

calculating the performance indicators of several algorithms. 383 

Table 7 Performance Indicators of IFFRLS-UPF Algorithm and Several Common Algorithms under BBDST Condition 384 

Algorithm Max MAE RMSE 

EKF 0.0265 0.00477 0.00721 

AEKF 0.0517 0.01307 0.01905 

DEKF 0.0652 0.00759 0.01702 
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IFFRLS-UPF 0.0152 0.006365 0.007262 

Table 7 calculates the performance indicators of the proposed algorithm and several commonly used SOC 385 

estimation algorithms. Although the MAE and RMSE of the EKF algorithm are slightly smaller than the proposed 386 

algorithm, its maximum error is much larger than the proposed error. The mean absolute error and root mean square 387 

error of the proposed algorithm are also very small, which is better than the EKF algorithm as a whole. The performance 388 

indicators of the other two algorithms, the AEKF algorithm and the DEKF algorithm, are worse than the proposed 389 

algorithm. Therefore, the proposed algorithm is better than other algorithms. 390 

From the experimental results of different working conditions, the proposed algorithm has high accuracy, good 391 

stability, and high robustness, however, due to its computational complexity, it takes a longer time, on the whole, it is 392 

a new idea for SOC estimation, which can be explored in depth to make up for its shortcomings in the subsequent 393 

research. 394 

4. Conclusions 395 

In this paper, the unscented Kalman filter and the particle filter algorithm are combined, then employing the PSO 396 

algorithm to optimize the FFRLS algorithm, and appears the IFFRLS algorithm. Moreover, the IFFRLS algorithm 397 

identifies the parameters in the early stage, then an IFFRLS-UPF algorithm is proposed. The SOC estimation result of 398 

the IFFRLS-UPF algorithm under HPPC conditions is better than other algorithms. The presented algorithm improves 399 

the accuracy of SOC estimation, with a percent of 2.17, compared with the FFRLS-UKF algorithm. Compared with the 400 

FFRLS-PF algorithm, it can reach a percent of 1.7. And a percent of 0.81, compared with the FFRLS-UPF algorithm. 401 

Under the BBDST working condition, the accuracy of the proposed algorithm is a percent of 3.76 higher than the 402 

FFRLS-UKF algorithm, a percent of 1.95 better than the FFRLS-PF algorithm, and a percent of 0.62 superior to the 403 

FFRLS-UPF algorithm when estimating SOC. The results display that the IFFRLS-UPF algorithm can reckon the state 404 

of charge of lithium batteries well, and the algorithm has extremely high robustness and convergence. Of course, the 405 

algorithm proposed in this paper is not perfect. The PSO algorithm used to optimize the FFRLS algorithm has certain 406 

limitations and defects in the optimization, so further research and exploration can be carried out. Secondly, the PF 407 

algorithm itself is not constrained by system factors. However, the improved formed UPF algorithm introduces the 408 

UKF algorithm, which makes Gaussian assumptions on the system, thus leading to the proposed algorithm may be 409 

constrained by Gaussian models, which need to investigate further in depth next. 410 
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