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Abstract

The intensity of competition and technological advancements in the business envi-

ronment has made companies, as a means of survival, collaborate and cooperate to-

gether. This creates a chain of companies and business components with unified busi-

ness objectives. However, managing the decision-making process (like scheduling, or-

dering, delivering, and allocating) at the various business components and maintain-

ing a holistic objective is a huge business challenge as these operations are complex

and dynamic. This is because the overall chain of business processes is widely dis-

tributed across all the supply chain participants; therefore, no individual collaborator

has a complete overview of the processes. Increasingly, such decisions are automated

and are strongly supported by optimisation algorithms - manufacturing optimisation,

b2b ordering, financial trading, transportation scheduling and allocation. However,

most of these algorithms do not incorporate the complexity associated with interact-

ing decision-making systems like supply chains. It is well-known that decisions made

at one point in supply chains can have significant consequences that ripple through

linked production and transportation systems. Recently, global shocks to supply chains

(COVID-19, climate change, blockage of the Suez Canal) have demonstrated the impor-

tance of these interdependencies and the need to create supply chains that are more

resilient and have significantly reduced impact on the environment. Such interact-

ing decision-making systems need to be considered through an optimisation process.

However, the interactions between such decision-making systems are not modelled.

So, we believe that modelling such interactions is an opportunity to provide computa-

tional extensions to current optimisation paradigms.

Therefore, this research study aims to develop a general framework for formulating

and solving holistic data-driven optimisation problems in service and supply chains.

This research achieved this aim and contributes by firstly, considering the complexities

of supply chain problems from a linked problem perspective. This leads to develop-

ing a formalism for characterising linked optimisation problems as a model for supply

chains. Secondly, the research adopts a method for creating a linked optimisation prob-

lem benchmark by linking existing classical benchmark sets. This involves using a mix

of classical optimisation problems, typically relating to supply chain decision prob-

lems, to describe different modes of linkages in linked optimisation problems. Thirdly,

several techniques for linking supply chain fragmented data have been proposed in the

literature to identify data relationships. Therefore, this thesis explores some of these

techniques and combines them in specific ways to improve the data discovery process.

Lastly, many state-of-the-art algorithms have been explored in the literature, and these

algorithms have been used to tackle problems relating to supply chain problems. This

research, therefore, investigates the resilient state-of-the-art optimisation algorithms

presented in the literature and then designs suitable algorithmic approaches inspired

by the existing algorithms and the nature of problem linkages to address different prob-

lem linkages in supply chains. Considering research findings and future perspectives,

research demonstrates the suitability of algorithms to different linked structures in-

volving two sub-problems and this, therefore, suggests further investigations on issues
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like the suitability of algorithms on more complex structures, benchmark methodolo-

gies, holistic goals and evaluation, process mining, game theory and dependency anal-

ysis.
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1
Introduction

This chapter introduces and presents the rationale for this research. It further presents the

research aims and provides the research contributions as well as a summary of research

publications undertaken during this research.

1.1 Overview

The intensity of competition and technological advancements in the business environment

has made companies, as a means of survival, collaborate and cooperate together. This,

therefore, creates a chain of companies and business components with unified business ob-

jectives [259]. However, managing the operations (i.e., scheduling, ordering, delivering, al-

locating) at the various business components and maintaining a holistic objective is a huge

business challenge as these operations are complex and dynamic. This is because the over-

all chain of business processes is widely distributed across all the supply chain participants.

Therefore, no individual collaborator has a complete overview of the processes [199]. Also,

decisions made at one point in the supply chain can have significant consequences that

ripple through linked production and transportation systems. Recently, global shocks to

supply chains (COVID-19, climate change, blockage of the Suez canal) have demonstrated

the importance of these interdependencies and the need to create supply chains that are

more resilient and have significantly reduced impact on the environment.

It is, therefore, essential for the collaborating partners to access and maintain synchro-

nised supply chain process models to identify the level of interactions between the partic-

ipants in the supply chain [393]. This will facilitate the analysis of current collaborating

processes such that existing processes can be efficiently and effectively optimised [199].

Due to the level of interactions and processes between several components in the supply

chain network, participating organisations have developed a variety of heterogeneous data

sources over time. As a result, data has become highly fragmented. However, processing

contains several linked components, as evidenced by data managed by the individual or-

ganisation involved. While the data structure of each organisation may appear independent

of each other, in reality, they are linked by a diverse set of relationships [116]. Let us con-
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sider, for example, a supply chain decision problem involving a company operating a set of

warehouses and a truckload trucking company operating a fleet of trucks, which the ware-

house company contracts to fulfil demands at different retailers’ locations. While the data

regarding the demand fulfilment might be managed independently by both companies, the

pieces of information regarding the locations of the warehouses, details of the demands,

and the retailers’ locations are available to both companies. These pieces of information

are from the linkages between the warehouse data and the truck company data.

Data has become one of the most critical assets in the economy of the 21st century. En-

tire new industries rely on and are centred around exploiting large data sets. Many modern

business processes generate millions or even billions of fragmented data records daily. In

a real sense, several data sources are developed independently [7] and as a result, integrat-

ing the fragmented data from the individual components of a chain of business processes

becomes more challenging. In addition, different data representations are designed and

so, this makes the principles or semantic concepts dissimilar [202]. However, solving these

challenges is key to business process modelling for optimising supply chain processes.

The concept of linked decision-making in service and supply management systems has

increasingly attracted strong adoption of optimisation algorithms. Increasingly, decisions

are automated or strongly supported by optimisation algorithms - manufacturing optimi-

sation, b2b ordering, financial trading, transportation scheduling and allocation. However,

most of these algorithms do not incorporate the complexity associated with interacting

decision-making systems like supply chains [184].

Real-world problems, like supply chains, are systems characterised by such combina-

tion and interdependency, where some features of the components of the supply chain

problem are linked [42]. A decision made at one point in the supply chain could have the

significant consequence of rippling through linked production and transportation systems.

This implies that an optimal solution for individual operational supply chain components

might not guarantee an optimal solution for the overall supply chain problem [363].

Supply chains are increasingly complex and highly information-driven decision-making

problems. Different units in the supply chain make decisions that have consequences for

successors in the chain. We are interested in supply and service chains that can be modelled

as linked optimisation problems, such that Unit A selects a solution to an optimisation prob-

lem. That solution has the consequence of creating an instance of an optimisation problem

for Unit B, its successor in the chain. The term service chain refers to part of supply chain

that focuses on providing services on products.

Moreover, many examples occur in the literature where particular linked problems are

modelled, and evolutionary computation / computational intelligence solutions and math-

ematical modelling techniques are developed to solve the problem. While these are inter-

esting examples, there is a lack of benchmarks available for the optimisation community to

make a systematic study of linked optimisation problems and supply chains. Furthermore,

a missing component in this analysis is the idea of a governing authority that has holis-

2



tic goals derived from the solutions adopted by different units across the chain. Holistic

goals may range from corporate-level profitability to environmental goals such as net zero

carbon. Our approach is to create an analytical and programmatic framework for linked

optimisation problems so that supply chains can be studied systematically.

1.2 Rationale/Motivation

Studies have shown how organisations in the past make decisions on a single operational

component of the supply chain without considering how other components are affected. As

a result, they suffer considerable costs in satisfying their customers. Furthermore, it is said

that a range of 3% to 20% of total operating cost could be reduced if all of the components

in the supply chain are considered [68].

However, in today’s dynamic business environment, solving the operational compo-

nents of the supply chain as a whole is usually challenging and complex. This is due to the

level of non-linearities and discontinuities, constraints, complexity and business rules, as

well as conflicting objectives, noise and uncertainty among these components [266]. How-

ever, an optimal plan might be guaranteed that provides business success and customer

satisfaction. Moreover, researchers have demonstrated that in practice, different modes of

linked problems are evident in the real world and can be solved optimally depending on the

modes of connection.

Similarly, linked problems are evident in the data structure [116], which contains key

business information about resources, people, processes, events, technologies, transac-

tions, and business relationships. In large organisations, for instance, numerous large databases

are maintained that hold information about key business processes. These databases come

in different formats, structures and data sources; however, expert knowledge about the in-

teractions of these business processes is not easily available or accessible as information

is highly fragmented and undocumented. The exploration of such data and relationships

has mainly been addressed through highly time-intensive human analysis and exploration

by domain experts [100] [109] [319]. Thus, the current approach becomes a tedious, time-

consuming and error-prone process that is unsuitable in today’s dynamic business environ-

ment [26][161].

In addition, due to the nature and the complexities of a chain of business processes. It

is often challenging to determine the number of relationships in the data captured from the

individual components of the business. However, capturing an appropriate level of abstrac-

tion of the processes in the data can guide us to finding a holistic model for formulating the

optimisation problem across the supply chain network.

Therefore, the motivation for this thesis is to automatically infer from the data sets of re-

lationships that exist due to the connectivity in the supply chain business processes. Thus,

it is believed that this could form a prerequisite for effective and efficient holistic decision-

making. To tackle the holistic supply chain optimisation problem, the thesis intend to ex-
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plore and derive the properties of the linked components in the supply chain from data and

use these properties to define and develop a formulation to support the holistic optimisa-

tion of the problem. Also, we intend to investigate approaches that automate the traditional

tasks that domain experts employ for data analysis of supply chain processes. Technically,

the research will be split into two major parts; linking fragmented supply chain data, and

optimising the supply chain components from a linked optimisation perspective.

1.3 Research Aims

The primary purpose of this thesis is to research real-world problems in today’s supply chain

business environment, which consists of several interacting components. Therefore, the

thesis aims to develop a general framework for formulating and solving holistic data-driven

optimisation problems in service and supply chains. This will involve investigating algorith-

mic strategies that address local components under the framework of linked optimisation

problem. In addition, this work addresses which strategies should be adopted when tack-

ling the problem of different levels of complexity. It is important to note that our framework

cannot reflect all the complexities of real-world problems in the supply chain. However, we

aim to adopt methods that consider all the non-linear interactions and constraints in the

problem model and find near optimum solutions.

1.3.1 Research Questions

Several research questions are defined below that this research attempts to answer.

(RQ1) How can we develop a formalism for the linked optimisation problem?

(RQ2) What are the various problem linkages in real-world supply chains?

(RQ3) How can data relationships be inferred and verified in a supply chain database model?

(RQ4) What algorithmic methodologies can be designed to tackle complex interactions in

the supply chain network?

1.3.2 Research Objectives

We will be focusing our research on the following specific objectives.

(O1) To develop a formalism for linked optimisation problem.

This objective addresses (RQ1) in part. The research is keen to provide an understand-

ing of the complexities of supply chain problems from a linked problem perspective.

This will develop a formalism for characterising linked optimisation problems as a

model for supply chains.
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(O2) To identify and define various modes of problem linkages that occur in real-world

supply chains.

This objective relates to the research question (RQ2). The research will adopt a method

for creating linked optimisation problem benchmarks by linking existing classical bench-

mark sets. This will involve using a mix of classical optimisation problems, typically

relating to supply chain decision-making problems, to describe different modes of

linkages in linked optimisation problems.

(O3) To investigate a combination of approaches to link fragmented supply chain data.

This objective addresses (RQ3) in part. Several techniques for linking fragmented data

have been proposed in the literature to identify data relationships. This thesis will,

therefore, explore some of these techniques and combine them in a certain way to

improve the data discovery process.

(O4) To develop and evaluate algorithmic approaches to address the linked optimisation

problem.

This objective addresses (RQ4). Many state-of-the-art algorithms have been explored

in the literature, and these algorithms have been used to tackle problems relating to

supply chain problems. The research will investigate the powerful state-of-the-art

optimisation algorithms presented in the literature. This will then lead to designing

suitable algorithmic approaches inspired by the existing algorithms and the nature of

problem linkages to address different problem linkages in supply chains.

1.4 Contributions

In this section, we present the original research generated in the process of meeting our

objectives.

Contribution 1. Novel formalism for characterising linked optimisation problems. This al-

lows systems of linked problems to be defined with a precise specification of linkages

in terms of the solution domain, objective functions and constraints. The thesis fur-

ther validates the formalism by applying it to several real-world examples extracted

from this literature. This contribution addresses the research question (RQ1) and re-

lates to the objective (O1). Research work is presented in Chapter 3 and is part of a

journal paper planned to be submitted to a reputable journal paper.

Contribution 2. Identification of modes of linkages in real-world supply chains. The con-

tribution provides insights into understanding linked problems in terms of network

interactions. It explores a methodological framework for the linked optimisation prob-

lem and further presents several modes of linkages using a set of combined supply

chain decision problems. This entails a method for creating benchmark problems by
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linking existing classical benchmark sets. Contribution 2 addresses the research ques-

tion (RQ2) and relates to the objective (O2). Research work is presented in Chapter 5

is part of the journal paper to be submitted to a reputable journal.

Contribution 3. Linkages of fragmented supply chain data. Contribution addresses the re-

lational data discovery problem by investigating how eight data relationship discovery

algorithms can be combined to identify potential links between supply chain data in

different ways using different categories of database information. It proposes a vot-

ing system and hierarchical clustering ensemble methods to improve linkage discov-

ery performance. Contribution addresses the research question (RQ3). In addition,

the contribution is presented in Chapter 4 and has been published in Artificial intel-

ligence XXXVII: proceedings of 40th SGAI Artificial intelligence international confer-

ence (AI 2020), 15-17 December 2020, Cambridge, UK.

Contribution 4. Application of three algorithmic methodologies to tackle two cases of sup-

ply chain problems from a linked optimisation problem perspective. Contribution

entails the investigation of the linkages between a facility location and permutation

flow shop scheduling problems of a distributed manufacturing system, and the inte-

gration between job assignment problem and travelling salesman problem of a ser-

vice chain system where service personnel are required to perform tasks at differ-

ent locations. This entails formulating a novel mathematical model from a linked

optimisation perspective for each case study. The thesis presents three algorithmic

approaches to tackling them; Non-dominated Sorting Genetic Algorithm for Linked

Problem (NSGALP), Multi-Criteria Ranking Genetic Algorithm for Linked Problem (MCR-

GALP), and Sequential approach. Contribution addresses the research question (RQ4)

relating to the objective (O4). Research work is presented in Chapter 6 and contribu-

tion leads to the publication of two conference papers. (1) Proceedings of the Ge-

netic and Evolutionary Computation Conference Companion July 9-13, 2022, Pages

735–738, Boston, ACM, and (2) Artificial intelligence: proceedings of 42nd SGAI Ar-

tificial intelligence international conference (AI 2022), 13-15 December 2022, Cam-

bridge, UK. In addition, the contribution is selected as the best referred application

paper for the conference.

1.5 Publications

Section of the work presented herein has been published in the following peer-reviewed

publications:

• Ogunsemi, A., McCall, J., Kern, M., Lacroix, B., Corsar, D. and Owusu, G., 2020, De-

cember. Ensemble-Based Relationship Discovery in Relational Databases. In Interna-
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tional Conference on Innovative Techniques and Applications of Artificial Intelligence

(pp. 286-300). Springer, Cham.

• Ogunsemi, A., McCall, J., Kern, M., Lacroix, B., Corsar, D. and Owusu, G., 2022, July.

Facility location problem and permutation flow shop scheduling problem: a linked

optimisation problem. In Proceedings of the Genetic and Evolutionary Computation

Conference Companion (pp. 735-738).

• Ogunsemi, A., McCall, J., Kern, M., Lacroix, B., Corsar, D. and Owusu, G. Job Assign-

ment Problem and Traveling Salesman Problem: A Linked Optimisation Problem. In

International Conference on Innovative Techniques and Applications of Artificial In-

telligence. To be published in December 2022.

1.6 Patents

This section presents two pending inventions filed with the intellectual property office:

• OGUNSEMI, A., MCCALL, J., KERN, M., LACROIX, B., CORSAR, D. and OWUSU, G.

2020.Inferring database relationships. U.K. patent application no. GB2002946.8. In-

tellectual Property Office.

• Ogunsemi, A., McCall, J., Kern, M., Lacroix, B., Corsar, D. and Owusu, G. Database Re-

lationships Discovery. U.K. patent application no. GB2002947.6. Intellectual Property

Office.

1.7 Organisation

The rest of the thesis is organised as follows: Chapter 2 reviews relevant works in the lit-

erature by focusing on real-world supply chain decision problems. In the chapter, we dis-

cuss issues relating to the different aspects of the supply chain in terms of data and lack

of overall overview and then explore several supply chain techniques that have been pre-

sented in the literature. Chapter 3 develops a general formalism for linked optimisation

problems and presents a validation of our formalism by applying it to several real-world ex-

amples extracted from this literature. Chapter 4 looks into an investigation of how several

data relationship discovery algorithms for determining linkages in supply chain fragmented

data. In Chapter 5, we present some insights into understanding linked problems in terms

of network interactions and explore a methodological framework for linked optimisation

problems using a mix of classical optimisation problems. Chapter 6 investigates two case

studies by considering the linkages between a facility location and permutation flow shop

scheduling problems of a distributed manufacturing system of a supply chain, and the inte-

gration between job assignment problem and travelling salesman problem. Lastly, Chapter
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7 concludes the thesis and states future research directions. The chapter also discusses the

limitations of approaches used in the thesis.

8



2
Basic Concepts and Literature Review

2.1 Introduction

The concept of supply chain management significantly improves the end-customers satis-

faction [227]. However, managing a supply chain with different sources of uncertainty and

where the bullwhip effect (i.e., a phenomenon that involves increased variability in orders

as orders move upstream in the supply chain [371]) exists between the various entities of the

supply chain, is challenging [23]. These challenges occur because the processes involved in

a supply chain, such as scheduling, ordering, delivering, allocation, and many more, are

executed by several parties. Therefore, no single party in the supply chain has a holistic

overview of the activities executed [257] - the lack of holistic overview results in fragmented

data and decision-making generated by such processes.

A typical supply chain network involves four basic entities (suppliers, manufacturer, dis-

tribution network, and customers) connected and influenced primarily through transporta-

tion, information sharing, and financial flows [259]. Due to limited information available to

each party in the supply chain, there is a lack of explicit description of business processes;

therefore, they are unavailable for analysis [257]. To understand what the supply chain net-

work is all about, the following section explored the concept of supply chain management.

2.2 Supply Chain Management

Falcone et al. [127] define a supply chain as a network comprising facilities and distribution

points that perform procurement of materials, the transformation of materials, and distri-

bution of transformed materials to fulfil customers’ orders. A supply chain exists in both

service and manufacturing organisations [127]. Over the years, the intensity of competition

and technological advancements in the business environment has compelled companies,

as a means of survival, to collaborate and cooperate, hence, creating a chain of companies

and business units with unified business objectives [259]. As a result, a new concept of or-

ganisational management became a significant business driver, hence, supply chain man-

agement (SCM). SCM covers a wide range of business functions combined with theoretical
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domains, including system theory, logistics, inventory control, mathematical, optimisation,

and computer modelling [182]. For successful organisational performance, the success of

the supply chain in which the organisations participate is vital [391]. In other words, accord-

ing to Heizer and Rende [168], developing long-term, strategic relationships with the supply

chain participants can bring about effective supply chain management at strategic, tactical

and operational levels that provide customers with maximum values. However, this is dif-

ferent in practice because business units operate interdependently, resulting in conflicting

objectives among the participating supply chain units.

Several factors influence the efficiency of a supply chain and are essential for decision-

making in a competitive market [127]. Examples of such factors include stock management,

planning and scheduling, production costs as well as distribution strategies. These deci-

sions in the supply chain are time-dependent and, therefore, can be classified into three

categories; strategic (long-term), tactical (midterm), and operational (short-term) decisions

[259]. Several papers have attempted to address the various classification of underlying

challenges in supply chain management. However, the literature has not fully covered a

complete classification of issues in a supply chain due to its wide range of concepts [345].

We adopt the classification list of challenges provided by Tako and Robinso [345] for a de-

tailed classification. Figure 2.1 identifies a set of challenges faced in the supply chain based

on the level of decisions taken.

Figure 2.1: Supply Chain Issues Adapted from [345] p. 805

SCM provides an effective strategy that allows organisations to meet the challenges they

face in current highly competitive and dynamic business environments [303]. The con-
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nections among the individual participants in a supply chain form a complex structure

whose individual behaviour affects the performance of the entire supply chain system [294].

Therefore, managing a complete supply chain requires a crucial competitive strategy that

optimises decisions across several supply chain participants. This strategy must carefully

consider the coordination and integration of all business operations across all boards and

consider conflicting sustainability issues [403]. These considerations allow the evaluation of

the quality of individual decisions that propagate from the components of the supply chain,

which can be measured using various key performance indicators (KPIs) such as revenue,

carbon emissions, makespan, and total distance travelled [182].

Assessing the likely outcomes of the given supply chain’s decisions entails using a simu-

lation. A computer simulates the supply chain’s behaviour in the real world. The simulation

is to find in reality the solution formed from a model of the supply chain problem [182].

Supply chain modelling allows us to clearly understand managing a supply chain as a sim-

plification of a real-world supply chain. Two perspectives explain the significance of supply

chain modelling: analysing supply chain dynamics to determine the strategies that min-

imise the effects of dynamic variation and validating a supply chain model that accurately

represents the supply chain. We then use the model to generate a solution using a process

of optimisation. Interestingly, both industry and academia have shown, to a large extent,

much attention to supply chain optimisation. However, the configuration and optimisation

of supply chain process remain a challenge at the strategic level [127].

There are many examples of supply chain modelling using optimisation algorithms in

the literature. In Wang’s study [368], the author considers the cost and benefit optimisation

of a three-level supply chain network of suppliers, manufacturers, distribution centres, and

retailers based on a genetic algorithm technique. The author defines a real-time inventory

of multimedia products and establishes a bi-objective non-linear mixed integer program-

ming for inventory estimation.

In the green supply chain management study of a used car resale company, Sathiya et

al. [329] propose two strategies for cost and emissions reduction in a reverse supply chain

network. The first strategy considers designing a mobile robot to reduce logistic costs and

greenhouse gas (GHG) emissions. The next strategy adopts the concept of multi-objective

optimisation to address the GHG problem based on Elitist Nondominated Sorting Genetic

Algorithm (NSGA-II) and Heterogeneous Multi-Objective Differential Evolution algorithm

(HMODE) [329].

Ghomi et al. [130] integrates production and distribution planning in a green supply

chain and propose multi-objective particle swarm optimisation based on Pareto archive.

The problem is formulated using a mixed integer programming model and seeks to max-

imise profit and minimise CO2 emission. They conclude that integrating different compo-

nents of a supply chain will enhance competitive advantages in terms of improved supply

chain profitability.

Lotfi et al.’s study [244] addresses a closed-loop supply chain that accounts for sus-
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tainability, resilience, robustness and risk aversion. They investigated a two-stage mixed-

integer linear programming model and used the General Algebraic Modelling System (GAMS)

software with CPLEX solver to minimise the costs, CO2 emission, and energy, along with

maximising employment.

Ridwan et al. [315] propose a non-dominated sorting genetic algorithm II (NSGA-II)

method to address the minimisation of operation cost and gas usage in the production of

Cold Rolling Coil (CRC) and Cold Rolling Sheet (CRS).

Robles et al. [316] address a multi-objective hydrogen supply chain problem in terms

of demand uncertainty. The authors explored a genetic algorithm approach based on a

variant of NSGA-II multi-objective formulation to tackle the problem. In addition, a fuzzy

approach was adopted for modelling demand uncertainty in hydrogen supply chain design.

The paper considers three objective functions - hydrogen cost, global warming potential

and safety risk index.

Shoja et al. [334] consider the minimisation of a two-stage supply chain network. Their

study considers different transportation modes and the possibility of direct shipment be-

tween plants and customers. Modelling is based on a mixed-integer linear programming.

The authors proposed thirteen classical and hybrid metaheuristic to solve the problem us-

ing an adaptive simplified human learning optimisation (ASHLO) algorithm, which is hy-

bridised separately by genetic algorithm and particle swarm optimisation (PSO) algorithm.

In addition, the authors adopt two additional meta-heuristic algorithms - gravitational search

algorithm (GSA) and cockoo search (CS) for comparing performance.

The optimisation literature has expressed many such examples in each supply chain’s

specifics. Therefore, this thesis aims to abstract general patterns and principles in support

of the academic study of supply chain optimisation problems. To this end, in the follow-

ing section, we review some classical optimisation problems, instances of which are often

identified as mapping to components of supply chain management problems.

2.3 Supply Chain Decision-Making Problems

The role of decision-making is to consider the values and preferences of decision-makers in

identifying and choosing alternatives. Supply chain decision-making is primarily defined

by complex and uncertain business environments driven by a large amount of data, de-

cision variables, complex interrelationships among variables and system constraints, and

performance trade-offs [253]. The most widely encountered decision-making problems in

the supply chain include facility location-allocation, scheduling and planning, inventory,

assignment, vehicle routing, travelling salesman, and knapsack decision. It is important to

note that there is no intention to define an exhaustive list but instead to cover a good va-

riety of classical problems to enable modelling a rich set of supply chain scenarios. These

decision problems are ordered alphabetically in no order of relevance or importance.
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2.3.1 Assignment Problem (AP)

The assignment problem is generally recognised from the 1955 publication of Kuhn’s article

in [224]. Assignment problem involves optimally matching the elements of two or more sets

such that some objective function is minimised [293]. There are often two sets considered

in most variations in the literature: "tasks" and "agents". Tasks are often referred to as jobs

to be done, and agents are usually referred to as people or machines that perform the tasks.

The classical version of the assignment problem matches each task to an agent, such that

each agent performs at most one task (a one-to-one assignment). Other models discussed

include; multi agents to a task assignment (many-to-one assignment) and multiple tasks

to the same agent (a one-to-many assignment) [293]. See details in Table 2.1. AP is a real-

world problem applicable in different job sectors; hospital resource planning – assigning the

right resources/staff to patients, field Service Management – assigning maintenance tasks

to technicians, transport/logistics/ supply chain – assigning set of delivery items/cargo to a

finite number of trucks/ships.

Table 2.1: Variations of Assignment Problem

Model Variants Description

One-to-one As-

signment

Classic assign-

ment problem

The problem involves a one-to-one matching be-

tween n tasks and n agents and seeks to minimise

the total cost of the assignments. Prime examples

are assignment of jobs to machines, jobs to work-

ers, or workers to machines [224].

Classical assign-

ment problem

with agent qualifi-

cation

The problem model is a variation of the classic

assignment problem with m agents and n tasks.

However, every agent may not be qualified to per-

form every task, and the objective is utility max-

imisation [60].

The k-cardinality

assignment prob-

lem

A variation of the classic assignment problem with

m agents and n tasks, where only k of the agents

and tasks are to be assigned, and k is less than both

m and n [106].

The bottleneck as-

signment problem

Unlike the classic assignment problem, the bot-

tleneck seeks to find the sets of assignments that

minimises the maximum value of the costs of as-

signments. An example is determining how to

transport perishable goods from warehouses to

markets without spoilage [156].
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The balanced as-

signment problem

Unlike the bottleneck assignment problem, the

balanced assignment problem seeks to utilise both

objectives by minimising the difference between

the maximum and minimum assignment values

[256].

The minimum

deviation assign-

ment problem

The problem seeks to find a set of assignments that

minimises the difference between the maximum

and average assignment costs [159].

The lexicographic

bottleneck prob-

lem

The lexicographic bottleneck problem seeks to

find the set of assignments that will not only min-

imise the largest cost coefficient in the solution but

also minimise the next largest costs, without vio-

lating problem constraints [52].

The
∑

k - assign-

ment problem

The objective is to find a set of assignments that

minimises the sum of the k largest [157].

The semi-

assignment prob-

lem

This problem involves unique agents with identi-

cal tasks or vice versa. For example, a particular

ship may require several radio operators with the

same rank and skill level in the area of Navy per-

sonnel assignment [364].

The categorised

assignment prob-

lem

The problem divides the jobs into categories

or groups, with sequencing requirements either

within or between groups [301].

Multi-criteria

assignment prob-

lems

This problem variant involves multiple decision

criteria, and it is important to find a solution that

considers all the objectives [149] [231]

The fractional as-

signment problem

problem involves non-linear programming, where

the objective function to be optimised is the ratio

of two other objective function expressions [333].

The assignment

problem with side

constraints

The assignment problem with side constraints

adds resource constraint or constraints to the clas-

sic assignment problem model [261] [139].

The quadratic as-

signment problem

The quadratic assignment problem determines

where to locate m facilities among n given sites,

such that n ≥ m [172].

The robust assign-

ment problem

This class of assignment problem allows the deci-

sion maker to recognise uncertainty in the prob-

lem formulation [220].
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One-to-Many

Assignment

(Multi-tasks)

The generalised

assignment prob-

lem GAP

This is the most basic version of the assignment

problem where an agent is assigned multiple tasks

[64].

The multiple re-

source GAP

This is a variant of GAP which considers how mul-

tiple resources may limit the agents’ capacities

[335].

The bottleneck

GAP

This problem model introduces a minimax objec-

tive for the GAP, which forms the Bottleneck Gen-

eralized Assignment Problem BGAP [260].

The imbalanced

time minimis-

ing assignment

problem

This considers a variation of the bottleneck assign-

ment problem where the number of agents m is

less than the number of tasks n to be done such

that every task must be done [11].

Many-to-One

Assignment

The β-assignment

problem

Unlike GAP, the problem is restricted so that

only qualified agents can do certain jobs. There

are three variations of β-assignment problem in-

cluding; the cardinality β-assignment problem,

the bottleneck β-assignment problem, and the

weighted β-assignment problem [69].

2.3.2 Facility Location Problem (FLP)

Cooper in [93] proposed the FLP, which concerns the relation of a set of facilities to locations

for delivering homogeneous services. Examples of such facilities include warehouses, pro-

duction plants, distribution centres, and service centres. It plays a vital role in the strategic

design of a supply chain network which concerns deciding on the best number and loca-

tions of the facilities subject to certain constraints. The literature has reviewed FLP from

different perspectives [338], [265], [128].

FLP involves the selection of facilities to service a set of customers’ demands at mini-

mum cost. Cost includes the fixed cost of opening a facility and the cost of supplying cus-

tomers’ demand. FLP is defined by a matrix of costs of customer demands of size (no. of

customers by no. of facilities), fixed cost of opening a facility, individual facility capacity,

and quantity of customer demand. A facility can either be capacitated or otherwise. When

a facility is capacitated, the total customers’ demand assigned to each facility can not exceed

the facility’s capacity. Also, a customer’s demand cannot be assigned to more than one facil-

ity. FLP has many applications, including; economics – locating businesses/service points,

transport – freight terminals, emergency response, and locating waste collection centres

within a waste collection network [99] [80].
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2.3.3 Inventory Decision Problem (IDP)

Inventory means the number of goods and materials in stock [402]. The management of

inventory adopts analytical processes that involves the optimisation of resources available

for holding stock of several resources [44]. Inventory management is a significant part of

core activities in a supply chain, and a lack of inventory can lead to stock-outs, resulting in

a stalled production. However, high inventory can cause increased production costs due to

high carrying inventory costs. Hence, inventory optimisation should ensure that stocks are

not too low or too high; otherwise, this will have a negative impact on supply chain perfor-

mance. Several decisions are required in inventory management; for example, in inventory

policy, two basic decisions are required; when to replenish and how much to order. From a

general perspective, the significance of inventory decisions is to identify the inventory pol-

icy that minimises the total cost of inventory, such as the ordering cost, carrying cost, and

shortage cost. In a similar view, practical inventory decision problems should also address

uncertainty, revenue, and deterioration [21] [358].

Most organisations are often faced with making decisions on large amount of individual

items in relation to diverse factors (i.e., demand patterns, shipment and delivery methods)

and constraints (i.e., budget limitations, supplier restrictions and different levels of cus-

tomer service). These decision factors account for several dimension of inventory manage-

ment design and have certain implications on inventory policies. For instance, Gutierrez

and Vidal [160] reviewed inventory management models that are used in designing inven-

tory policies in supply chains. These models are random demand models, random lead

model, inventory policy models and integrated inventory management models. Zemzam

et. al. [392] identified the techniques used in tackling inventory problem - analytical ap-

proach and simulation approach. Analytical approach uses a model to represent an inven-

tory problem that combine decision variables with situational parameters with respect to

the choice of inventory policy. On the other hand, simulation approach considers the test-

ing of different scenarios and deciding on the best alternatives [392].

2.3.4 Knapsack Problem

The Knapsack Problem KP involves determining a set of items to be included in a knapsack

with a given capacity (Weight) to maximise the total value of items in the knapsack. KP is

a finite set of items with a given value and weight, the knapsack capacity. The problem’s

name is derived from a situation where a mountain climber has to select some items in his

knapsack required for his trip. The problem has existed since 1897 and has been explored

for more than a century [14]. KP is usually a sub-problem of more complex combinatorial

optimisation problems [19]. The total assigned item weight must not exceed the knapsack

capacity. KP has been applied to real-life problems like production and inventory man-

agement systems, cargo loading, yield management, airlines, and capital budgeting. Assi

and Haraty [14] presented several variants of classical KP. They include; Bounded KP, Un-
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bounded KP, Value independent KP, Multiple KP, 0-1 KP, Multidimensional multiple choice

KP, Quadratic KP, and Online KP. Similarly, there are other sets of knapsack problems, includ-

ing Nested knapsack, Collapsing knapsack, Non-linear knapsack, and Inverse-parametric

knapsack [14].

2.3.5 Scheduling Problem

Scheduling involves determining the execution order of operations in a behavioural de-

scription [367]. A scheduling problem is defined by a triplet
{
α,β,γ

}
. α describes the ma-

chine environment with a single entry. Processing characteristics and constraints are de-

fined by β with no entry, a single entry, or multiple entries. γ defines the objective to min-

imise the problem, usually with a single entry. Scheduling is fundamental to sustaining

competitive advantage of meeting customers’ needs in many manufacturing and service

sector. Planning and scheduling are regularly employed in decision processes, especially

where processes are driven by communication, information processing, production, trans-

portation, distribution and procurement [287]. In business organisations, completing ac-

tivities requires scheduling functions to allocate limited resources to perform the activities.

These scheduling functions are driven by mathematical and heuristic techniques [298] to

optimise the organisation’s objectives.

Different types of scheduling have been explored in the literature. The main types in-

clude; static and dynamic. Static scheduling has a fixed schedule structure which does

not change over time. An example is seen in the seasonal bus schedule plan - the dy-

namic schedule structure changes with time [395]. Another example could be the resource

scheduling of field engineers of a telecommunication company [365]. Furthermore, past lit-

erature has shown different classes of scheduling. These can be divided into two categories,

as seen in Figure 2.2 - work scheduling and service system scheduling.

In scheduling problem papers, authors have explored several variations of scheduling.

We provide the variations below

• Flow shop involves m machines where each machine must process each job. All jobs

must follow the same execution plan on the machine. A job must join the next queue

at the next machine after completion on one machine. If a First In First Out (FIFO)

approach is maintained for job queues, the flow shop is referred to as a permutation

flow shop scheduling problem (PFSP) [298]. PFSP schedules a set of jobs on a set of

machines to minimise makespan [20] [407]. PFSP has essential applications in man-

ufacturing and service systems, and the makespan typically represents the economic

criterion in the shop scheduling problems [373].

• Flexible flow shop is a variant of a flow shop operating under parallel machine en-

vironments. It involves a series of stages where each simultaneously operates many
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Figure 2.2: Scheduling Categories Adapted from [287] p. 1698

identical machines. Each job is executed in a specific order of stages. This flexible

flow shop is known in the literature as a hybrid flow shop or multi-processors.

• Job shop with m machines predetermines the route that each job will follow. In job

shops, each job may visit each machine more than once.

• Flexible job shop is a generalisation of the job shop with parallel machine environ-

ments. A flexible job shop takes a series of work centres where each work centre con-

tains several machines in parallel. Here, each job has its route to follow through the

shop. A job going through the shop may visit a work centre more than once.

• Open shop involves executing each job on each machine where some processing times

may be zero. Also, there are no restrictions on how each job routes through the ma-

chine environment. Hence, different jobs may have different routes.

• Other variations of scheduling problems introduce several constraints, including due

dates, release dates, preemptions, precedence constraints, machine breakdowns, block-

ing, machine eligibility restrictions, and batching [298].

2.3.6 Travelling Salesman Problem

The travelling salesman problem (TSP) is one of the famous classical optimisation problems

that involves determining a tour of a salesman that minimises the total travel distance [151].

Over the years, there have been investigations of different formulations of the travelling
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salesman problem. Investigations extend to formulations that include various transporta-

tion scheduling problems, like the multi-travelling salesman problem, the delivery problem,

the school bus problem, and the dial-a-bus problem [147].

[201]

2.3.7 Vehicle Routing Problem (VRP)

One important factor in the supply chain is the physical flow of materials and goods, and if

this is efficiently managed, it creates value. Vehicle routing decisions involve determining

effective transportation of materials and goods to minimise total cost. Each trip starts from

a depot to customers and ends at the depot. In addition, each client is only visited once. The

total demand handled by individual vehicles must not exceed the capacity of the vehicle

[86]. VRP is a generalisation of the TSP and was first introduced in [97]. TSP considers a sin-

gle vehicle that visits multiple cities, whereas, the VRP considers multiple TSPs [350]. There

are several variants proposed in the literature [402]. Eksioglu et al. [121] presents a method-

ology for classifying the literature on vehicle routing problems. These variants include; clas-

sical vehicle routing problem [97], vehicle routing problems with loading constraints [186],

vehicle routing problem with time windows [37], stochastic vehicle routing problems [340],

inventory routing problem [57], a multi-depot vehicle routing problem [173], pickup and

delivery problems [9] [94] [288] [295]. Pillac et al. [297] present a survey on dynamic vehicle

routing by classifying vehicle routing from the perspective of quality and evolution. [239]

presents a review of green vehicle routing problems on the premises of energy consump-

tion, emissions, and reverse logistics.

2.4 Real-World Optimisation Problems in Supply Chains

2.4.1 Linked Optimisation Problem

A real-world supply chain exhibits linkages between the individual operating components

such that an optimal solution for a given component might not guarantee an optimal so-

lution for the overall problem [363]. In other words, business decision problems are made

up of interconnected components [341]. However, solving these problems to optimality re-

quires a holistic approach. Real-world problems are systems characterised by combination

and interdependency, where some features of the different components of the problems are

linked [42]. In that sense, one of the attributes that make real-world problems more com-

plex is the fact that the underlying problems are dynamic [184].

Assuming two components of a real-world problem are to be linked, a message (solu-

tion) is transmitted between the components where the solution of an individual compo-

nent determines the quality of the other component by affecting the features of the receiving

component. The problem can be understood from the concept of a dynamic optimisation
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problem, which is characterised by three definitive properties including; time-varying ob-

jective function, time-varying input variables and time-varying constraints. Similarly, these

properties can be extended to the linked optimisation problem since the sources of the dy-

namic complexity of systems are reflected in the properties of the linkages themselves. We

can, therefore, classify these characteristics into three categories; link induced-varying ob-

jective function, link induced-varying solution set, and link induced-varying constraints. A

linked problem can contain a single or a combination of these characteristics.

In the literature, there are many examples of optimisation problems where links be-

tween problems have been identified and solved from a linked perspective. In such studies,

the solution of one problem dictates the outcome of others. A practical example is identified

in [341], where a decision support optimisation system is used for a complex logistics oper-

ation involving five connected problems; facility location, truck scheduling problem, pack-

ing problem, driver selection and vehicle routing. Another instance of linked optimisation

problem is found in Chen et al. [73], where authors identified significant interrelationship

between crane handling and truck transportation and tackled the problems by integrating

them using linked measures. Similarly, Chen et al. [75] investigated three problems that

involve the integration of order batching, batch sequencing and picker routing (IOBSPR) in

warehouses. They proposed an algorithm linking hybrid-coded genetic algorithm and ant

colony optimization to tackle the IOBSPR model. The proposed strategies for typical linked

problems identified in the literature are mostly solved separately and sequentially and this

has often led to suboptimal joint solution [274]. It can be argued that linking interdepen-

dent optimisation problems can result in efficiency improvements and cost savings which,

on average, can lead to 5-20% of cost savings [274]. To the best of our knowledge, no study

has yet provided an explicit unified model that defines the features of linked problems and

how such components affect each other. So, the abstraction of the linkages in a supply chain

is worth addressing. The detailed formalism of the linked optimisation problem is provided

in Chapter 3.

A succinct example of a linked optimisation problem is a multi-modal transportation

business process that facilitates supply chain integration. Figure 2.3 depicts a multi-modal

transportation process where every participant is involved in a predefined coordination of

the main transportation process. The transportation process links each member in the sup-

ply chain network such that any deviation in the predetermined transportation process may

impact the delivery of goods to the buyer. This is because the overall transportation process

is not known to any party and therefore, any decisions made by one partner will not take

into consideration of the overall transportation network.

These linkages are evident in the data structure as most real-world data are not indepen-

dent but exhibit diverse relationships [116]. These relationships, in context, should provide

us with an essential understanding of the properties of the problems, which are, in their own

right, worthy of analysis. Having this in mind, identifying and understanding the different

linkages is imperative in developing and applying different approaches to solving them.
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Figure 2.3: Multi-modal Transportation Process [393] p. 1282

To understand and address the challenges of linkages in supply chain optimisation prob-

lems, we will need to explore the issues that have posed many challenges to tackle. These

issues are considered in three phases: the challenge of linking fragmented data that propa-

gates from the decision points in the supply chain data, the challenge of mining the business

processes to understand the process sequence in the supply chain, and problem with using

appropriate computational techniques for tackling the supply chain decision problems.

2.5 Fragmented Supply Chain Data

The interoperability between the components of a chain of business processes results in

the generation of tens or hundreds of millions of data records. These pieces of data contain

event information which is stored in unstructured form. The extraction of such data forms

a significant aspect of the optimisation of linked problems because problem linkages are

evident in the data generated due to processes that are executed at different levels of the

problem. However, data analysis and processing are complex and challenging due to the

volume and complexity of data [321]. In most cases, they require some effort to extract as

they are highly fragmented over many tables in a database model [357].

2.5.1 Linking Fragmented Supply Chain Data in a Relational Database Model

Linking fragmented data in the supply chain domain involves integrating data from differ-

ent components of a supply chain system. Fragmented data occurs due to business in-
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teractions between supply chain participants. The interactions involve several processes,

resulting in hundreds or thousands of tables and attributes in a database. Hence, it is of-

ten challenging to determine the number of relationships in the data captured across the

supply chain network as this would require matching unfamiliar data sources.

Matching unfamiliar data sources is a substantial burden [39] as this often requires

the availability of domain experts that understand these sets of data. In a well-designed

database, the type of information stored and the interrelationships of different data struc-

tures are well understood and well documented, but this is not always the case in real-world

supply chain scenarios. In most cases, domain experts may not be readily available for sev-

eral reasons.

Prior work in this area includes schema matching, which has extensively been studied

[122]. Schema matching typically involves the manipulation of database schema elements

to produce a mapping between elements of database schemas that are semantically re-

lated to each other [306]. Schema matching is vital in integrating data from heterogeneous

sources where massive amount of data is produced and stored. Current practices in rela-

tional databases use multiple databases to store information due to size constraints [262].

These databases come in different formats and structures and require data integration to

facilitate effective and efficient holistic decision-making.

However, understanding specific database schemas is often a time-consuming, and costly

process [164]. This problem occurs because the information in several complex databases is

interconnected, but these connections are often not obvious and easy to extract by users. A

much more exhaustive approach is carried out manually in determining these connections,

which is often done at the row level. Therefore, there is a need to automatically determine

these connections for data integration [163].

Alwan et al. [7] identified four levels of schema information exploited in solving schema

matching problems. These include: schema level information, instance level information,

hybrid level information and auxiliary level information.

Schema level information explores three sub-level information to solve a schema match-

ing problem; 1. linguistic level, 2. constraints level and 3. structure level. At linguistic level,

meta-data information such as attributes’ names, textual descriptions [115] and abbrevia-

tions and acronyms [310] are used in identifying relationships between schemas. Constraint

level information exploits data types, value ranges and key types while structure level uses

schema structure and schema attribute cardinalities [7] [306].

At the instance level, information is derived from the content of the schema such as val-

ues and rows/instances [132] [100] [202]. Such information is used in many cases when it

is difficult to obtain sufficient information about the schema structure for matching, espe-

cially in real-world situations. In such cases, data instances may be available in determining

relationships between schemas [7].

Hybrid level information combines both schema level and instance level information.

For example, Li and Clifton [233] utilise the schema design information (schema and con-

22



straints) and data contents (data patterns and statistics) for semantic integration of schemas.

Also, Zhao and Ram [401] exploit schema elements information in terms of names, descrip-

tions, schema specification, data and usage patterns combined with data instances to vali-

date relationships between schemas from different heterogeneous sources.

Auxiliary level information relies not only on existing schema information but also uses

external information such as WordNet/Thesauri and dictionaries to determine the relation-

ship between schema attribute names with the same contextual meaning [7]. For exam-

ple, auxiliary information like thesaurus was used in expanding abbreviations of schema

attribute names to determine attribute names that are semantically similar [249].

Recent work by Elmeleegy et al. [122] exploited another level of information based on

usage information of schema attributes in query logs. Similarly, Ding et al. [108] exploited

information from query logs based on usage statistics to find relationships between schema

attributes to be matched. Usage information of attributes in queries may be needed when

there is no sufficient schema information or data instances.

2.5.2 Schema-Based Matching

Schema-based matching is an important research topic in the Artificial Intelligence (AI)

community due to the level of understanding required in natural language processing [109].

Thus, several studies have been geared towards speeding up the schema matching process

using different AI techniques as opposed to the traditional labour-intensive procedure per-

formed by domain experts.

Several researchers have explored the schema-based matching problem for specific or

generic applications [112]. Table 2.2 describes approaches proposed in the literature for

schema-based matching. The table also includes information levels used in matching sev-

eral schemas.

Table 2.2: Schema-Based Matching Approaches [7] [30] [112]

Approaches Description Matching Information

Linguistic

Matching

This technique implements algorithms to exploit

meta-data information to find the relationships

between tables based on attribute names and

descriptions. It utilises tokenisation, stemming,

string and substrings matching and information

retrieval techniques.

Attributes’ names [249]

[114] [61] [112] [319]

[109], Abbreviations/

Auxilliary Information

[61] [114] [249] [112]

[310] & Attributes’ De-

scriptions [115]
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Constraint-

Based

Matching

These techniques are algorithms that deal with

the internal constraints applied to schemas def-

initions. Schemas contain constraints informa-

tion such as datatypes, value ranges, uniqueness,

optionality, relationship types, and cardinalities.

Such information can be used to determine the

similarity of schema elements.

Datatypes [234] [249],

Referential-Constraints

[61] [249] & Data Length

[234] [319] [249]

Structure-

Based

Matching

Algorithms inspired by this approach use match-

ing combinations of elements that appear together

in a structure. The approach concentrates on the

structural information and utilises constraints in-

formation of the targeted schemas to extract simi-

larity between the attributes.

Keys [249] & Index [118]

Usage-

Based

Matching

Exploit usage information of the attributes in

database objects. Usage-based schema match-

ing identifies co-occurrences patterns between at-

tributes and features like joins and aggregate func-

tions.

Database query Logs

[122] [108] & Key-word

query logs [280]

Machine

learning

It involves exploiting machine learning techniques

to automate schema matchine.

Bayesian learning of

domain expert examples

to find optimal match-

ing [28] & Clustering

techniques for multiple

schema attributes [109]

2.5.3 Instance-Based Matching

Instance-based matching employs data contents as a source to identify the relationship be-

tween schema attributes [7]. Instance-based matching is often used whenever it is impos-

sible to use the schema information to perform an accurate match between schemas. The

identification of instance-based correspondence could be fed back to the schema-based to

improve the understanding of schema-based correspondence [401].

Instance-based matching has been used under different names by different research

communities. In the database community, instance based matching also means instance

identification [370], entity idenfication [143], merge purge [170], approximate record match-

ing [361], [372], and record linkage or record matching [131], [360]. In the artificial intel-

ligence community, instance matching is also referred to as database hardening [87] and

name matching [33].

Most techniques used in instance-based matching are similarity metrics, and they can
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be categorised into character-based matching (e.g. Ngram, Jaro-Winkler) and token-based

matching (e.g. Jaccard) [262]. However, several approaches have been proposed to miti-

gate the weaknesses peculiar to the individual similarity metrics. Alwan et al. [7] identified

four main strategies that exploit the contents of the database for instance-based matching

problems. They include neural network, machine learning, information theoretic, and rule-

based [7]. These approaches are shown in Table 2.3 below.

Table 2.3: Instance-Based Matching Approaches [7] [262]

Approaches Description Matching Information

Neural Net-

work

This technique finds instance relationships by

generating the similarities between data and pre-

dicts solutions from data with no knowledge about

regularities.

Characteristics of data

distribution [237] & Data

pattern [381]

Machine

learning

This approach adopts machine learning methods

like Naive Bayesian classification to produce accu-

rate matching results based on schema informa-

tion. Approach usually uses a training data set to

derive most appropriate matches.

Classification of data

contents [317] [115] [196]

[132] & Clustering based

on data distributions

[397]

Information

theoretic

Approach is based on mutual information and dis-

tribution values to identify instance correspon-

dences.

Data contents [238] [278]

Rule-Based

Matching

This approach uses matching rules defined by

first-order logic.

Use of schema informa-

tion, summary instance

information and in-

stance properties of

attributes [83] & Data

values/ instances [34]

[81]

2.5.4 Hybrid-Based Matching

Hybrid-based matching combines several matching approaches as a single approach by us-

ing multiple criteria and different information sources to predict a more accurate match

result [7]. Some examples of hybrid-based matching are provided in Table 2.4 below.
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Table 2.4: Hybrid-Based Matching Approaches [7] [263]

Approaches Description Matching Information

Rule-Based

matching

and regular

expression

This approach combines set of rules and regu-

lar expression to determine matching patterns of

of instances. The approach utilises a predefined

regular expression and then apply a set of rules

to classify schema attributes. The regular expres-

sions are predetermined using statistical data and

are fully explored for schema matching.

Attribute instance pat-

terns based on a prede-

fined regular expression

[388]

Neural net-

works and

rule-based

Approaches are adopted based on two-step pro-

cesses. Neural network analyse data relationship

pattern and then apply rules to filter the candidate

pairs to generate the correct matching result.

Data pattern [381] &

Schema and instance

information [233]

Combined

Machine

learning

(Unsuper-

vised and

Supervised

learning)

This approach combines unsupervised cluster

analysis techniques and supervised classification

techniques to identify matching tuples.

Schema level informa-

tion and instance-level

data [401] & Classi-

fication of inclusion

dependencies based

on values and schema

elements [319]

Regular Ex-

pression and

Google Simi-

larity

Approach combines the strength of regular expres-

sion approach as pattern recognition and google

as web semantic to discover correspondences be-

tween schema attributes

Fully exploits data in-

stances [263]

2.5.5 Composite-Based Matching

Composite schema matching involves the combination of outcomes obtained from differ-

ent approaches used independently in matching database schemas [7]. In other words, a

framework that combines the results of several approaches can provide a more compre-

hensive and better discovery of the relationships between database schemas than a single

approach which may lead to imperfect matching of database schemas [306]. In composite-

based matching, aggregation such as maximum, minimum, average, weighted sum, etc., are

often used in obtaining an integrated result [386].

A prominent research study in the area of composite schema matching is seen in [113].

They propose a generic schema matching tool, Coma++, by combining different matching

results. Their approach support schema-based and instance-level matching, utilising lin-

guistic, structure and instance-based approaches. Coma++ offers a comprehensive frame-
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work for large and complex schemas where different match strategies can be applied. Their

results can be refined using different aggregations such as the minimum, maximum, aver-

age and weighted sum. Also, Yu et al. [386] proposed an approach based on the concept of

composite schema matching. They combined linguistic similarity, path similarity, structure

similarity and knowledge (semantic) similarity using a weighted sum to aggregate the simi-

larity values from the individual matchings.

As part of our research contributions, we intend to explore different strategies by which

we can combine the prediction of several techniques into an overall framework. Accord-

ing to Alwan et al.’s claims in [7], composite is more flexible than an individual or hybrid-

based matching because the composite approach exploits the application domain and in-

put schema information, which uses different approaches at different levels.

2.6 Mining and Learning Supply Chain Processes

The issues with uncertainty and complicated supply chain architecture have significantly

influenced the need for supply chain partners to maintain synchronised process models for

supply chain-wide processes. Process models can deliver an efficient and effective analysis

of collaborative processes within the supply chain [199]. As a result, in accessing and main-

taining these processes, several intelligent logistics information systems are implemented

by collaborating partners to support decision-making in areas such as production schedul-

ing, physical distribution, and material handling [210]. However, partial information about

the business processes is captured by the information system of the individual supply chain

collaborators where, in most cases, each partner does not have an insight into the overall

process [257].

Moreover, according to Maruster et al’s [257] assertion, partial information captured by

the individual information systems of a chain of business partners can be combined to

infer an overall distributed process, provided that there is a common reference point for

each supply chain partner. This is because the components in the supply chain network

are closely related such that a slight change in one component can significantly affect the

other logistic operations of different components [213]. As stated by [227], attributes in one

aspect of the supply chain network interact with elements in the other levels of the supply

chain. In other words, obtaining an effective process formulation for the entire supply chain

network may fail if one pays too much attention to one aspect of the supply chain.

In the context of supply chain process modelling, process mining techniques have been

employed to develop an overall process model [199]. This technique can reveal the overall

business processes within a supply chain network [257]. Process mining techniques involve

a wide range of automated techniques that study processes based on historical process data

[227]. In other words, process mining involves discovering, monitoring and improving busi-
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ness processes based on the knowledge extracted from event logs available from informa-

tion systems [357].

The most widely used techniques in business process mining are based on process dis-

covery [84] and these techniques provide a complete picture of an entire business process

model [199]. These techniques are often based on association rules and association clus-

tering. For instance, [227] proposed a process mining system based on fuzzy association

rules for knowledge discovery in a supply chain network using daily captured logistics op-

erational data. Their model is shown in Figure 2.4.

Figure 2.4: Supply Chain Process Flow [227] p. 177

2.6.1 Process Mining Techniques

Limited research work is proposed in the area of supply chain process mining. However, as

noted in [199], the majority of the existing research papers focus on two techniques; data

preparation (i.e. construction of an event log from historical process data) and process dis-

covery (i.e. construction of process from an event log). We present in Figure 2.5, Van Der
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Aalst’s [357] process mining framework and in Table 2.5, a description of individual tech-

niques in Van Der Aalst’s framework.

Figure 2.5: Process Mining Framework by Van Der Aalst [357]

In Figure 2.5, the term "world" represents an ecosystem of people, organisations, tech-

nologies, and business processes. The data that propagates from this ecosystem is recorded

in the system(s) of information where event logs are captured systematically and reliably

based on the term provenance. Provenance explains any form of information that describes

the production process of an end product, which can be anything from a piece of data to

a physical object [171]. Based on Figure 2.5, two types of event data are captured. Pre-

mortem (i.e. current event data) and Post-mortem (i.e. historical process data). After an

event has elapsed, the event data becomes a historic data and that is moved from the cur-

rent data platform to the historical database. Process models are developed based on ten

process mining activities, which can be grouped into three categories; navigation, auditing

and cartography [357]. Note that provenance is also considered a process mining activ-

ity/technique. However, it cannot construct a model in its own right compared to other

activities. Two models were identified by Van Der Aalst [357] in the framework; de jure and

de facto. De facto process models are derived from reality, while de jure process models are

designed to influence reality.
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Table 2.5: Description of Process Mining Techniques [357]

Techniques Description

Provenance Focuses on systematic collection of process information required for con-

structing event log.

Discovery technique uses an event log to construct a process model without using any

knowledge of the existing process model.

Enhance technique uses information about the actual process available in the event

log to improve an existing process model.

Detect A conformance checking operational support activity that compares a de

jure model (i.e. an ideal model) with current event data (i.e. running process

instances) to identify whether there are deviations at runtime. it generates

an alert in the event of a violation of predefined rules.

Check This operational support activity checks historical event data with an ideal

process model (de jure model) to identify deviations in order to quantify

compliance level.

Compare This compares an ideal model (de jure model) with an actual model (de facto

model) to determine whether there are deviations from what was planned

or expected. This technique does not use event logs directly.

Promote This approach uses the analysis between an ideal model and an actual

model to improve existing processes based on proven best practices to up-

date and promote an ideal model.

Explore technique combines event data and models to compare and visualise run-

ning cases of events with earlier executed cases that are similar.

Predict An operational support activity that makes statements about events based

on historical event data where the future case is unknown.

Recommend An operational support activity that learns from historical event data to pro-

vide a statement about a set of possible actions from a decision space.

In Table 2.6, we present Jokonowo et al.’s [199] classification of process mining tech-

niques proposed in the literature. These techniques are based on Van Der Aalst’s [357]

framework. The table includes the authors’ names, the proposed approach/methods used,

the research focus, and the particular techniques being addressed.
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Table 2.6: Supply Chain Process Mining Techniques adapted from [199] [357] [394]

Models/Methods Research focus Techniques

A process mining algorithm and a prototype

implementation that discovers a set of fuzzy as-

sociation rules for inter-organisational depen-

dencies based on the daily captured logistics

operation data [227].

Process mining for

knowledge discovery

Discovery

A prototype implementation of an algorithm

that generates event logs from RFID data based

on product codes [152].

Processing Radio Fre-

quency Identification

(RFID) events for supply

chain process mining

Provenance

A framework for extracting process data from

application systems and integration portals like

SAP enterprise software [211].

Mining of processes

in Service Oriented

Computing (SOC) envi-

ronment data

Provenance

An approach for cross-correlation of process

models and actual observed process behaviour

across organisations based on some process

analysis metrics [49].

Process mining anal-

ysis in service-based

and cloud computing

environments.

Check,

Compare,

Promote

and Recom-

mend

A correlation algorithm that transforms ob-

served inter-organisational messages to an

event log to associate individual messages to

process instance [124].

Process models from

Electronic Data Inter-

change (EDI) messages

Provenance

A methodology, system architecture and imple-

mentation of end-to-end business process in-

sight and collaborative analytics platform for

business users [321].

Leveraging process in-

telligence and process-

aware analytics

Provenance,

Discovery,

Compare

and Predict

A methodology designed to implement consis-

tent process mining in a Big Data context [16].

Integrating multiple data

sources using Big Data

techniques

Provenance

An approach for supply chain process based

on Ant-colony optimisation ACO that captures

and optimises monitoring requirements to en-

act an optimal monitoring process through a

service-oriented approach [90].

Service-oriented busi-

ness process mining for

monitoring enactment.

Recommend
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An approach to discover the coordination pat-

terns between different organisation and work-

flow models using information about resource

allocation from running logs. A process inte-

gration approach that uses the mined process

model for each organisation and the coordina-

tion patterns to obtain a cross-organisational

workflow model [393].

Application of process

mining for workflow

integration using the

concept of Petri net with

comprehensive resource

and message factors.

Discovery

An approach that applies online process min-

ing techniques to cloud-based infrastructure

for the runtime extraction of business rules

from event logs [29].

Cloud computing ar-

chitecture to support

cross-organisational

process executions

Discovery

A method and a rule-based algorithm that

searches for links between data and merges

data from the different inter-organisational

processes for process mining [85].

Merging event logs for

process mining.

Provenance

A privacy-preserving business process recom-

mendation and composition system based on

process mining and classification techniques

for executable business process workflow re-

generation [188].

Cloud-based privacy-

preserving process

mining in supply chain

environment.

Discovery

and Recom-

mend

An approach and software implementation

that integrates EDI, process mining, Business

Intelligence and Semantic technologies for

analysing and discovering inter-organisational

process models [123].

Process models from

Electronic Data Inter-

change (EDI) messages

Provenance

and Discov-

ery

A privacy-preservation cross organisational

business process mining framework that han-

dles privacy issues for process discovery [243].

Privacy-preservation in

process mining

Discovery

A methodology that creates an enhanced

model with an improvement of performance

level based on Petri nets and events logs [104].

Process mining for pro-

cess improvement

Check and

Enhance

An investigation of the characteristics of event

logs in make-to-order production analysis

[290].

Performance analysis

of workload analysis

and delay analysis in

the manufacturing pro-

cesses.

Enhance
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A method based on comparative case cluster-

ing robust with changes in behaviours [176].

Detecting changing be-

haviour in real-life busi-

ness processes.

Detect

A method proposed to guide the analysis of ca-

pacity usage based on recorded data about rail-

way operations [192].

Detecting train re-

routings.

Detect

A method that extends the a multi-agent-based

business simulator with resource event ontol-

ogy [190].

Exploitation of the char-

acteristics of a trading

company to verify and

explore relationships

among agents.

Provenance,

Check and

Discovery

A method that utilises multidimensional pro-

cess mining to map physical logistics activities

[215].

Application of multidi-

mensional process min-

ing to internal logistics

for a mixed-model as-

sembly line.

Check and

Discovery

2.6.2 Challenges of Mining Supply Chains

Mining business processes across the supply chain partners (cross-organisation) is a re-

search challenge in the process mining research community [357]. According to Jain et al.

[191], existing approaches cannot effectively design, operate and evaluate an agile supply

chain due to the complex, stochastic, dynamic nature and multi-criteria of logistic pro-

cesses involved within a global supply chain. There is a consensus that a global supply

chain analysis is required. However, there has been little work on techniques for analysing

business processes as a global supply chain [152]. It is therefore crucial that running an ef-

fective supply chain system requires supply chain process models [235] that account for the

agility and holistic process in the supply chain network.

Another challenge is that there are several number of events that are generated at dif-

ferent granularity levels of a business process. Thus, it accounts for a high volume of com-

plex data; hence, data processing and process analytics become a complex, and resource-

intensive task [321]. This is because event data is stored in fragments in an information

system. As a result, much effort will be needed to extract these pieces of event informa-

tion, as data extraction is an integral part of any process mining efforts [357]. In addition,

extracting process data from the event log, as a prerequisite step to process mining [211] is

challenging. This is because, in various inter-organisational collaborations, it is not clear

how supply chain event logs can be used across different participating companies [152].
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2.6.3 Process Mining in the context of Supply Chain Optimisation

Discovering business processes across organisational boundaries has increasingly become

an exciting business need. A detailed understanding of the business processes, in terms

of frequencies and costs, can form a basis for supply chain optimisation [257]. However,

describing such processes is non-trivial. As an effect, no party in the supply chain network

has a good view of the whole set of activities executed at the different levels of the supply

chain (e.g. warehousing, transportation planning and billing). Therefore, the overall supply

chain business processes can be improved if the necessary information about the whole

business process is analysed. Process mining is not limited to handling control flows, but

other aspects like resources, data, organisational entities, decision points, and costs [357].

In obtaining an optimised holistic supply chain, individual parties can analyse process

models with a deeper understanding of the entire distribution process. The analysis will

enable the collaborating parties to effect changes at different levels of the supply chain in

order to reduce the overall process costs [257]. For instance, supply chain logistics can sig-

nificantly benefit from the application of process mining if the knowledge of the existing

logistic processes can be used efficiently and effectively to improve competitiveness [25].

2.7 Optimisation Model-Based Methods - Metaheuristics

Optimisation model-based methods are mathematical models that search for the best solu-

tion from all feasible solutions. These methods have been applied in various contexts such

as engineering, bioinformatics, operational research, geophysics, information retrieval, fi-

nance, economics, and management. Optimisation methods can be categorised into heuris-

tics, metaheuristics and exact optimisation methods. In heuristics methods, algorithms are

often effectively applied to a specific problem and ineffective to other problems. Meta-

heuristics, on the other hand, are generic optimisers which can be applied to almost all

optimisation problems [2].

The word metaheuristics was introduced by Fred Glover [154] to illustrate heuristic meth-

ods with no problem-specific features. The idea of metaheuristics is to harmonise two

search schemas: exploration (diversification) and exploitation (intensification) [36]. In terms

of exploration, different regions of the search space is searched to create opportunities for

diversification, whereas the term exploitation refers to the ability to obtain high quality so-

lutions from known regions. The concept of exploration and exploitation is similar in ma-

chine learning algorithms which corresponds to the acquisition and utilisation of knowl-

edge about unknown problems [376]. Despite these capabilities, there are varieties of opti-

misation problem types (i.e., continuous optimisation, discrete optimisation, dynamic opti-

misation, multi-objective optimisation, multitasking optimisation, and linked optimisation

problems) that some metaheuristics cannot solve. This creates a need to develop variants

of metaheuristics that adapt to such problem types.
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Metaheuristics are algorithmic structure generally applied to various optimisation prob-

lems requiring only a few modifications to tackle a given problem. The abstraction of meta-

heuristics is presented in Algorithm 1, showing the trade-off between exploration and ex-

ploitation. An efficient search process is determined by how the trade-off between explo-

ration and exploitation is properly managed, creating different metaheuristics classifica-

tions as shown in Figure 2.6. Abdel-Basset et al. [2] provides a new classification of meta-

heuristics into metaphor-based and non-metaphor based metaheuristics.

Algorithm 1: Algorithmic Framework for Metaheuristics [2]

initialisation (one or more solutions);
while Stopping criterion not met do

if exploit then
Create new solution by exploitation step

else
Create new solution by exploration step

end
Update best found solution

end
Result: return best from solutions

2.7.1 Metaphor Based Metaheuristics

Metaphor-based metaheuristics are algorithms that are driven by natural phenomena, and

human behaviour in real modern life or mathematical concepts.

Biology Based Metaheuristics

Biological characteristics inspire most metaheuristics. Due to nature, biological agents have

evolved, giving rise to intelligent behavioural and biological characteristics that allow them

to undertake complex tasks, motivated by adaptability, self-learning, robustness and effi-

ciency. Many researchers in the computational intelligence community have adopted dif-

ferent biological phenomena and processes to mimic such biological systems in tackling

complex modelling, simulation and optimisation problems [105]. Abdel-Basset et al. in [2]

stated three main paradigms that are exemplified by such biological traits. One is seen in the

genetic inheritance process of organisms (evolutionary). The second arises from the social

behaviour of animals such as ant colonies, beehives and bird flocks. They undertake self-

organising tasks to explore complex search spaces to achieve a common goal (swarm). The

third paradigm emphasises the human body’s immune system or the brain’s neural activity

(immune systems). Detailed analysis is provided in Table 2.7.

Evolutionary Algorithms EAs are computational intelligence techniques which are generic

population-based metaheuristics based on the principles of biological evolution. In EAs, no

deep mathematical knowledge is required to tackle a problem, however no optimal solution
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Figure 2.6: Meta-heuristics Taxonomies [2]

is guaranteed in finite time. EAs are suited for solving a broad range of complex problems

characterised by discontinuity, non-linearity and multivariability [182]. A generic evolu-

tionary algorithm is presented in Algorithm 2. The first step is population initialisation

which involves random generation of solutions that constitutes the population. Next is the

evaluation of individual solutions in the population using a fitness function. Each fitness
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value explains the quality of the solution that was generated. Next, a loop iterates through

generations which terminates whenever a stopping criterion is met. Inside the loop, in-

dividual parents are selected for breeding. The stronger the individual parent, the more

chances the parent has to produce offspring for the next generation. Evolutionary oper-

ators are used in the next step to produce new offspring based on the genetic trait of the

parents. The last part involves the selection of individuals for survival. There are variants

of EAs, including genetic algorithm, evolutionary programming, genetic programming and

evolutionary strategies. Details of these variants are shown in Table 2.7.

Algorithm 2: Generic Evolutionary Algorithm [182]

generation ← 0;
population initialisation;
population evaluation;
while Stopping criterion not met do

generation ←generation+1;
select individuals for reproduction;
apply operators;
evaluate new offspring;
select individuals for survival;

end

Swarm Intelligence SI is inspired by the group behaviour of agents in a community, such

as birds and insects. SI uses the principles of decentralisation where candidate solutions

are updated through the local interactions with each other and the environment. The most

common variants of SI are particle swarm optimisation PSO, ant colony optimisation ACO,

artificial bee colony ABC algorithm, glowworm swarm algorithm GSA, firefly algorithm FFA,

cuckoo search algorithm CSA, bat algorithm BA, and hunting search (HS) algorithm.

Artificial Immune System AIS is based on the theoretical framework of immunology and

observed immune functions, principles and models. When adapted to optimisation, the

antibodies represent the candidate solutions, which are iteratively evolved through repeat-

ing the operations of cloning, mutation and selection. The antigen represents an objective

function, and a memory cell keeps the most promising solutions. There are variants of AIS

based on the principle of clonal selection, including negative selection algorithm NSA, posi-

tive selection algorithm PSA, a clonal selection algorithm CSA, continuous immune network

models, and discrete immune network models [2] [351].
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Table 2.7: Summary of Biology-Based Metaheuristics

Paradigms Algorithms Description

Evolutionary

Algorithms

(EAs)

Genetic Al-

gorithm GA

[185] [368]

[329] [4]

GA is a widely known EA initially introduced by John Hol-

land [174]. GA is based on Darwin’s principle, i.e., survival

of the fittest. GA employs the process of biological evolu-

tion using the following operators; selection, crossover, and

mutation. Chromosomes are candidate solutions for a given

problem and are evaluated based on their fitness. The gen-

eration of new solutions is influenced by the parents se-

lected for breeding. Several studies have shown the efficacy

of GA in tackling supply chain optimisation problem[127].

Evolutionary

Program-

ming EP

[136]

EP focuses on the evolution of finite state machines. Fogel

in [136] developed EP based on the principles of EAs, using

the same evolutionary concepts.

Genetic Pro-

gramming

GP [221]

The earliest application of GP created was used to tackle

the problem of discovering finite-state machines. In genetic

programming, the program can evolve by itself during the

evaluation process. The search space is the space of com-

puter programs, and the solution representation is a hier-

archically tree-structured computer program. A solution is

evaluated by running a program solution against a set of test

cases. The fitness function is a sum of distances between the

correct and produced results.

Evolutionary

Strategies

ES [311]

ES was introduced and developed by Rechenberg [311]. The

algorithm uses a single individual with real-valued vector

encoding. Each of the real variables is changed by Gaussian

mutation with a mean of zero and standard deviation σ.

Swarm In-

telligence

SI

Particle

Swarm Op-

timisation

PSO [130]

[209]

PSO is introduced by Kennedy as social behaviour simula-

tions and developed as an optimisation method in [209].

PSO algorithm starts by randomly searching and evaluating

a particle population and keeps surviving for all generations

until searching criteria are met [354]. Each candidate solu-

tion (particle) is explicitly associated with a search process,

which has a velocity and a memory of the best positions it

has so far.
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Ant Colony

Optimisa-

tion ACO

[89] [117]

ACO is used to tackle a problem with a combination char-

acter. ACO uses the concept of the nature of the ant colony,

where each ant chooses the best value for every phase im-

pacted by prior ants and the quality of each track [354].

Other SI al-

gorithms

ABC algorithm is inspired by the foraging behavior of honey-

bee colony [203]. Glowworm swarm optimization algorithm

imitates the behavior of glowworms based on the chang-

ing intensity of luciferin emission [223]. Firefly algorithm

mimics the idealised behavior of flashing characteristics of

fireflies [142]. Cuckoo search algorithm is inspired by the

reproduction strategy of cuckoo birds [380]. Bat algorithm

is inspired by the echolocation behavior of bats based on

pulse rates of emission and loudness [379]. Hunting search

algorithm is inspired by group hunting predators like wolves

[283].

Artificial

Immune

System

Clonal Se-

lection

Algorithm

CSA [54]

The theory of CSA was first introduced in 1959 based on the

adaptive immune system’s basic response (lymphocytes) to

antigenic stimulus. A population of antibodies (solutions)

is randomly generated and evaluated. Next, the higher

affinities antibodies are cloned to generate more antibod-

ies against the antigen. The uncloned ones are replaced by

new ones, and the best solutions are retained in a memory

cell.

Other algo-

rithms

Different studies from the literature were brought together

to provide a set of general-purpose AIS algorithms. These

include; Negative Selection Algorithms, Optimisation ver-

sion of Artificial Immune Network, a positive selection al-

gorithm [330], continuous immune network models [129]

[359], and discrete immune network models [101] [351].

Summary of other Metaphor Based Metaheuristics

Other metaphor-based metaheuristics are presented in Table 2.8, and they can be cate-

gorised into different groups, including chemistry, music, maths, physics, sport and social

based.
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Table 2.8: Summary of other Metaphor Based Metaheuristics

Paradigms Description Variants

Chemistry

Based Meta-

heuristics

Chemistry based metaheuristic

is motivated by the properties

and behaviour of matter [225].

Chemical Reaction Optimisation (CRO) [225],

Artificial Chemical Process ACP [187], Arti-

ficial Chemical Reaction Optimisation ACRO

[5], Gases Brownian Motion Optimisation [1],

Chemotherapy Science Algorithm CSA [327],

Chemical Reaction Algorithm CRA [264]

Music-

Based Meta-

heuristics

Music-based metaheuristics

mimics the creative process

of musical innovation based

on music rules, processes,

concepts, and events.

Harmony Search HS [148], Melody Search MS

[12], Method of Musical Composition MMC

[276]

Math-Based

Metaheuris-

tics

Maths-based metaheuristics

are optimisation techniques

made by interoperation of

metaheuristics and mathemat-

ical programming techniques.

Matheuristics [43], Base Optimisation Algo-

rithm BOA [326], Sine Cosine Algorithm SCA

[271], Simulated Kalman Filter Algorithm SKFA

[181], Golden Sine Algorithm GSA [349]

Physics-

Based Meta-

heuristics

Physics-based metaheuris-

tics adopt the principles and

theories of physics and ap-

ply them to solve real-world

optimisation problems.

Simulated Annealing SA [214], Stochastic Dif-

fusion Search SDS [35], Self-Propelled Particles

[362], Extremal Optimisation EO [38], Intelli-

gent Water Drops IWD [177], Central Force Op-

timisation CFO [138], River Formation Dynam-

ics RFD [302], Gravitational Search Algorithm

GSA [309], Charged System Search CSS [205],

other variants can be found in [58].

Sport-Based

Metaheuris-

tics

Sport-based metaheuristics are

novel, efficient search and opti-

misation techniques which are

inspired from various sports

processes, rules, events, and

concepts.

Soccer League Competition Algorithm SLCA

[275], League Championship Algorithm LCA

[204], Golden Ball GB [286], Football Game Al-

gorithm FGA [126], Tug of War Optimisation

TWO [206]

Social Based

Metaheuris-

tics

Social-based metaheuristics

stimulate human behaviour

based on how users of social

networks interact.

Cultural Algorithm CA [314], Grammatical Evo-

lution GE [323] , Imperialist Competitive Algo-

rithm ICA [15], Social Emotional Optimisation

Algorithm SEOA [377], Fireworks Optimisation

Algorithm FOA [347], Artificial Tribe Algorithm

ATA [74], Teaching–Learning-Based Optimisa-

tion TLBO [307]
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2.7.2 Non-Metaphor Based Metaheuristics

Non-metaphor metaheuristics do not rely on any inspration from nature or physical char-

acteristics to determine their search strategy. Several techniques have been discussed in

the literature where algorithms require no stimulation for any search process. Examples

include; Tabu search TS [155], Scatter search SS [153], Guided Local Search [366], Greedy

Randomised Adaptive Search GRAS [133], Iterated Local Search ILS [245], Variable Neigh-

borhood Search VNS [273], Cross-Entropy Method CEM [322], Partial Optimisation Meta-

heuristic under Special Intensification Conditions POMSIC [344], etc. Table 2.9 discusses

three of these algorithms which have been applied extensively to real-world problems.

Table 2.9: Examples of Non-Metaphor Metaheuristics

Algorithms Description

Tabu Search TS

[155]

Glove and McMillan introduced TS [155]. The algorithm is a non-nature-

inspired metaheuristic based on the idea of prohibition (tabu or taboo) of

already visited search areas from being revisited to promote diversification.

TS searches the neighbourhood of the current solution to get a new one with

an improved functional value and maintains a tabu list of solutions obtained

in previous iterations.

Iterated Local

Search ILS

[245]

ILS iteratively builds a sequence of solutions generated by an embedded

heuristic (local search), leading to a far better solution. ILS is based on a

local search strategy using a single solution along the iterative process. ILS

starts with random solution generation within a predefined search space,

and the number of iterations defines the stopping criterion. The concept of

ILS is defined by the steps of local search, perturbation, and the stopping

criterion.

Guilded Local

Search GLS

[366]

GLS adopts a penalty-based approach to interact with the improvement

procedure. The interaction allows a process of escape from the local op-

tima, which improves the efficiency and robustness of the underlying local

search algorithm.

Despite several successful applications of metaheuristics (metaphor-based and non-

metaphor-based) in all spectrums of complex problems, the majority of the research studies

have not considered the complexity that is associated with real-world supply chain prob-

lems in terms of interacting decision components. The obvious reason is that the algorithms

proposed in the literature do not incorporate the notion of a network of interconnected op-

timisation problems seen in supply chains. Similarly, no complex computational analysis

has provided insights into the interactions between different optimisation problems [41].

Such interacting decision-making systems need to be considered in an optimisation frame-

work. Therefore, a formal conceptual framework for interconnected optimisation problems
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is inevitable. In other words, the theoretical investigation of computational methods for

such linked optimisation problems poses a new challenge, requiring an appropriate frame-

work.

2.7.3 Multi-Objective Optimisation Problem MOOP

In the last 30 years, there has been growing research interest in studying problems compris-

ing several conflicting objectives [105]. The multi-objective optimisation problem simul-

taneously considers optimisation problems with two or more objective functions. MOOP

is generally applied to decisions with two or more simultaneous objectives [281]. The ap-

plication area includes economics, logistics, and many engineering and science problems.

Multi-objective problems involve a decision-making process of selecting a possible course

of action to obtain multiple objectives or goals while satisfying the constraints dictated by

the environment. Multi-objective problem structure is represented in Figure 2.7.

Figure 2.7: Multi-Objective Optimisation Problem

In a supply chain, decisions usually involve multiple and conflicting objectives such as

cost, service level, and resource utilisation. Different strategic designs are adopted for the

supply chain multi-objective problems. For example, Bandyopadhyay and Bhattacharya

[22] use possibilistic non-linear programming (PNLP) to solve the minimisation of the total

cost and bullwhip effect of a two-echelon supply chain model. Also, Zhang and Xu [400] in-

vestigated the quantity discount policy in the management of supply chain under complex

fuzzy environment and address the problem a possibilistic or fuzzy non-linear program-

ming. Chen [72] developed a fuzzy mixed-integer non-linear programming (FMINP) model

to tackle a multi-echelon supply chain network problem driven by uncertain market de-

mands and product prices. Mirzapour et al. [272] addressed a production-distribution plan-

ning problem under uncertainty as a stochastic mixed non-linear programming (SMNLP).

Different authors have classified multi-objective optimisation methods according to dif-

ferent criteria [267]. Cohon [88] classified multi-objective optimisation methods into two

distinct subsets: generating methods and preference-based methods. Rosenthal [318] iden-

tifies three classes of multi-objective opimisation methods: partial generation of the Pareto

optimisation set, explicit value function maximisation and interactive implicit value func-
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tion maximisation. Hwang and Masud [180] provides an extensive classification of method-

ologies used in multi-objective optimisation and group them into four classes - no prefer-

ence, a posteriori, a priori, and interactive methods. The no preference methods use some

relatively simple method without considering the opinions of the decision maker when

solving the multi-objective optimisation problem [267]. These methods are suitable when-

ever there are no special expectations required by the decision maker. Examples of methods

presented in this category are global criterion [385], and multi-objective proximal bundle

method [268]. The a posteriori methods are Pareto-based methods that use a selection of

mechanism for Pareto-optimality. Here the decision maker is presented with Pareto opti-

mal set to select preferred solution among the alternatives [267]. Some methods proposed

in this class include: weighting [146], ε-constraint [162], hybrid (combination of weighting

and ε-constraint) [95], hyperplane [383] and scalarisation [291] methods. In a priori meth-

ods, decision maker’s preferences, hopes and opinions are considered before the solution

process. Example of methods in this class include: value function [207], lexicographic or-

dering [135], and goal programming [96] methods. The interactive methods consider the

interactive process of information processing involving the decision maker and an analyst

or interactive computer program.

Most of the multi-objective methods identified in the literature consider single optimi-

sation problems with many objectives because there are no explicit modelling of the inter-

actions between decision-making systems in interconnected optimisation problems [300].

So, the modelling of such interactions is an opportunity to provide computational exten-

sions to current optimisation paradigms. To the best of our knowledge, there are different

approaches to applying an algorithm to solving such interacting decision-making systems.

One of the approaches may require the combination of the corresponding solutions of the

interacting problems as a joint or holistic solution where the joint solution is evaluated us-

ing a holistic fitness function. The challenge in this approach is concerned with identifying

the best way to combine them, considering that solutions have completely different solu-

tion spaces. Hence, the problem representation is critical; therefore, more investigation

would be needed. In addition, the designation of operators for the specific solution repre-

sentation also poses a potential problem. A typical way this can be viewed is to consider the

problem as multi-objective optimisation problem. This requires re-modelling the problem

as a joint or a single solution-based problem containing several optimisation goals. How-

ever, the presence of multiple solution spaces introduces several interesting complexities in

designing a search algorithm for such problems [102].

2.8 Multi-criteria Decision-Making Methods

A decision maker explores a set of alternatives to determine an optimal decision based on

some criteria. Multi-criteria Decision-Making MCDM methods are developed to standard-

ise a complex decision-making process based on the alternative evaluation theory. MCDM
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methods provide an explicit, efficient and rational process of decision-making so as to im-

prove the quality of a decision [194]. Many MCDM methods in the literature are used in

application areas like supply chain decision-making. Most commonly used methods as re-

viewed in [65] include; Preference Ranking Organisation Method for Enrichment Evaluation

(PROMETHEE) [46], Elimination Et Choix Traduisant la Realité (ELECTRE)[320], Weighted

Sum Method (WSM) and Weighted Product Method (WPM), Analytic Hierarchy Process

(AHP) [324], Full Multiplicative Form Multi-Objective Optimisation by Ratio Analysis (MUL-

TIMOORA) [47], Technique for Order Preference by Similarity to Ideal Solutions (TOPSIS)[66],

VIKOR [285]. The adoption of these methods in different supply chain decision-making lev-

els includes; supplier selection, manufacturing, warehousing, and logistics [212].

2.9 Summary

In summary, this chapter provides some concepts of supply chain management and present

supply chain decision-making problems addressed in the literature. Specifically, this chap-

ter uses the supply chain decision problems to describe the concept of a linked optimisation

problem. The concept is used to explain the issues relating to interacting decision-making

systems. Three issues were reviewed relating to linked problems in real world. The first

review considers several techniques for linking supply chain fragmented data proposed in

the literature to identify data relationships. Fragmented data occurs due to business in-

teractions between supply chain participants. The interactions involve several processes,

resulting in hundreds or thousands of tables and attributes in a database. The next issue

entails understanding the process sequence of the supply chain. This is believed that par-

tial information about the business processes is captured by the information system of the

individual supply chain collaborators. Therefore, each partner does not have an insight into

the overall processes. To understand the overall business process of the supply chain, this

chapter reviews several techniques proposed in the literature that mine and learn the entire

processes of the supply chain. The mining process could use a common reference point

for each supply chain partner and combine the partial information captured by their in-

formation systems to infer an overall distributed process. Finally, several state-of-the-art

algorithms were explored in the literature, and these algorithms have been used to tackle

problems relating to supply chain problems. The research investigates the major state-of-

the-art optimisation algorithms presented in the literature. The understanding of these al-

gorithms is to design suitable algorithmic approaches inspired by the existing algorithms

and the nature of problem linkages to address different problem linkages in supply chains.
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3
Supply Chain Optimisation: A Linked Problem

Perspective

3.1 Introduction

Increasingly, business decisions are being automated or strongly supported by optimisation

algorithms. However, most of these algorithms do not incorporate the complexity associ-

ated with interacting decision-making systems. It is well-known that decisions made at one

point in supply chains can have significant consequences that ripple through linked pro-

duction and transportation systems. Recently, global shocks to supply chains (e.g., COVID-

19, climate change, blockage of the Suez canal) have demonstrated the importance of these

interdependencies and the need to create supply chains that are more resilient and have sig-

nificantly reduced impact on the environment. There is a growing literature spanning sev-

eral research communities that studies together two or more optimisation problems whose

solutions interact in some way. This chapter develops a general formalism for linked opti-

misation problems. It allows systems of linked problems to be defined with a precise speci-

fication of linkages in terms of solution domain, objective functions and constraints.

The concept of linked decision-making arises in several different research communities.

In economic theory, for instance, the theory of exchange networks conceptualises multiple

actors networking through exchanges to achieve valuable outcomes. Cook and Whitmeyer’s

[92] study of exchange theory and network analysis, characterised an exchange network by

interaction, structure and order. Similarly, the study of network exchange models in [53] ex-

plains how networks of individuals exchange resources to improve prior conditions. Cook

and Whitmeyer further observed that this exchange network focuses on the ties between

members. In other words, according to Zelbst et al’s [390] study of supply chain linkages,

these ties consist of a set of interactions linking exchange relations, via the distribution of

valued resources among different actors (persons or corporate groups), across a single net-

work. As stated in [140], exchange networks are measured and understood in terms of the

linkages in the network [251].

In the complex systems community, a central focus of the study is systems containing
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large parts (subsystems) that interact in a non-trivial way [337] with emergent properties

arising from the network of interactions. This system could be attributed to one or more

features: (1) ”significant interactions”, (2) ”high number of parts or interactions”, (3) ”non-

linearity”, (4) ”broken symmetry”, (5) ”nonholonomic constraints” [45, p. 79]. In [45, 339],

a system is often viewed in terms of its complexity, i.e., detail (combinatorial) complexity

and dynamic complexity corresponding to two or more optimisation problems. In detail

complexity, the system usually contains several unique components. In contrast, dynamic

complexity involves uncertainty in the system’s response to a set of inputs arising from the

interactions among the system components over time. From this point of view, a linked

problem could be characterised as a complex system if it contains several interacting unique

components that manifest uncertainty.

From the operational research perspective, a linked problem is typically a decision prob-

lem made up of interconnected components [341]. Recently, within the evolutionary com-

putation research community, the linked problem is being identified with increasing fre-

quency, so it is important to recognise what the linked problem is, what its key research

challenges are and improve our understanding of how to solve it. Therefore, this chapter

aims to recognise and provide a definition of linked optimisation problems from a supply

chain viewpoint.

From a common point of centrality, researchers from the above-mentioned research do-

mains have extended the concept of linkages to service and supply chain because, by def-

inition, according to [390], a supply chain is an interrelated network of suppliers and cus-

tomers plus other factors such as logistics etc. As our prime example, supply chain exhibits

linkages among members of a supply chain network. As observed in [390], these linkages

are created to fulfil a requirement for some resources.

A supply chain is a broad term that explains a business ecosystem’s various functions

(e.g., warehousing, transportation planning and billing). This term forms a significant part

of business operations. A company's success and customer satisfaction depend on how

well supply chain activities are managed. Thus, as stated in Lau and Song’s [228] study of

supply chain optimisation, supply chain requires guided coordination in order to exploit

economies of scale and other benefits. However, in the study of evolutionary algorithms for

supply chain optimisation in [182], it was noted that in managing a supply chain, so many

individual decisions have to be regularly made at intervals, which are different in scope and

importance. Therefore, according to [355], finding an optimal strategy that addresses the

whole supply chain problem becomes more challenging as decisions are linked. Specifically,

managing the activities at the various levels of the chain of companies is challenging. This

is because there are different sources of uncertainty, and bullwhip effect exists between the

various entities of the supply chain [23, 355]. A bullwhip effect involves increased orders’

variability as orders move upstream in the supply chain [371].

We utilise a supply chain network to broaden our understanding of a linked problem

and the challenges it raises. For instance, Choi et al [79] conceptualises a supply chain as
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a complex adaptive system. They argue that for a supply chain network to be considered a

complex adaptive system, there must be evidence of interplay between an internal mecha-

nism (system) and its environment and the co-existence between the system and the envi-

ronment. According to them, it means that a supply chain, as a complex adaptive system,

must be emerging, self-organising, dynamic, and evolving. However, based on the authors’

claims, the entire supply chain network has been challenging to manage, and this is largely

caused by a lack of complete understanding of the supply chain network. In addition, a

supply chain is characterised by the presence of detail complexity and dynamic complexity,

which is driven by the consequence of the interactions between supply chain components.

As noted by [45], these interactions form the linkages, which are the sources of the dynamic

complexity. Focusing this research on the linkage characteristics of the supply chain forms

one of the crucial motives for this study.

Similarly, the process mining research community recognised that linkages exist in a

supply chain. For example, the study of workflow process mining in [213] noted that com-

ponents in a supply chain network are closely related such that a slight change in one com-

ponent can significantly affect the logistic operations of another. In other words, as claimed

in [227], attributes in one aspect of the supply chain network interact with elements in the

other levels of the supply chain. Hence, if one pays too much attention to one aspect of

the supply chain, obtaining an effective process formulation for the entire supply chain

network may fail. According to [191], existing approaches cannot effectively design, op-

erate and evaluate an agile supply chain due to the complex, stochastic, dynamic nature

and multi-criteria of logistic processes involved within a supply chain network. One of the

reasons for this is that the overall chain of business processes, such as scheduling, ordering,

delivering, and allocation, is widely distributed and executed by several parties across all the

supply chain participants. Therefore, no individual collaborator has a complete overview of

the supply chain logistics or processes [257]. There is, therefore, a consensus that a com-

plete supply chain analysis is required. However, there has been little work on techniques

for analysing business processes as a global supply chain [152].

Increasingly, decisions are automated or strongly supported by optimisation algorithms

- manufacturing optimisation, b2b ordering, financial trading, transportation scheduling

and allocation. However, most of these algorithms do not incorporate the complexity asso-

ciated with interacting decision-making systems like supply chains [184]. Such interacting

decision-making systems need to be considered, and we do so through optimisation. The

reason for this is that the interactions between such decision-making systems are not mod-

elled [300]. So, we believe that modelling such interactions is an opportunity to provide

computational extensions to current optimisation paradigms. On this note, the dynamic

nature of supply chain components and interactions is a strong prospect for tackling such

problems. To the best of our knowledge, no study has yet provided an explicit unified model

that defines the features of linked problems and how such components affect each other.

So, the abstraction of the linkages in a supply chain is worth addressing.
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This chapter makes the following contributions; first, we introduce the nomenclature

"Linked Optimisation Problem" to identify optimisation problem sets that interact to pro-

vide a general concept that unifies research on interconnected optimisation components.

We then define a linked problem and introduce adjacency matrices to characterise the in-

teractions between the sub-problems with real-world examples. Finally, we introduce the

notion of holistic goals for linked optimisation and postulate an external regulator to opti-

mise the holistic goal. The rest of the chapter is structured as follows. Section 3.2 provides

a definition of a linked optimisation problem with real-world examples. In Section 3.3, we

present existing algorithmic approaches and techniques for linked optimisation problems.

In Section 3.4.1, we present a holistic perspective of linked optimisation in terms of exter-

nal regulators. Section 3.5 presents some key research questions and directions. Section 3.6

gives a summary of the chapter.

3.2 Linked Optimisation Problem

Several research communities - evolutionary computation [300], operational research [68],

information sciences [382], transportation research [27], information systems [167] - have

formulated and aimed at solving linked problems. Each have used different terms to ref-

erence this type of problem such as “global optimisation” [183], "large scale optimisation

problem" [382], “joint optimisation” [312], “coupled optimisation problem” [27], “coordina-

tion” [68, 125], “combined problem” [242, 169], “multi-silo optimisation” [182], “multi-stage

optimisation” [292], “cooperative subcomponents” [300], “integrated optimisation prob-

lem” [167, 389], “bilevel problem” [346], "multi-component optimisation" [363], "multitask-

ing optimisation" [284] and "multi-echelon" [6]. We believe this makes it difficult to create

a structured global research effort on the topic. This is why we propose to use the more

general term "Linked optimisation".

By providing an abstracted, general concept that unifies research on interconnected op-

timisation components/units as defined in Section 3.2.1, this chapter provides the research

community with the term "Linked Optimisation Problem". This will consequently improve

research quality in this area.

3.2.1 Linked Problem Definition

A supply chain exhibits linkages between the individual operating components. Thus, an

optimal solution for a given component may not guarantee an optimal solution for the

overall problem [363]. According to Ackoff in [3], "problems are abstracted from systems

of problems, messes. Messes require holistic treatment. They cannot be treated effectively

by decomposing them analytically into different problems to which optimal solutions are

sought". Therefore, solving a linked problem requires a holistic approach. As shown in Fig-

ure 3.1, the interaction among the components of a linked optimisation problem is achieved
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by the level of influence a solution of one problem has on the other problems in the linked

structure. There are three possibilities; one is change induced on the structure of the prob-

lem solution, another is the change induced on the objective function, or/and the imposi-

tion/changes to problem constraints.

Figure 3.1: Illustration of the Linked Optimisation Problem

In general, we denote each optimisation problem in Figure 3.1 as p, defined by the tuple:

p = {
x, f ,c

}
(3.1)

where

• x - is a search space of p, i.e. the set of possible solutions to the problem.

• f : x →R, an objective function which evaluates solutions in x by mapping each solu-

tion to a real number.

• c - a set of constraints that determines the boundaries where feasible solutions lie

within the search space. A solution is feasible if it satisfies the constraint set c.

Let’s assume now a set of n (for any n ≥ 2) problems p1, ..., pn which are somehow linked

based on the linked structure in Figure 3.1. We define a link between two problems when

the decision made for one problem pi , i.e. the chosen solution xi∗, affects another problem

p j . We identify that the decision made in pi can affect either or various elements of p j , its

search space x j , its evaluation function f j , and/or its constraints c j . Equation 3.1 can be

rewritten by:

pi =
{

xi
{x1∗,··· ,xn∗}\x i∗

, f i
{x1∗,··· ,xn∗}\x i∗

,c i
{x1∗,··· ,xn∗}\x i∗

}
(3.2)

where:

• xi∗ represents any candidate solution in xi .

•
{

x1∗, · · · , xn∗
}

\ xi∗ are individual feasible solutions from other problems which changes

the behaviour of pi . The impact of the solutions on pi may affect/modify pi ’s search

space xi , objective function f i or constraints c i . If pi is an independent problem

then,
{

x1∗, · · · , xn∗
}

\ xi∗ =;.
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• xi
{x1∗,··· ,xn∗}\x i∗

is a search space of problem pi . xi may change with respect to solutions{
x1∗, · · · , xn∗

}
\ xi∗, provided that, pi is a dependent problem. The changes in xi can

either be explicit or implicit. It is explicit if changes alter the representation of the

solutions (i.e., changes in dimensionality) and implicit if changes simply modify the

location of an optimum without altering the search space representation.

• f i
{x1∗,··· ,xn∗}\x i∗

: xi →R represents the objective function. In certain situations, the objec-

tive function may change with respect to
{

x1∗, · · · , xn∗
}

\ xi∗, provided that,
{

x1∗, · · · , xn∗
}

\

xi∗ ̸= ;. A change in the objective function is evident if certain changes in the land-

scapes occur whenever a solution from another problem influences it.

• c i
{x1∗,··· ,xn∗}\x i∗

represents the constraints set of pi . In some cases, a solution to one

problem may affect one or more constraints of another problem. In our definition,

a change in constraints c i may be attributed to the impact of (x∗
1 , · · · , x∗

n ) \ xi , which

causes some feasible regions around the optimum to become infeasible. In other

words, a solution to a problem can change the feasible state of solutions to another

problem.

We represent a linked optimisation problem as P , containing n related problems. The

connectedness of the problems is described by D = {
D X ,DF ,DC

}
, so that P can be defined

as:

P = {
p1, p2, · · · , pn , (D)

}
(3.3)

D is a set of 3 adjacency matrix representations of the linkages between problems in P .

The representation of each matrix in D describes what feature of the problem is changed

or altered. The first matrix below, D X , represents an n ×n adjacency matrix. The matrix

provides information on how a solution influences the solution to another problem. Let

D X
i j ∈ {0,1}, such that, D X

i j takes the value of 1 if a solution xi∗ of problem pi affects the solu-

tion set x j in problem p j and 0 otherwise.

D X =



D X
11 D X

12 · · · D X
1n

D X
21 D X

22 · · · D X
2n

· · · · · · · · · · · ·

D X
n1 D X

n2 · · · D X
nn


, DF =



DF
11 DF

12 · · · DF
1n

DF
21 DF

22 · · · DF
2n

· · · · · · · · · · · ·

DF
n1 DF

n2 · · · DF
nn


, DC =



DC
11 DC

12 · · · DC
1n

DC
21 DC

22 · · · DC
2n

· · · · · · · · · · · ·

DC
n1 DC

n2 · · · DC
nn


Similarly, DF represents an n×n adjacency matrix of connected problems in P where the

choice of a solution for one problem changes the value of the objective function of another

problem. We denote DF
i j as a variable that takes the value of 1 if solution xi∗ changes the

value of the objective function f j in problem p j and 0 otherwise.
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The third adjacency matrix is an n ×n matrix DC which specifies the constraints that

change due to the choices of solutions from other problems. DC
i j takes 1 when a solution xi∗

changes one or more constraints in c i of another problem, and DC
i j takes 0 when xi∗ has no

impact on the behaviour of c j .

[h]D X
i j /DF

i j /DC
i j =

1, if xi∗ chang es x j / f j /c j

0, Other wi se

It is important to note that the definitions we considered have looked into n static prob-

lems in a linked optimisation problem. However, a linked optimisation problem could have

a mix of static and time-dependent problems or can contain a collection of time-dependent

problems.

An optimisation problem can either be static or dynamic. In a static optimisation prob-

lem, the problem’s specifications do not change over time. However, in a dynamic optimi-

sation problem, the features of the problem are time-variant; that is, the problem changes

over time. The underlying dynamic characteristics of such a problem can be expressed dif-

ferently. The characteristics include; time-linkage (i.e., current or past solutions determine

the behaviour of a problem) [282], time-varying solution space (e.g., changes in dimension-

ality), time-varying objective function and time-varying constraints. These attributes are

related to linked optimisation problems.

3.2.2 Real-World Examples of Linked Problems in Supply Chain

We will focus on five major supply chain problem types: Inventory problems (Production

and Distribution problems), Container terminal problems (Truck scheduling, Routing and

Storage allocation problems), Warehouse problems (Batching, Routing, Storage allocation

and sequencing problems), Workforce and Service Systems (Scheduling, Routing, Alloca-

tion and Capacity Planning), and Offshore problems (Ship routing, Scheduling and Cargo

allocation problems). These five supply chain problem types are considered based on their

real-world importance at academic and industry levels. Some types have similar individ-

ual optimisation problems, while others differ in their functionalities or operations in the

supply chain types.

Combining Lot Sizing and Vehicle Routing Problems [228]

This problem combines two classical NP-hard optimisation problems: Dynamic Lot sizing

and Vehicle Routing problems. The essence is to identify how the total cost in the combined

system is minimised over the planning horizon.

Problem one - Lot Sizing (p1). This is an inventory allocation problem. The solution

determines lot sizes to meet demands over a period of time. The aim is to determine the

lots to balance replenishment with holding costs at the beginning of each period. Problem

one is subject to a set of constraints, including; demands per period and inventory capacity
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of each retailer. The solution of the lot sizing problem determines an instance of the routing

problem p2.

Problem two - Routing (p2). This is a pickup and delivery problem with time windows.

An instance of the routing problem p2 is determined by the solution of the lot sizing prob-

lem p1. The solution determines how vehicles are routed to deliver the lots to the retailers.

The aim is to minimise routing costs. It is subject to a set of constraints, including; vehicle

capacity and pickup and delivery time windows.

Figure 3.2: Lot Sizing and Vehicle Routing Linkages

Figure 3.2 shows the link between the two problems. The problems are linked so that the

set of lots allocated to individual retailers forms the basis for generating an instance of the

routing problem in delivering the lots to the retailers. The two adjacency matrices presented

below show the features of problem two (p2) affected by the link structure.

D X =
{

0 1

0 0

}
, DF =

{
0 1

0 0

}

Integrated Machine Scheduling and Vehicle Routing Problem [356]

This problem is an integration of machine scheduling and vehicle routing problems which

seek to minimise the total tardiness in completing the delivery of a set of jobs. Individual

problems have well been studied with several variations and characteristics.

Problem one - Machine Scheduling (p1). Machine scheduling is a classical job schedul-

ing optimisation problem. The solution determines the scheduling of jobs to a given set

of machines. The aim is to minimise the total completion time. The problem is subject

to constraints associated with jobs and machines. The solution to the machine scheduling

problem constrains an instance of the routing problem p2.

Problem two - Routing (p2). Routing is a vehicle routing problem with a time window.

An instance of the routing problem is constrained by the solution of the machine schedul-

ing problem. The solution determines the best tour to deliver a set of jobs to customers.

The aim is to minimise total tardiness. Problem two is subject to constraints relating to the

vehicles and tours.

Figure 3.3: Machine Scheduling and Vehicle Routing Linkages
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The link structure of the two problems is shown in Figure 3.3. The adjacency matrix

representation DC shows how a solution to problem one constrains an instance of problem

two.

DC =
{

0 1

0 0

}

Workforce Scheduling and Routing Problems [375]

This problem involves the integration of workforce scheduling and routing problems. The

integration aims to minimise the operational cost comprising routing and outsourcing costs.

Problem one - Workforce Scheduling (p1). This problem is a classical job assignment

problem. The solution determines the scheduling of technicians to a set of tasks. The aim

is to minimise the completion time of all tasks. It is subject to a set of constraints like skills

requirements and tasks time windows. The solution to the workforce scheduling problem

constrains an instance of the routing problem p2.

Problem two - Routing (p2). p2 is a vehicle routing problem with time windows. A rout-

ing problem instance is constrained by the solution of the workforce scheduling problem.

The solution of p2 determines the best routes travelled by technicians to perform tasks. The

aim is to minimise travelling costs. This is subject to constraints relating to route duration

and time window.

Figure 3.4 shows the relationship structure between the two problems, and the adja-

cency matrix DF depicts the level of interactions between the two problems. The feasibil-

ity of solutions in the routing problem p2 is determined by the solution of the workforce

scheduling problem.

Figure 3.4: Workforce Scheduling and Routing Linkages

DC =
{

0 1

0 0

}

Crane Handling Scheduling and Truck Routing Problem [73]

This problem involves the interrelationship between crane handling scheduling and truck

routing problems. The problem as a whole seeks to find a solution that minimises the

makespan for the loading and unloading a set of ships in a given time horizon.

Problem one - Crane Handling Scheduling (p1). This is a typical scheduling problem.

The solution determines the sequence of cranes to service a given set of containers. It is

aimed at minimising the makespan of the set of containers. The problem is subject to a set
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of constraints relating to container handling times. The solution of the crane scheduling

determines an instance of the truck routing problem p2.

Problem two - Truck Routing (p2). Truck routing is a classical vehicle routing problem.

The crane handling scheduling problem determines the problem instance of the truck rout-

ing. The solution determines the truck routes and assigns yard trucks to a set of containers.

The aim is to minimise the travel time of the yard trucks. The solution of the yard truck

routing problem affects the fitness value of the solution of the crane scheduling problem.

Figure 3.5: Crane Scheduling and Truck Routing Linkages

The scheduling solution of the cranes provides additional information about the prece-

dence relations of the transportation task for each container. As depicted in figure 3.5, the

information is used in p2 to assign trucks to the containers and determine the transporta-

tion routes of the yard trucks. The two adjacency matrices below provide the level of inter-

action between the two problems on how they both influence each other.

D X =
{

0 1

0 0

}
, DF =

{
0 0

1 0

}

Integrated Order Batching, Sequencing and Routing Problem in Warehouse Operations

[75]

This problem is a picking operation optimisation in warehouses that involves the integra-

tion of order batching, batch sequencing and picker routing problems. The problem seeks

to minimise the total tardiness of customer orders.

Problem one - Order Batching (p1). The problem is a typical batching problem. The

solution combines a set of customer orders into several batches. The problem aims at as-

signing customer orders to each batch based on predetermined batch size. This problem is

subject to constraints, including order storage location and vehicle capacity. The solution

of the batching problem determines an instance of the sequencing problem p2.

Problem two - Batch Sequencing (p2). p2 is a classical sequencing problem. The prob-

lem instance of the sequencing problem p2 is determined by the solution of the batching

problem p1. The solution to the batch sequencing problem determines the picking se-

quence of a given set of batches. The aim is to determine the shortest completion time

of all batches. This is subject to a set of constraints relating to orders, due dates and batch-

related restrictions. The solution of the batch sequencing problem determines an instance

of the routing problem p3.
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Problem three - Picker Routing (p3). The problem is a typical travelling salesman prob-

lem. The instance of the routing problem for each batch is determined by the solution of the

sequencing problem p2. The solution to the picker routing problem determines the picking

sequence for each batch. The aim is to minimise the total travelling time for all batches. The

problem is subject to a set of constraints relating to tours.

Figure 3.6 shows the structure of linkages between the three problems. The level of in-

teractions between the problems is represented in the two matrices below.

D X =


0 1 0

0 0 1

0 0 0

, DF =


0 1 0

0 0 1

0 0 0



Figure 3.6: Order Batching, Batch Sequencing and Picker Routing Linkages

Solving Location, Allocation, and Capacity Planning Problems in Service Systems [240]

The problem involves three decision levels; several facility locations, demand allocation,

and capacity requirement. The problem seeks to determine the minimum total capacity for

a different number of facilities to fulfil a given level of service.

Problem one - Facility Location (p1). The solution determines the number of facilities

and locations. The aim is to minimise the number of facilities to service a given set of de-

mand units. p1 is subject to a set of constraints relating to demand units. The solution to

the facility location problem constrains an instance of the demand allocation problem p2

and the capacity requirement problem p3.

Problem two - Demand Allocation (p2). This problem is an assignment problem. The

solution of the facility location constrains an instance of the demand allocation. The solu-

tion allocates demand sites to a defined number of facilities. p2 seeks to minimise the total

average travel time directly from the facility. This is subject to a set of constraints relating to

the demand units. The solution to the demand allocation problem determines an instance

of the capacity requirement problem p3.

Problem three - Capacity Requirement (p3). The problem instance is determined by the

solution to problem p2 and constrained by the solution of the facility allocation problem p1.

The solution finds individual facilities’ capacity levels (number of service units). The aim is

to minimise the total capacity required in each facility. p3 is subject to a set of constraints

relating to the facilities and the demand units.

55



The linked structure of the problem is shown in figure 3.7, and we provide below three

adjacency matrices to represent the level of interactions between the three problems.

Figure 3.7: Location, Allocation and Capacity Problem Linkages

D X =


0 0 0

0 0 1

0 0 0

, DF =


0 0 0

0 0 1

0 0 0

, DC =


0 1 1

0 0 0

0 0 0



Freight Assignment and Routing in Tramp Shipping [242]

This problem combines two classical optimisation problems; assignment problem and rout-

ing problem relating to offshore supply chains. The problem seeks to maximise total profit.

Problem one - Freight Assignment (p1) is an assignment optimisation problem. The

solution determines the cargo assignment to ships seeking to maximise total cargo revenue.

The assignment of cargoes to ships is subject to the ship’s attributes in terms of capacity

and configuration. The solution to the assignment problem forms an instance of the ship

routing problem p2

Problem two - Ship Routing (p2). This is a routing problem with pickup/delivery (P/D)

time windows. The instance of the ship routing problem is determined by the solution of

the freight assignment problem p1. The routing problem seeks to find the best routes to

reduce shipping costs.

D X =
{

0 1

0 0

}
, DF =

{
0 1

0 0

}

Figure 3.8: Freight Assignment and Ship Routing Problem Linkages

Figure 3.8 shows the structure of linkages between the two problems. The level of inter-

actions between the problems is represented in the two adjacency matrices above.
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The Water Tank Transport and Packing Problem [341]

This problem is a complex logistics operation involving five related problems; Facility Loca-

tion, truck scheduling problem, packing problem, driver selection and vehicle routing. The

problem attempts to minimise the key performance indicator of transport cost as a percent-

age of delivered sales value.

Problem one - Facility Location (p1). The solution determines a set of production facil-

ities and/or storage facilities (if the product is in stock) to make a set of products ordered

by customers within a given time window. p1 aims to minimise the total distance between

a facility and delivery locations. This is subject to a set of constraints relating to delivery

locations. The solution to the facility location problem constrains an instance of the truck

scheduling problem and the driver selection problem.

Problem two - Truck Scheduling (p2). This is a scheduling optimisation problem. An

instance of the truck scheduling problem is constrained by the solution of the facility loca-

tion problem. The solution schedules a set of trucks for delivery trips within a time window.

The aim is to minimise the cost of transportation. p2 is constrained by truck availability and

capacity. The solution to the truck scheduling problem determines an instance of the driver

selection problem p4 and the cutting and packing problem p5.

Problem three - Cutting and Packing (p3). The instance of this problem is determined

by the solution of the truck scheduling problem. The solution determines the packing and

bundling arrangement of a set of water tanks on available trucks. p3 seeks a packing ar-

rangement that maximises the total value of tanks in each truck. p3 is subject to a set of

constraints, including; product type, truck capacity and product dimensions. The solution

of the cutting and packing problem p3 determines an instance of the vehicle routing prob-

lem p5.

Problem four - Driver Selection (p4). This is an assignment problem. The problem in-

stance is determined by the solution of the truck scheduling problem and constrained by

the solution of the facility location problem p1 and the solution of the vehicle routing prob-

lem p5. The solution determines a set of drivers for delivery trips. The aim is to minimise

total transportation costs.

Problem five - Routing (p5). p5 is a vehicle routing problem with time windows. The

problem instance is determined by the solution of the cutting and packing problem p3. The

solution to the routing problem determines the optimal routes to travel in delivering tanks

to customers. The aim is to minimise the total time travelled by the scheduled trucks. p5 is

subject to a set of constraints relating to customer orders. The solution to the truck routing

problem constrains an instance of the driver selection problem p4.

Figure 3.9 presents a visual representation of the linkages in the tank delivery problem.

Three adjacency matrices below describe the behavioural changes that resulted from the

linked problems.
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Figure 3.9: Tank Delivery Linkages

D X =



0 0 0 0 0

0 0 1 1 0

0 0 0 0 1

0 0 0 0 0

0 0 0 0 0


, DF =



0 0 0 0 0

0 0 1 1 0

0 0 0 0 1

0 0 0 0 0

0 0 0 0 0


, DC =



0 1 0 1 0

0 0 1 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 1 0



3.2.3 Synthetic Example From the Academic Literature

A typical example of a linked problem in the literature is the travelling thief problem (TTP)

introduced by [42]. TTP is a combination of two existing problems known in the literature:

the knapsack problem (KP) and the travelling salesman problem (TSP). In isolation, each

problem can be represented as problem p1 for KP defined by (x1, f1,c1) and problem p2

for TSP defined by (x2, f2,c2). x1 ∈ {0,1}N , a set of binary encoding, represents the picking

plan of N items at different locations, f1 represents the objective function that maximises

the total value of items picked, and c1 represents the maximum capacity constraint of the

knapsack. x2 = (x1,x2, · · · ,xM ) represents a permutation of M cities (i.e., a tour) and f2 evalu-

ates the solution set x2 to determine the best tour (permutation) with minimum total time.

Here p2 is unconstrained and therefore, c2 = ;. Both problems have completely different

search spaces and, therefore, can be solved differently in terms of how both problems are

combined, the number of objectives used, and the design of the algorithms used [42]. The

authors used an evolutionary algorithm to solve TTP in two different ways. One involves

linking the two problems by combining the individual objectives to form an overall objec-

tive. The other approach involves the design of cooperation co-evolution. We present below

the adjacency matrix of how each sub-problem affects each other based on the above defi-

nition of a linked problem.

D X =
{

0 1

0 0

}
, DF =

{
0 1

0 0

}
In the above matrix, 1 indicates that solution x1 of a given problem p1 determines an
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instance of problem p2. In other words, a feasible instance of solution x1 transmitted to p2

influences the choice of solution x2 and thereby reduces the chances of selecting an optimal

solution x2.

Figure 3.10: TTP Linkages

Figure 3.10 represents the structure of the problem based on two linked nodes. Here,

in TTP, based on an instance of solution x1 selected or transmitted, the attribute of x1 (i.e.,

weight) increases as more items are picked on the pathway according to the picking plan in

solution x1. As more items are picked, the travel speed in p2 decreases proportionately, thus,

taking more time in p2 to get to the next picking point (location). The impact of solution x1

on p2 degrades the quality of permutations of the cities x2 (i.e., increased total time of tour).

3.3 Algorithmic Approaches and Linked Optimisation Problem

Techniques

This section provides reasoning regarding algorithmic approaches implemented in solving

linked problems in a supply chain, using the examples provided in Section 3.2. This enables

us to provide a general formulation of algorithmic approaches that incorporates the level of

interaction among the supply chain decision variables.

3.3.1 Existing Objective Function Formulation for Linked Problem

Our motivation here is to provide precisely generic mathematical expressions for objective

function formulation in existing linked optimisation problem papers. Therefore, we intend

to give the following definition to describe the peculiarity of linked problems. Our observa-

tions from the examples presented in Section 3.2 will help us to ascertain these peculiarities

and the appropriate formulation of the functions in terms of D .

We describe the objective function as follows;

mi n/max
(

f 1(x1
∗), · · · , f n(xn

∗ )
)

s.t . xi
∗ ∈ xi and i = 1, · · · ,n

where xi∗ is a feasible solution to problem pi , xi is the i-th set of solutions, and f i is the i-th

objective function in the objective space.
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Derivation of Objective Function for Linked Optimisation Problem

The objective function for a linked problem is formulated in different ways. The formula-

tion can incorporate two or more objective values corresponding to the sub-problems. This

depends on the number of problems in the linked problem network. Specifically, the for-

mulation may contain functions with different measurement units and are often computed

as a single-valued function. The single-valued function can be expressed in different forms,

such as cost value, profit value, production quantity or processing time. To the best of our

knowledge, the objective function for a linked problem can be formulated as an aggregation

of n objective functions or expressed as an exclusive objective function.

• Aggregation. A linked problem can be formulated as an aggregation of objective func-

tions by summing the values of the objective function f i corresponding to each prob-

lem pi into an aggregated value. Aggregation is quite similar to multi-objective opti-

misation. Multiple objectives are combined into a single objective scalar function, of-

ten known as weighted-sum or scalarisation [59]. This formulation is possible if all the

corresponding functions have similar measurements. However, in most cases, these

values have different measurement representations. Thus, new parameters (weight-

ing coefficients) are introduced to convert the individual objective values to a consis-

tent measurement unit that allows aggregation. These weighting coefficients may not

be directly associated with the corresponding objective functions [59]. In papers [73]

[228] [242] [341], the n objective functions corresponding to individual problems are

aggregated to form a single holistic value. Here, we express the aggregated functions

as follows;

mi n
n∑

i=1
f i (xi

∗).αi

where;

– f i (xi∗) is the objective value of the optimal solution of an i-th problem.

– n is the number of problems in P .

– αi is a constant value (weighting coefficient) associated with i-th problem pi

that converts the objective value of pi to a single measurement unit equivalent

to the objective values of other problems in the linked structure.

• Exclusive. Here, a single function is picked as a representative function. This for-

mulation is proposed by [70] for multi-objective optimisation and is known as ε-

constraints. Here, a decision maker chooses one objective out of n to be optimised,

and the remaining objectives are constrained to given target values. The choice of ob-

jective function has no bearing on whether the problem is a parent or a child, while
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other functions are used as constraint functions. See papers [356] [375] [240] for more

details.

mi n/max f i (xi
∗)

xi
∗ ∈ X and i = 1, · · · ,n

s.t .


{

f 1(x1∗), · · · , f n(xn∗ )
}

\ f i (xi∗)

s.t . xi∗ ∈ X and i = 1, · · · ,n

A special exclusive function case is seen in the bi-level optimisation problem (BOP).

In BOP, the objective function induces a hierarchy between problems p1 and p2.

– A leader p1, which selects a feasible solution x1∗ and tries to optimise f 1.

– A follower p2, which searches a feasible solution x2∗ to optimise f 2.

See more details about BOP in paper [232].

3.3.2 Algorithmic Approach for Linked Optimisation Problem

It is essential to provide a general overview to address a linked problem. Several algorithms

have been designed in the literature to tackle linked optimisation problems. We will con-

sider some of the approaches used in the examples provided in section 3.2.

We identified three major approaches to solving linked optimisation problem P ; se-

quential, concatenation and combined approaches. Let S represent a sequential approach,

T represent a concatenation approach, and Z represent a combined approach.

Sequential Approach (S)

The sequential algorithmic approach solves a linked problem P in sequence and improves

the solutions of each problem pi . This approach is commonly known for solving linked

problems in a hierarchical structure usually between two problems (decision makers), i.e,

p1 and p2 [232] [182]. An example of such a linked problem is seen in a bi-level optimi-

sation problem. See [346]. We express a sequential approach as S
(

A1, · · · , An |p1, · · · , pn
)
,

where {A1, · · · , An} represents a set of n algorithms used in S and
{

p1, · · · , pn
}

represents a

set of n problems in P . Each algorithm Ai represents the i-th algorithm that runs on the i-th

problem in P . See detailed definition of P in section 3.2.1. Algorithm 3 shows a sequential

approach for solving a linked problem with given n ≥ 2. Ai solves problem pi based on so-

lution xi−1∗ and obtains solution xi∗. Then, feeds its solution xi∗ to the next algorithm Ai+1

to solve problem pi+1. For more details, see [73] [182] [228] [240] [356].
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Algorithm 3: Sequential Algorithmic Approach S

initialisation ;
new candidate solution (x1∗) ←A1|p1;
for each i from 2 to n do

new candidate solution (xi∗) ←Ai |(pi , xi−1∗ ) ;
end
Result: return overall best solution (x1∗, · · · ,xn∗)

Where 2 ≤ i ≤ n.

A sequential approach can be adopted iteratively in a cyclic linked structure. Each prob-

lem is solved in sequence, and the solution xi∗ for each problem pi is used to improve the

next solution iteratively until a stopping criterion is met. Algorithm 4 shows an iterative

sequential algorithmic approach for a linked problem with n ≥ 2. The machine schedul-

ing and vehicle routing problem are typical examples that adopted the iterative sequential

algorithmic method.

Algorithm 4: Iterative Sequential Algorithmic Approach S I

initialisation ;
new candidate solution (x1∗) ←A1|p1;
while Stopping criterion not met do

for each i from 2 to n do
new candidate solution (xi∗) ←Ai |(pi , xi−1∗ ) ;

end
evaluate (x1∗, · · · ,xn∗);
keep best overall solution;
new candidate solution (x1∗) ←A1|(p1, xn∗ );

end
Result: return overall best solution (x1∗, · · · ,xn∗)

Concatenation

The concatenation algorithmic approach solves linked problems as a whole. We express a

concatenation approach as T
(

A|(p1, · · · , pn)
)
, where A denotes an algorithm and

{
p1, · · · , pn

}
is a set of problems associated with P . This approach constructs a solution mix of problems{

p1, · · · , pn
}

as a single solution representation. The approach uses specially designed op-

erators to enhance the algorithm performance further to explore complex search spaces

relating to the linked problem [250]. Algorithm 5 shows the steps used by the concatenation

approach for a linked problem with n ≥ 2. Algorithm A generates a mix of candidate solu-

tions to problems p1, · · · , pn and evaluates the mix of solutions. The algorithm uses special

operators to explore the search space to improve the solution mix until a stopping criterion
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is met and then returns the best overall solution mix (x1∗, · · · , xn∗ ). See [242] [356] [375] for

more details of the application of concatenation approach.

Algorithm 5: Concatenation T

initialisation ;
initial solutions(x1∗, · · · , xn∗ ) ← A|(p1, · · · , pn);
while stopping criterion not met do

evaluate (x1∗, · · · , xn∗ );
keep best overall solution;
generate new (x1∗, · · · , xn∗ ) with A operators;

end
Result: return best overall solution mix

The concatenation approach was adopted in cooperative coevolutionary approach. This

approach runs the algorithms corresponding to each problem in parallel and allows cooper-

ation between the problems while evaluating individual solutions [182]. Solutions from one

problem are evaluated based on their performance when combined with a representative

solution from another problem and vice versa [250]. See an example of job-shop scheduling

and vehicle routing problem in [182].

Algorithm 6 shows the pseudo-code of cooperative coevolutionary approach for solv-

ing a linked problem with n ≥ 2. The approach combines n corresponding EAs to generate

n sub-populations pop1, · · · , popn , one for each problem p1, · · · , pn and tries to improve

them independently while periodically exchanging information to keep an overall view of

the linked problem [232]. The different sub-populations pop1, · · · , popn are used to build

complete solutions and are evaluated.

Combined

The combined approach uses iterative and concatenation algorithmic processes to solve a

more complex linked optimisation problem. The approach can use a mix of the two ap-

proaches (i.e., Iterative I and Concatenation T ) to solve n complex interdependent prob-

lems, usually with n > 2. We describe combined approach as Z (I ,T ).

In Table 3.1, we provide a classification of algorithmic approaches adopted for solving

linked optimisation problems. The information in the table uses the examples we presented

in section 3.2.

3.4 Holistic Optimisation of Linked Optimisation Problems

The section will describe the importance of holistic optimisation to a linked problem and

the need to develop tools to solve them.
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Algorithm 6: Cooperative Coevolutionary Tcc

initialisation ;
for each i from 1 to n do

initial population (pop i ) ← Ai |pi ;
end
while Stopping criterion not met do

evaluate the fitness of each solution from pop1, · · · , popn ;
select m size of pop1, · · · , pop2;
for each j from 0 to m do

evaluate pop1[ j ], · · · , popn[ j ];
keep overall best solution x1∗, · · · , xn∗ ;

end
for each i from 1 to n do

generate new population (pop i ) ← Ai |pi ;
end

end
Result: return overall best solution x1∗, · · · , xn∗

Table 3.1: Classification of Algorithmic Approaches for Linked Optimisation Problems

Linked Problems Algorithmic Approaches D X DF DC

Combining Lot Sizing & Vehicle Routing Problem [228] Sequential ✓ ✓
Integrated Machine Scheduling & Vehicle Routing [356] Sequential & Concatenation ✓
Workforce Scheduling & Routing Problems [375] Concatenation ✓
Crane Handling Scheduling & Truck Routing Problem [73] Iterative Sequential ✓ ✓
Order Batching, Sequencing & Routing Problem [75] Combined ✓ ✓
Solving Location, Allocation, & Capacity Planning [240] Sequential ✓ ✓ ✓
Freight Assignment & Routing Problem [242] Concatenation ✓
The Water Tank Transport & Packing Problem [341] Combined ✓ ✓ ✓

3.4.1 Holistic Optimisation

In any linked optimisation problem network, the focus of each network node is the opti-

misation of a specific component problem. Parts of the network may collaborate to co-

optimise, and various techniques exist to study that: multi-objective and bi-level optimi-

sation. However, the network considered as a system has effects on its surrounding envi-

ronment, which are not captured in the component problem definitions and may have no

relation to the component optimisation goals. Examples: carbon emissions of an industrial

supply chain, e.g. offshore platform supply; health effects on consumers of optimised food

manufacturing; group company corporate objectives not represented as subsidiary com-

pany objectives.

We, therefore, introduce the concept of holistic goals for the linked problem that are

distinct from the individual component goal functions. With a given vector of solutions

x = (x1∗, ..., xn∗ ), these are represented as a holistic optimisation goal H(x1∗, ..., xn∗ ) where the

xi∗ are the solutions chosen for the component problems. H is a function of the vector of so-

lutions x. The aggregations or joint solutions in Sections 3.3 are derived from the objective
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functions of the individual problems. In general, H may be a multi-valued vector of objec-

tives, but the main point is that it is independent of the decision-making processes in the

system. Holistic optimisation is, therefore, defined as an external optimisation by regulators

external to a linked optimisation problem. Defining a holistic optimisation goal is essential

due to how the world operates, and many environmental problems we have are due to our

failure to account for these regulators within our internal systems.

External Regulators

Many industries lack environmental sustainability practice in their supply chains [342].

Consequently, business activities have continued to widely threaten the environment through

the disposal of pollutants such as toxic materials, carbon, and sulphur emissions [78]. Hence,

this has compelled government and non-government organisations to enhance environ-

mental sustainability through regulations and legislation [342] as minimising such environ-

mental damage is critical to today’s supply chains [110].

These regulations are external systems that might influence and regulate the individual

objectives of internal systems. The regulations are levers available to the external regulator.

Therefore, we postulate an external regulator aiming to optimise H . The solution vector x =
(x1∗, ..., xn∗ ) chosen via the linked optimisation is determined by the sets (xi , f i ,c i ) and the

matrices showing the interactions between them. We assume the regulator can affect X , f ,C

using some set L of control levers. The holistic optimisation problem is for the regulator to

select control levers that optimise H . Imposing these levers will provide a way to understand

the knock-on effects in complex systems. Game theory might be a way to think about how

the control levers affect the decision-making by changing the game.

Game theory

Game theory studies strategic interactions and decision-making between agents based on

a mathematical framework [50]. The concept of game theory can be used to explore how

the decision-making process can be understood externally in terms of the behaviour of an

internal system in different situations. The idea of a game theory in holistic optimisation

is to think of how changing the rules of a multi-player game affects the payoff of the entire

system (game). Here, the system payoff is represented by the payoff of the individual player

of the system (game).

Game theory allows multi-players to make sequential decisions from a set of rules. These

rules are decisions made by regulators that trigger appropriate levels of reactions from the

system. From the regulator’s viewpoint, we want to investigate how the individual players

react to the range of strategies available to the opponents. Here, a strategy is a list of moves

that maximises a payoff, given the other player’s moves.

In the system, we then apply an optimisation algorithm to determine the players’ strate-

gic choices given what the regulator does. We can then model the optimisation system using
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appropriate algorithms to get an outcome based on the given strategic choices and the reg-

ulator’s rules/decisions. These algorithms will serve as a surrogate for strategic choices of

the individual players. By running the algorithms, we get a set of solutions (choices) and

apply a holistic optimisation goal H to the set of solutions. The process will involve a simu-

lation of strategic choices over a given set of decisions made by the regulators to investigate

what choices and regulator’s rules can obtain equilibrium points.

3.4.2 Motivation for Conceptual Framework

Interestingly, linked problem patterns are recognised in the literature. This chapter has ex-

tracted the concept of a linked problem from the literature and developed a formalism to

describe it. However, its conceptual framework has not been developed. In light of future

directions, it is imperative that we develop a framework to systematically study linked prob-

lems as a formal topic in optimisation problems. The need for a formal framework is to seek

holistic treatment for obtaining an optimal solution, such that the underlying dependencies

among the sub-problems are considered.

It is essential to think about a linked problem in terms of a holistic goal rather than

individually optimising each sub-problem. This will allow the individual sub-problems to

collaborate or compete in a certain way. We, therefore, expect that the framework should

provide a way to solve a linked problem in terms of holistic goal H . There should be an

intellectual method of analysing external features underlying the holistic optimisation and

defining the external control in terms of the internal objectives. We need people to start

looking at a holistic linked problem and developing tools to solve them.

To the best of our knowledge, no complex computational analysis has provided insights

into the interactions between the different sub-problems [41]. Therefore, a formal, con-

ceptual framework is required. In addition, the theoretical investigation of computational

methods for linked problems poses a new challenge, requiring an appropriate framework.

3.5 Key Research Directions

This section provides the key research directions of holistic linked optimisation. Develop-

ing a framework that seeks to solve linked optimisation problems in terms of holistic goals

must answer key research questions. These research questions are important in delivering

and guiding our understanding of the extent of the underlying holistic linked optimisation

problem.

• How can we use the framework to state what the holistic linked optimisation prob-

lem is? It is important to note that a clear understanding of a holistic linked problem

requires a succinct framework. This will create opportunities for exploring problems

from different perspectives as a whole.
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• How would the framework be used to solve the holistic goal H? Developing an appro-

priate holistic framework will provide the research community with the need to look

at linked optimisation problems in terms of holistic measures rather than individual

goals.

• How should regulators use the framework to think about H? The study of external

measures on holistic goals can provide opportunities for determining the extent to

which complex systems are controlled by external influence. In the context of an ap-

propriate holistic framework, accounting for the imposing external levers, such as en-

vironmental sustainability, would likely raise some questions on what treatments can

be applied or determined.

• What work/techniques already exist? Adopting a framework for holistic measures can

be geared toward identifying the suitability of existing techniques that can be used for

holistic treatments and how they can be managed consistently across different levels

of complexity.

• What are the gaps? A study into a holistic framework of a linked optimisation problem

is an opportunity to identify potential areas of research that have not been considered.

The framework should allow people to start thinking of developing tools/solutions

not already available for holistic treatment of a linked optimisation problem.

• How can the framework be used for modelling complex environmental and socio-

linked problems? This question seeks to identify what and how external features can

be used as part of internal goals to define holistic treatment for the linked optimisa-

tion problem.

This suggests areas for further study.

• Holistic decision support approaches that simulate the optimisation network from

observed data and seek control level settings that optimise H . Holistic optimisation

is our main goal for further research work.

• Game-theoretic or other models of the linked optimisation network that allows simu-

lation of the network response to control levers. Game theory seems to be a promising

technology to achieve our goal.

• Benchmark problems capturing problem networks seen in literature and real-world

problems. This is an important component in creating a platform for investigation.

3.6 Summary

This chapter’s contribution addresses how to develop a formalism for linked optimisation

problems. It addresses the research question (RQ1) and relates to objective (O1). This chap-
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ter provides a rationale for identifying, defining and improving the understanding of linked

optimisation problems. The chapter extracted the concept of a linked problem from the lit-

erature to develop a formal definition to describe it. It was observed that the study of linked

systems requires an appropriate framework that identifies linkages in the data and the pro-

cesses that cut across the linked problem components. This then introduced the concept of

holistic optimisation goals, which are distinct from the individual component goal function

as an external optimisation by regulators external to the linked problem. The introduction

of the external features raises several research questions, which will need to addressed as

suggested for further research directions. Furthermore, this chapter suggests a need for a

systematic analysis of a linked problem system that provides an understanding of the inter-

actions among the individual problems. The next chapter addresses the linkages of data as

a prerequisite to understanding linked optimisation problems.
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4
Supply Chain Data Linkages

The integration of several optimisation problems is largely influence by the data which are

propagated from the decisions made from the individual components of the linked system.

This chapter solely addresses how linkages of linked systems are identified from a func-

tional perspective. The study of data linkages in this chapter is to serve as a prerequisite for

identifying linkages in the components of a linked system.

4.1 Introduction

Supply chain data are one of the most critical assets in the economy of the 21st century.

The entire supply chain industry rely on and are centred around exploiting large data sets,

as many modern supply chain processes generate millions or even billions of data records

daily stored in databases. Understanding the relationship between data and gaining insight

from data is central to their commercial success.

A user such as a business analyst may gain access to an existing supply chain database.

However, expertise about how data is structured and how data tables relate to each other

may not be provided, and little or no documentation exists. It could be that the technical

and domain experts have moved on or left the business altogether, or many different groups

have contributed to the database over time without a single authority fully understanding

the overall information about the supply chain processes. This is a significant roadblock

to exploiting this data. This challenge has mainly been addressed through highly time-

intensive human analysis and exploration by domain experts [100, 109, 198, 319]. However,

such an approach is limited by time, cost and amount of information to explore. Further-

more, the approach is likely to be error-prone [26, 111, 161]. This suggests a need for an

automated mechanism to speed up the supply chain data discovery process.

In this chapter, we investigate several relationship discovery algorithms that infer links

between columns of tables and propose a framework that combines them into an overall

framework. To the best of our knowledge, several approaches have been proposed to de-

termine semantic relationships between database schemas. In addition, several variations

have been reviewed, each with its strengths and weaknesses. These variations can be found
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in [7]. However, little research has been seen exploring various ensemble strategies for com-

bining several relationship discovery algorithms. One of these strategies was seen in [255],

which is in the space of schema matching. The strategy focuses on the manipulation of

database schema elements for mapping [306].

Our motivation for combining several algorithms is to reduce the generalisation error

of the prediction produced by the individual algorithms [219]. Individual algorithms are di-

verse and independent, so the predictions made by a single algorithm may lead to imperfect

discovery compared to a framework that combines several approaches [306].

Our proposed approach emphasises recall, and this is based on the premise that our

methods discover different relationship types; primary/foreign key (explicit) and seman-

tically equivalent (implicit) relationships. We only rely on the explicitly defined primary

key/foreign key relationship as our gold standard. Thus, false positives (which are more

likely to be semantically equivalent relationships) could be discovered due to the impact of

the specified gold standard. This chapter makes the following contributions;

• We investigate the problem of automatically discovering primary and foreign keys and

semantically equivalent (implicit) relationships by ensemble methods.

• We use hierarchical clustering method as an ensemble framework to combine the pre-

diction of individual discovery algorithms to provide a comprehensive matching out-

come.

The rest of this chapter is structured as follows. Section 4.2 briefly explores some related

work in relationship discovery. Section 4.3 defines the problem and describes the individual

algorithms and their ensemble strategies. The experimental evaluations are provided in

Section 4.4. Finally, a summary is given in Section 4.5.

4.2 Related Work

Several approaches have been proposed in the literature using different categories of data.

For instance, Jiang and Naumann [198] proposed a holistic discovery of both primary key

and foreign key (HoPF) as a subset of sets of unique column combinations and inclusion de-

pendencies based on score function and several pruning rules. Rostin et al. [319] proposed

ten feature-based approaches to automatically detect foreign keys using a machine learning

model. In [109], K-Means clustering was used to solve a multi-schema matching problem.

They used a well-known term frequency-inverse document frequency (TFIDF) weighting to

convert attributes to points in a vector space model and used cosine measure as a distance

metric between attributes. Mehdi et al. [263] proposed a content-based matching approach

to determine the relationship between attributes which rely on the combined strength of

Google as a web semantic and regular expression as pattern recognition. [397] proposed an
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unsupervised solution that clusters a set of columns to identify attribute relationships based

on similar value characteristics using Earth Mover’s Distance (EMD) as distance measures.

4.3 Ensemble-Based Discovery

4.3.1 Problem Definition

For a given database of n tables, T = {t1, t2, · · · , tn}, let C = {c1,c2, · · · ,cθ} be the set of all

columns of tables T where θ is the number of columns in the database. We define ti (ci ) as

a table with an associated column where ci is an i-th column of table ti .

Let∆= {
(ci ,c j ) : ∃ ti (ci ) = ti (c j ), (ci ,c j ) ∈C ×C

}
be a set of column pairs (ci ,c j ) of the same

table. We define gk = (Ck ,Ek ) as a graph of inferred relationships between set of columns

(nodes) Ck and Ek ⊆ Ck ×Ck ⊂ (C ×C ) \∆ as the set of edges of gk . Columns ci and c j are

nodes in Ck , and each pair of columns (ci ,c j ) represents an edge in Ek , such that (ci ,c j ) ∈
Ck ×Ck . Let fk : C ×C −→ gk be a given discovery algorithm that produces graph gk .

Our task is to determine the relationships between database tables which forms a graph

G . The relationships include primary/foreign key and semantic relationships, which are

determined by different discovery techniques to produce graphs. The graphs are combined,

with appropriate ensemble methods, to produce a global graph. The discovery techniques

exploit metadata/schema information and column values in the relational database model.

1. Input Parameters

a) C - A set of all columns of the tables in T in the database DB .

b) fk – A suitable method for discovering table relationships.

2. Output Parameters

a) gk = (Ck ,Ek ) - A graph containing a set of column pairs (ci ,c j ) in Ck where Ck ∈
C .

4.3.2 Relationship Discovery Algorithms

This section will introduce a number of related relationship discovery algorithms (i.e, pseudo-

primary key discovery, name similarity, usage-based approach, cosine similarity, semantic

similarity in a taxonomy, soundex similarity, value range similarity, and content-based sim-

ilarity) which provide different alternative strategies for automatically identifying relation-

ships between different database tables using different categories of database information.

Pseudo-Primary Key Discovery (Pri)

Pri is important in an application area, where no explicit definition of primary and foreign

key constraints is available [319]. Existing work in this area can be found in [198, 289, 319,
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396]. We denote A as the subset of C , A ⊆ C , which contains all columns with explicitly

defined primary key columns in a database. Let B be defined as the subset of C \ A, B ⊆
C \ A, which are columns qualified as potential primary key candidates. Sets A and B do

not share any columns. Let X be the union of A and B : X = A ∪B . We then calculate a

graph gk in which the nodes are columns from X plus their associated foreign key columns.

Two column nodes are linked in the graph if they are in a primary/foreign key candidate

relationship. We use the following four tests to infer B .

• Alphanumeric Datatypes Test: Columns with alphanumeric datatypes.

• Nullability Test: Non-null columns.

• Uniqueness Test: Columns with unique values.

• Word Character Test: Columns with letter, digit, or underscore character.

We distinguish two cases in primary key/foreign key column pairs:

• Either a column is explicitly marked as a foreign key in the database itself,

• Or we need to establish that the second (foreign key) column only contains values that

appear in the first (primary key candidate) column.

In Equation 4.1, values(ci ) denotes values in column ci . w(ci ,c j ) returns 1 if two columns

ci and c j are in a (potential) primary / foreign key relationship, and 0 otherwise:

w(ci ,c j ) =


1, if ci ∈ A and c j is foreign key for ci and ti (ci ) ̸= ti (c j )

1, if ci ∈ B and values(c j ) ⊂ values(ci ) and ti (ci ) ̸= ti (c j )

0, otherwise

(4.1)

Name Similarity (NSim)

Nsim is used to determine the linkages between tables by identifying the similarity be-

tween column names associated with each table. Several names used in identifying ta-

bles and columns are usually designated based on the nature of the business activities.

Thus, column names may have inconsistent designations across tables. For instance, a col-

umn name "Customer Name", might be represented either as "CustName", "CustomerN"

or "CstName". We used Jaro-Winkler (JW i nkler (ci , c j )) to discover the similarity between

two column names (ci and c j ) because it is a well-known algorithm used as far back as the

80s. This is currently used in name similarity matching like entity matching [372]. See [193]

and [374] for detailed mathematical definitions. We used java-string-similarity 1 library for

our implementation. In Equation 4.2, we define the Scor e(ci ,c j ) function for all threshold

1https://github.com/tdebatty/java-string-similarity
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dependent algorithms. The Scor e(ci ,c j ) function returns 1 if a given Metr i c function, like

JW i nkler (ci , c j ), produces a value greater than or equal to a given T hr eshold and if ci

and c j are not from the same table ti . Scor e(ci ,c j ) returns 0 otherwise. In the NSim algo-

rithm, we implement JW i nkler (ci , c j ) as the Metr i c function. The value of JW i nkler (ci ,

c j ) is a real number between the range of 0 and 1. If this value is greater than or equal to the

T hr eshold , 1 is assigned to Scor e(ci ,c j ). This allows us to add the two columns as nodes

to graph gk and connect them in the graph.

Scor e(ci ,c j ) =
1, if Metr i c ≥ T hr eshol d and ti (ci ) ̸= ti (c j )

0, otherwise
(4.2)

Usage-Based Approach (Usage)

Usage uses a set of existing database scripts to infer relationships between tables. Scripts

may include existing database logic such as procedures, functions, views or user queries.

From these scripts, we extract all pairs of columns that co-occur in linking tables together.

This approach was first introduced in [122]. The usage-based approach is suitable in special

cases where column names are opaque, or there is no sufficient schema and data instance

information. However, it is often difficult to obtain suitable usage data [305]. We used Gen-

eral SQL Parser (GSP) library 2 to implement this approach. Let S = {
s1, · · · , sq

}
be the set

of existing scripts for a database. si denotes a single script and references a set of tables Tsi

in its logic. We define Tsi =
{

tsi 1, · · · , tsi ι

}
, where ι is the number of tables in Tsi . If script

si contains a link statement, e.g. a join statement, between tables tsi x and tsi y , and more

specifically links the referenced columns in tsi x and tsi y respectively, we then, infer a link

between those two columns and add the two columns as nodes to graph gk .

Cosine Similarity Approach (Cosine)

Cosine uses vector representation to measure the cosine angle between two vectors. Co-

sine was used in [109] as a distance metric measure for clustering attributes. We adopt co-

sine similarity to represent each attribute/column as a vector using Term Frequency Inverse

Document Frequency (TFIDF) weighting computation. TFIDF is a term weighting scheme

for cosine computation. TFIDF is a product of a term frequency (TF) weight factor and an

inverse document frequency (IDF) weight factor. We define the cosine similarity metric be-

tween a pair of columns as CoSi m(ci ,c j ). See detailed computation of cosine similarity

CoSi m(ci ,c j ) in [328]. The cosine similarity value CoSi m(ci , c j ) is a real number between

0 and 1 and it represents the Metr i c function defined in equation 4.2. If the value is greater

than or equal to the T hr eshold in equation 4.2, we then assign 1 to Scor e(ci ,c j ) or 0 other-

wise. A Scor e(ci ,c j ) of 1 will add the two columns as nodes to graph gk and connect them

in the graph.

2http:/dpriver/www..com/
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Semantic Similarity in a Taxonomy (Sem)

Sem exploits additional external information to measure the similarity between a pair of

words or concepts. The key resource used is a knowledge-based database, such as a business-

specific ontology or a general-purpose database like WordNet [270], which encodes rela-

tions between concepts. For example, when column headers are described slightly differ-

ently, e.g., "AUTOMOBILE_NO" can conceptually mean the same as "VEHICLE_ID". We

used a knowledge-based function in [269] to measure the similarity between a pair of columns.

We define the knowledge metric as Sem(ci ,c j ), which computes the average similarity score

by combining resultant similarity scores of substrings of ci and c j . We define vi k as the k−th

substring / term associated with the name for column ci . The SemSi m(vi k , v j k ) metric in

equation 4.3 is used in the Sem(ci ,c j ) metric computation (see [269]) which returns a sim-

ilarity score between a pair of terms vi k and v j k associated with the names of columns ci

and c j respectively. A stopword (i.e., most common word in a language) term returns a score

of 0. If both terms are not in the knowledge networks, name similarity JW i nkler (vi k , v j k )

is used. JW i nkler (vi k , v j k ) is also used for terms of adjectives or adverbs in the knowledge

network. Lastly, if the pair of terms are both verbs or nouns in the knowledge networks, we

then compute si mLi n(vi k , v j k ), otherwise score returns 0.

SemSi m(vi k , v j k ) =



0, if vi k or v j k = stopwor d

JW i nkler (vi k , v j k ), if vi k or v j k ∉ ontolog i es

si mLi n(vi k , v j k ), if vi k and v j k ∈ ontolog i es(noun)

si mLi n(vi k , v j k ), if vi k and v j k ∈ ontolog i es(ver b)

JW i nkler (vi k , v j k ), if vi k or v j k ∈ ontolog i es(ad v)

JW i nkler (vi k , v j k ), if vi k or v j k ∈ ontolog i es(ad j )

0, otherwise

(4.3)

We implemented si mLi n(vi k , v j k ) using Semantic Measures library 3. See computation in

[241]. It takes two concepts and returns their semantic relatedness value. Let Sem(ci ,c j )

represents the Metr i c function in equation 4.2. The Scor e(ci ,c j ) function defined in equa-

tion 4.2 is assigned 1 if the Sem(ci ,c j ) is greater than or equal to the T hr eshold and if the

column pair are not from the same table.

Soundex Similarity (Soundex)

It is a phonetic algorithm that indexes a string by sound in English. It simply evaluates the

letters of a string and assigns a numeric value. Soundex is used to identify the relation-

ship between two tables based on the phonetic similarity between their column names. See

computation in [299]. We implement Soundex using Apache Commons library 4 in Java.
3https://www.semantic-measures-library.org/sml/index.php?q=downloadssml
4https://commons.apache.org/proper/commons-codec/downloadc odec.cg i
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We denote the phonetic similarity as Sdex(ci ,c j ). The value of Sdex(ci ,c j ) is between 0

and 4. A Sdex(ci ,c j ) value of 4 means that a pair of column names sound strongly similar,

and 0 means otherwise. Sdex(ci ,c j ) computes the Metr i c value in equation (2) to assign

Scor e(ci ,c j ) a score 0 or 1.

Value Ranges Similarity (Val)

Val uses the minimum and maximum values of column pairs to determine whether they

are linked. Val works with numeric, strings or date datatypes. Two columns of the same

datatype are similar if they have a similar value range pattern. We denote ai as a pair of

minimum and maximum values 〈mi n(ci ),max(ci )〉 for column ci . Columns ci and c j are

logically equivalent (ai ≡ a j ), if ai is similar to a j or vice versa. The check r ang e(ci ,c j ) in

equation 4.4 returns 1 for similar value ranges between two columns ci and c j or 0 other-

wise. (ci ,c j ) is added to gk if r ang e(ci ,c j ) is 1.

r ang e(ci ,c j ) =


0, if d at at y pe(ci ) ̸= d at at y pe(c j ) or ti (ci ) = ti (c j )

1, if ai ≡ a j and ti (ci ) ̸= ti (c j )

0, otherwise

(4.4)

Content-Based Similarity (Col)

Col exploits and compares data instances to determine the relationship between columns

pair. content (ci ,c j ) returns 1 if the set of value samples in column c j is a subset of unique

values of column ci , and 0 otherwise. (ci ,c j ) is added to graph gk if content (ci ,c j ) is 1.

content (ci ,c j ) =


0, if d at at y pe(ci ) ̸= d at at y pe(c j ) or ti (ci ) = ti (c j )

1, if samplevalues(c j ) ⊂ values(ci ) and ti (ci ) ̸= ti (c j )

0, otherwise

(4.5)

4.3.3 Ensemble Strategies

We used a voting scheme and hierarchical clustering to find the best combination of graphs

generated by the discovery algorithms.

Voting Scheme

The voting scheme checks if the individual graphs share common edges. It uses a weight-

ing measure to determine the proportion of graphs that contain a pair of columns (ci ,c j ).

Given, gk and Pwei g hti ng , we can generate a global graph G . We defined wk in equation 4.6

as a score that indicates whether a pair of columns (ci ,c j ) exists in graph gk . wk returns 1 if

a pair of columns (ci ,c j ) is an element of Ek ∈ gk and 0 otherwise. We compute the weighted
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value of p(ci ,c j ) in equation 4.7 for each pair of columns (ci ,c j ) as the sum of scores of wk

divided by the number of graphs m. We then generate a global graph G by adding a pair of

columns (ci ,c j ) to graph G where the obtained weighting value of p(ci ,c j ) is equal or greater

than a given Pwei g hti ng .

wk =
1, if (ci ,c j ) ∈ Ek

0, Other wi se
(4.6)

p(ci ,c j ) =
∑m

k=1 wk

m
(4.7)

Hierarchical Clustering

We used the clustering approach (hierarchical clustering) proposed in [71] to group vari-

ables strongly related to each other into homogeneous clusters. Each variable represents a

graph gk . We used hierarchical clustering proposed in [71] to group the variables (graphs)

into clusters based on how they are strongly linked. See [71] for a detailed formulation of

the hierarchical clustering method proposed in the study.

The rationale for this strategy is that members in each cluster contain similar prediction

patterns. We can, therefore, select a member of each cluster and combine it with a selected

member of another cluster to exploit diversity and reduce error in prediction.

We represent each graph gk as a categorical variable Φk and we defined {Φ1, · · · ,Φm} as

a set of Φ categorical variables where Φk ∈ Φ and k = 1, · · · ,m. m is denoted as the total

number of variables (number of graphs). Then, let x be a set of all pairs of columns in

(C ×C )\∆, such that Ek ⊂ x. Φk has the same dimension (number of column pairs) as x, and

for each variable Φk , contains binary strings of 0 and 1. String 1 indicates that (ci ,c j ) ∈ Ek

and 0 otherwise.

Let P = (P1, . . . ,Pq ) be a partition into q clusters of Φ variables. q denotes the total

number of clusters, and P l is the l − th cluster of P .

We generate {G1, . . . ,Gα} as a set of graphs G where Gi is the ith graph in G. We expect

to obtain at least a graph from G graphs which give a strong and improved relationship pre-

diction between column pairs. We denote α as the total number of graphs (i.e., the number

of possible combinations of variables from each cluster). This is expressed in the equation

below;

α=
q∏

l=1
|P l |

|P l | denotes the number ofΦ variables in cluster P l . LetΦ j l be a variable in cluster P l ,

so that each graph Gi ∈G is produced by combining a set of q variables selected from each

cluster using intersection operation. This is expressed below as follows;

Gi =
q⋂

l=1
Φ j l

76



4.4 Experimental Evaluation

4.4.1 Dataset description

The two datasets (TPCH5 and AdvWork6) used for this chapter are supply chain synthetic

datasets which have been used in the literature. For ease of comparison, the TPCH used

the same parameter setting used in [198]. We stored the individual datasets in an Oracle

database. The characteristics of the two datasets are given in Table 4.1. Both synthetic

datasets contain database views and procedures we used as existing database queries for

the usage-based approach. The state-of-the-art algorithms selected for comparison in this

chapter have been tested on these datasets.

Table 4.1: Data Characteristics

Data No of No of AvgNo of MaxNo of Total No of Primary Foreign
Tables Columns Columns Columns Rows Queries keys keys

per Table per Table
TPCH 8 61 8 16 6,885,051 22 8 8
AdvWork 71 486 7.5 26 754,248 33 27 45

4.4.2 Experimental Set-up

We implemented our algorithms in Java and performed experiments on an Intel Core i5 vPro

2.4GHz CPU with 8GB Ram. We first run experiments for threshold-dependent algorithms

to select appropriate thresholds required for an overall comparative analysis. The range of

thresholds include; NSim (0.50 - 0.95) with an interval of 0.05, Soundex (1 - 4) with an inter-

val of 1, Sem (0.50 - 0.95) with an interval of 0.05 and Cosine (0.50 and 0.95) with an interval

of 0.05. Next, we explored the performance of individual algorithms based on mean com-

pletion time over 20 runs. We then combined their predictions based on the voting scheme

and hierarchical clustering. The essence is to emphasise the importance of combining in-

dividual algorithms in order to consolidate their strengths as each algorithm is limited in a

particular way. Also, the experimental set-up is conducted to validate the performance of

each algorithm and compare performance with the proposed ensemble methods and the

state-of-the-art algorithms (FaskFK, Randomness and HoPF). Finally, we compared perfor-

mance with state-of-the-art algorithms (FaskFK [76], Randomness [396] and HoPF [198]).

FastFK combines heuristic features with different rules to detect foreign keys, which as-

sumes that each table pair can hold only one foreign key. The Randomness algorithm uses

a randomness metric to discover both single-column and multi-column foreign keys by us-

ing the earth-mover distance (EMD) to measure the data distribution similarity between

foreign key candidates. HoPF uses score function and pruning rules for the holistic discov-

5http:/www.tpc.org/tpch
6https://github.com/Microsoft/sql-server-samples/releases/tag/adventureworks
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ery of both primary and foreign keys as a subset of sets of unique column combinations and

inclusion dependencies.

4.4.3 Evaluation Metrics

We employ three standard evaluation metrics to measure the performance of individual al-

gorithms; Precision, Recall and F-Measure. Let g1 be a graph of actual relationships between

set of columns (nodes) C1 and E1 be the set of edges of g1. Let g2 be another graph contain-

ing inferred relationships between columns discovered by a discovery algorithm with a set

of columns C2 as nodes and E2 as edges of g2. Let T P = E1 ∩E2. T P represents true pos-

itives, a set of edges common to both E1 and E2 and |T P | is the number of edges in T P .

Let F P ⊆ E2 \ T P be a subset of E2 \ T P which represents false positives. F P and T P do not

share common edges, and |F P | is the number of edges in F P . Let F N ⊆ E1 \ T P and |F N |
represents the number of edges in F N . Let x = (C ×C ) \∆ be all edges formed from all pairs

of columns, such that E1 and E2 are both subsets of x. Then, we define T N (True negatives)

as T N = x \ (E1 ∪E2) and |T N | is the number of edges in T N .

Precision is computed as |T P |
|T P |+|F P | which evaluates the percentage of relevant outcomes

discovered by our algorithms. We compute recall as |T P |
|T P |+|F N | . Recall evaluates the percent-

age of relevant outcomes that were discovered by a discovery algorithm over the total rele-

vant outcomes. We then compute F-measure as 2∗Pr eci si on∗Recal l
Pr eci si on+Recal l to measure the weighted

harmonic mean of precision and recall.

4.4.4 Comparative Analysis

Discovery Completion Time

The mean completion time of individual algorithms is shown in Table 4.2. This involves 20

experimental runs over the TPCH dataset. The name similarity (NSim) algorithm records

the lowest mean time of 4.25 milliseconds with a minimum time of 0 milliseconds and a

maximum time of 16 milliseconds. On the other hand, the content-based (Col) approach

takes longer than other discovery algorithms, with a mean time of 2868283.3 milliseconds

(47.81 minutes). Figure 4.1 shows example of graphs generated by Sem (a) and Soundex (b)

algorithms over the TPCH dataset. The example shown in Figure 4.1 gives an indication of

how the individual algorithm produces different graphs based on the information available

to them.

Comparison with existing techniques

We compared our results with those already published by Chen et al. [76], Zhang et al. [198]

and Jiang and Naumann [396]. The specified gold standard used for evaluation is based on

primary/foreign key relationship. Performance is shown in Table 4.3 - the best performance

for the TPCH dataset results in an F-measure of 1.00, which Randomness achieved. The
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Table 4.2: Completion Time of Discovery Algorithms in Milliseconds

Algorithms MinTime AveTime MaxTime
Cosine 72 136.15 351
Pri 1228045 1501709.15 2926454
NSim 0 4.25 16
Col 2107575 2868283.3 7901629
Val 15671 16170.85 19454
Sem 3481 4491.35 8711
Soundex 3 5.95 34
Usage 144 342.2 1552

Randomness performance is largely attributed to the assumption that true primary keys

exist and are known. Randomness matches the known primary keys to columns with the

same names, making it possible for the algorithm to achieve that score. Our methods ex-

ploit database information differently without general assumptions about true primary key

existence. Three of our methods (Sem, Usage, Cosine) outperformed the FastFK algorithm

on the TPCH dataset with respective F-measure scores of 0.83, 0.80 and 0.73. The perfor-

mance of the Usage-based approach is highly dependent on the quality of existing queries

(i.e, views and procedures). For instance, if the queries use all the true primary keys to link

tables, then an F-measure of 1.00 is possible.

Table 4.3: Comparison of Proposed Discovery Algorithms, Ensemble Strategies and state of
the art results already reported in [198]

Categories Algorithm TPCH Algorithm AdvWork
Precision Recall F-Measure Precision Recall F-Measure

Individual Algorithms Cosine 0.73 0.73 0.73 Cosine 0.02 0.86 0.04
Pri 0.24 0.91 0.38 Pri 0.03 0.90 0.06
NSim 0.22 1.00 0.37 NSim 0.02 0.83 0.04
Col 0.15 0.91 0.26 Col 0.01 0.93 0.03
Val 0.08 1.00 0.15 Val 0.01 0.04 0.02
Sem 0.77 0.91 0.83 Sem 0.02 0.83 0.04
Soundex 0.07 0.27 0.12 Soundex 0.02 0.83 0.04
Usage 0.89 0.72 0.80 Usage 0.14 0.58 0.23

2-Clusters Combination Sem_Pri 1.00 0.91 0.95 Sem_Pri 0.18 0.73 0.29
NSim_Val 0.85 1.00 0.90 Cosine_Pri 0.19 0.76 0.30
NSim_Pri 0.91 0.91 0.91 NSim_Pri 0.18 0.73 0.29

3-Clusters Combination Sem_NSim_Pri 1.00 0.91 0.95
Sem_NSim_Col 1.00 0.82 0.90
Sem_NSim_Val 0.91 0.91 0.91

Voting PVote50 0.79 1.00 0.88 PVote75 0.18 0.80 0.29
PVote62.5 0.85 1.00 0.92 PVote87.5 0.16 0.49 0.25
PVote75 1.00 0.91 0.95

State-of-the-Art FastFK 0.56 0.90 0.69 FastFK 0.32 0.97 0.49
Randomness 1.00 1.00 1.00 Randomness 0.90 0.41 0.56
HoPF 0.88 0.88 0.88 HoPF 0.31 0.84 0.46

Regarding the AdvWork dataset in Table 4.3, our algorithms could not achieve signifi-

cant F-measure results apart from the Usage-based algorithm that achieved an F-measure

score of 0.23. The poor performance is largely attributed to a huge number of false posi-

tives discovered by our methods. These false positives are caused by the inherent semantic

relationships not defined in the primary/foreign key relationship we have used as the gold

standard in our evaluation. Regarding recall, Content-based (Col) and Primary key (Pri) al-
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(a)

(b)

Figure 4.1: Graph Example

gorithms achieved 0.93 and 0.90, respectively.

Overall, the diversity displayed by the individual algorithms is based on the character-

istics of the data. The algorithms have performed in different ways over the two datasets.

However, the diversity of the independent algorithms can be exploited by combining their

outcomes in different ways to improve performance.
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Ensemble Performance

We used voting strategy and hierarchical clustering to combine the diversity of the outcomes

produced by the individual algorithms and compare performance with the state-of-the-art

algorithms reported in [198]. The results achieved by the proposed ensemble strategy is

highlighted in Table 4.3. Voting thresholds are given as;

Pwei g hti ng = (12.5%,25%,37.5%,50%,62.5%,75%,87.5%,100%). We include results of the

top three voting thresholds over the two datasets (TPCH and AdvWork) in Table 4.3. For

TPCH dataset, the three top voting thresholds, 75%, 62.5% and 50% (i.e., PVote75, PVote62.5

and PVote50) achieve respective f-measure scores 0.95, 0.92 and 0.88, precision scores 1.00,

.85 and 0.79 and recall scores 0.91, 1.00 and 1.00. The voting scheme could not reach the

F-measure score (1.00) delivered by the Randomness algorithm. However, a 0.95 score was

achieved, which outperformed HoPF and FastFK.

In the AdvWork dataset, despite the poor performance of the individual approaches, the

voting scheme helped improve the performance. Although, this strategy could not outper-

form the selected state-of-the-art algorithms. The reason for this is due to the existence of

several semantic relationships which are not explicitly specified in the database structure.

We only relied on the explicit specifications of primary key/foreign key relationships for our

evaluation.

The drawback of the voting strategy is that the voting strategy considers all the discovery

algorithms. This is quite expensive in terms of computational time. For instance, based

on Table 4.2, the total average completion time to implement a voting strategy will take

about 4391143.2 milliseconds (73.19 minutes). However, this could be addressed by using

an appropriate sophisticated parallel computing approach, which is beyond the scope of

this thesis.

In terms of the hierarchical clustering strategy, with the TPCH dataset, we evaluate two

clusters and three cluster combinations. We obtain 15 unique combinations of algorithms

with two clusters and 18 unique combinations with three clusters. For instance, the best

performance in the two clusters combination is produced by Sem_Pri. Sem_Pri gives an f-

measure score of 0.95 with a precision score equal to 1.00. This prediction means that no

false positives were predicted with the combined efforts of both Sem and Pri algorithms.

Similarly, Sem_NSim_Pri obtains an f-measure score of 0.95 with a precision score of 1.00.

When comparing performance with state-of-the-art algorithms, Sem_Pri and Sem_Nsim_Pri

give better performance than HoPF and FastFK.

In the AdvWork dataset, two clusters were predicted by the clustering algorithm. We ob-

tained the top three unique combinations of two clusters based on f-measure performance.

The best performance is produced by combining Cosine and Pri with an f-measure score

of 0.30, precision score of 0.19 and recall score of 0.76. The results reported by the state-

of-the-art algorithms outperformed the combined efforts of Cosine and Pri. See Table 4.3.

We have attributed the poor performance over the AdvWork dataset to the lack of sufficient
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gold standard used in the study. We only relied on the primary/foreign key relationships

specified in the database. An expert opinion would be needed for additional information

about the semantic relationship.

Overall, results show clearly that some specific algorithms are relevant when combined

in certain ways. The Pri, for instance, tends to perform well when combined with algorithms

like Sem, Nsim or Cosine, irrespective of the data characteristics. However, the suitability

of Pri is impaired due to speed considerations. Therefore, combining algorithms depends

largely on the user’s compromise on speed, reliability and sufficiency.

4.5 Summary

This chapter relates to objective (O3) and addresses the research question (RQ3) involv-

ing fragmented supply chain data linkages. This chapter relates to the data layer in the

methodological framework presented in Section 5.3 of Chapter 5. The chapter investigated

eight discovery algorithms and showed how their predictions could be combined to iden-

tify more comprehensive links between supply chain data. The discovery algorithms iden-

tify potential links in different ways based on different levels of database information. In

evaluating the performance of our approaches, based on two diverse datasets, we showed

that different levels of schema information could be exploited and combined to reduce the

generalisation error associated with each algorithm. We showed in our experiment that

an appropriate combination strategy could be adopted to improve relationship discovery

outcomes. The performance of individual discovery algorithms is limited, indicating the

necessity to combine several algorithms to bring together their strengths. The performance

of our algorithms is compared with state-of-the-art algorithms using precision, recall and

f-measure performance metrics. The next chapter considers the properties of the linked

components in the supply chain from data and use these properties to define and develop

a formulation to support the holistic optimisation of the problem.
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5
Linked Problem Systems: Methodological and

Implementation Framework

5.1 Overview

This chapter attempts to answer one of the critical questions raised in the previous chapter,

i.e., "how can we use a framework to state what the holistic linked optimisation problem

is?". More specifically, the chapter explores a methodological framework for Linked Prob-

lem Systems (LPS) and further presents several modes of linkages using a set of supply chain

decision problems. This chapter further presents insights into understanding linked prob-

lems as a networked system.

The rest of this chapter is organised as follows: Section5.2 explores different interac-

tions in LPS and their behaviour. In Section 5.3, the chapter presents a methodological

framework for LPS from a supply chain perspective. Section 5.4 explores several modes of

linkages using a set of supply chain decision problems. The section also presents the LPS

implementation framework that allows the formulation and solution of LPS benchmarks.

Section 5.5 provides an exploratory, experimental analysis the linked problems formulated

in Section 5.4 to ascertain the interactions between the selected problem combinations.

Lastly, Section 5.6 provides a summary of this chapter.

5.2 Complex Interactions

The concept of supply chain has attracted different perspectives in academia and practice.

Many consider supply chain in operational terms, while others in management philosophy

or process [332]. From Yates [384] perspective, the system of supply chain is complex, and as

such, the following features are evident according to [332]: various actors; high number and

several relations, processes and actors interactions; dynamic processes and interactions;

system involves many process levels; and a large amount of information required for system

control.
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Figure 5.1: Supply Chain System Levels [165]

The concept of systems thinking in supply chains is a way to understand its complexity

holistically. In other words, the system approach to supply chains can provide a holistic

framework for understanding various complex interactions that exist. The system embodies

the idea of a set of connected elements which form a whole [18]. A different aspect of a

system can be distinguished according to [331]; functional, structural and hierarchical.

In a functional system, a system behaves independently of its realisation. Structural sys-

tem behaviour is understood from the relations of a set of interlinked elements which form

the whole system. The hierarchical system considers parts of the system as sub-systems,

and the system itself as a more comprehensive system [331].

Harland [165] argues that, from a system approach viewpoint, the conceptual devel-

opment of supply chain occurred at the different levels of relationships, chains and net-

works. According to Figure 5.1, these levels can be explored to examine supply chain inter-

actions. In system level 1, interactions occur within the internal chain of the organisation.

System level 2 represents a dyadic or two relations containing inter-organisational interac-

tions. System level 3 is an external chain of a set of dyadic relations. In system level 4, the

interactions involve a network of interconnected chains.

The interactions in a supply chain are considered from two viewpoints; vertical and hor-

izontal/parallel. Vertical/sequential interaction involves several inter-organisational inter-

actions of actors at different tiers/echelons. The horizontal interaction consists of interac-

tions within the same tier in which the actors in the tier play the same role in the supply

chain. Horizontal interactions exist between competitors. Different factors drive the in-

centives for horizontal interactions. For instance, two competitors may decide to split the

workload or collaborate to fulfil a dominant customer’s overwhelming orders [18].

Actors in a supply chain interact in pursuit of expected benefits involving complemen-

tary resources, skills, and capabilities. However, the imbalanced distribution of such shared

benefits might require re-balancing the supply chain. This creates complex interactions as
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(a) Vertical Interaction (b) Horizontal Interaction

Figure 5.2: Forms of Interactions [18]

cooperation will mean that all actors collaborate to create value mutually. Also, at the same

time, individual interest sets in and actors would have to gain such value by bargaining

[408]. Therefore, the interaction could be considered from three behavioural perspectives;

transaction, collaboration, and integration [18]. We characterise transaction by competi-

tive behaviour, while collaborative behaviour is driven by cooperation. Integration explains

the behaviour that underlies the coexistence between competition and collaboration. The

behavioural situation is evident in a supply chain, and therefore, as such situations con-

tinue to become more uncertain and ambiguous, this results in conflicts and opportunistic

behaviour [408].

5.2.1 Network Interactions in Supply Chain

Network interactions are understood from network theory which provides the origins and

characteristics of networks formed from components of various complex systems. Several

studies have used network science to solve complex system. A network interaction provides

a holistic view by considering the topological characteristics of the network. Therefore,

studying supply chain networks requires a new understanding of their underlying structure,

properties, and interaction types [229]. From an evolutionary point of view, according to

Daoutidis et al. [98], the natural philosophy behind the different network structures can be

understood from their evolutionary origin, which can be adapted to improve our compre-

hension of real-world networks or linked structures. Hence, there is motivation to leverage

supply chain network structures for the algorithmic design of complex optimisation prob-

lems [98]. In investigating network interactions in the supply chain of a wine industry, Sagli-

etto et al. in [325] used a social networks analysis to represent its structure and presents the

structure as an essential tool for analysing the performance of the underlying supply chain.

István and Tamás, in [189], applied network science theory to determine the cause and the

effect and behaviours of the relationships between network elements in a logistic network.
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This has motivated this research into abstracting LPS from supply chain network structures

and creating a framework in which their properties can be studied.

Over the past ten years, supply chain has grown longer and become interconnected due

to globalisation, and the rising cost pressures [82]. According to [230], from the network

science framework, the studies of network topology aim to present interconnected systems

in terms of their behavioural phenomena.

In the work of Ledwoch et al. [230], two characteristically distinct network topologies

were considered; random networks and scale-free networks. Random networks are net-

works with Poisson degree distribution where links between components of the networks

are placed at random. The random networks serve as benchmarks for verifying the exis-

tence of certain features of a topology. Scale-free networks are networks with a power-law

degree distribution. They are made up of significant hub components with many links and

minor components connected to these hubs [230].

Chin and Lee establish a broad set of topological characteristics in real supply chain net-

works, which describes how to build the topology and robustness of supply chain networks

in complex networks [77] [200]. Brintrup et al. [48] believe that communities connected by

hub firms form the structure of an industry. Their empirical study has shown in the litera-

ture that supply chain networks follow a scale-free pattern [48].

5.3 Methodological Framework

Supply chains are increasingly complex and information-driven. Different units in the sup-

ply chain make decisions that have consequences for successors in the chain. We are inter-

ested in supply and service chains that can be modelled as linked optimisation problems,

i.e., Unit A selects a solution to an optimisation problem, and that solution has the conse-

quence of creating an instance of an optimisation problem for Unit B, its successor in the

chain. Our approach is to create an analytical and programmatic framework for linked opti-

misation problems so that supply chains can be studied systematically. Our methodological

framework is based on three analytical layers as presented in Figure 5.3 - data layer, supply

chain process model layer, and supply chain optimisation layer.

This approach is highly data-driven, and as such, it entails using documents and records

as one of the data collection techniques in gathering primary data, which consists of exist-

ing data in the form of databases and reports. We relied on benchmark problem instances

for the study to test our model. This is because benchmark problem instances are already

academically well-known problem sets around which efficient algorithms have been devel-

oped. They are believed to offer a broad range of challenges to optimisation algorithms.

They are all motivated by real-world operational management problems and are frequently

adapted to practical applications. Artificially (randomly) generated problems are not gen-

erally thought to be realistic, so the benchmarks are preferred. There is a challenge in how

to link them, and that is what this thesis is addressing.
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Figure 5.3: Methodological Framework for Linked Optimisation Problem

An immense corpus of data was accessed from a multinational telecommunication com-

pany during this research. This data allows the researcher to gain knowledge of the real-

world supply chain as data is entirely real and contains daily business transactions from

different functional units of the company. Specifically, the methodological framework and

the data-linking algorithms developed in this research were inspired by the company’s data

due to the complexity and lack of coherence observed in the data. We observed many col-

laborators, processes, and technologies in terms of complexity. This accounts for complex

decision-making processes in the different functional units of the organisation. Further-

more, each functional unit maintains an extensive database, which is differently configured

from other functional units. This accounts for the lack of data coherency across the organi-

sation. Hence, decisions are made in isolation.

Three significant limitations were encountered in the course of exploring the data of

the telecommunication company. There is restricted use of the data as data contains sen-

sitive business information. Because this information needs to be kept private, benchmark

datasets were used to test the performance of the algorithms developed. The benchmark

dataset contains similar business activities and schematic information of typical supply

chain data. Second, the observed company’s data is enormous and lacks integrity as data is

obtained from heterogeneous sources. These sources form the different functional units of

the organisation where data is propagated. Specifically, data comprises millions of records,

resulting in high time complexity during an algorithmic (data-linking) search. Different

levels of information in the datasets were exploited to address the time complexity issues.

Lastly, the company’s data lacks documentation. There is a lack of understanding of the

comprehensive information and a lack of different timestamps to understand the sequence

of events. To gain such understanding would require highly time-intensive human efforts,
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which might be error-prone and costly.

5.3.1 Data Layer

Millions of records of data are generated from collaboration processes among the compo-

nents of a supply chain. These pieces of data contain event information which is stored in

unstructured form. The extraction of such data forms a significant aspect of the optimisa-

tion of linked problems because problem linkages are evident in the data they generate due

to the processes executed at different levels of the problem. In most cases, extracting them

requires effort as they are highly fragmented over many database sources. It is, therefore, es-

sential to link these pieces of fragmented data in a logical way to discover the dependencies

between the components of the supply chain.

As seen in Figure 5.3, the data layer from the supply chain domain manages the integra-

tion of fragmented data from different components of a supply chain system. Fragmented

data is propagated due to business interactions between supply chain participants. The in-

teractions involve several processes, which result in hundreds or thousands of tables and

thousands of attributes in a database.

The data layer aims to identify ways to capture and visualise relationships, which is a

prime prerequisite to understanding links between billions of data records generated to ex-

tract insights for commercial advantages. This layer investigates how relationships may be

inferred from a database’s schematic and semantic data representation.

5.3.2 Supply Chain Process Model Layer

The layer attempts to mine and learn from an analytical perspective supply chain processes

that run across fragmented parts of the supply chain. This layer combines data relationships

into process pathways based on process mining techniques to obtain process models de-

picting a supply chain process sequence. The data layer attempts to transform fragmented

data into a structured data format containing semantically meaningful attributes. This layer

uses structured data to extract business events. It mines and learns what event type, time

stamps and a set of resources/attributes are associated with a business event. The process

may involve linking several data columns to a single or several business events. Techniques

deployed at this layer use a set of graph-based discovery algorithms to determine how cer-

tain events are related and how such events result in a set of process instances.

1. Input Parameters

a) Related entities/concepts extracted from a graph

b) A set of event data.

c) A suitable process mining and learning algorithm.

2. Output Parameters
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a) Business process descriptions derived from the event data.

b) A global graph containing a sequence of processes.

This layer defines the level of dependencies among the functional units where different

optimisation problems emanate. A representation of the dependencies is generated as a

directed graph. The supply chain optimisation layer relies on this layer to define the linkages

in the holistic optimisation process. However, due to data confidentiality issues and the

lack of coherent event data, we relied on human judgement on the perceived dependencies

among the components of the linked problem. Therefore, the process model layer was not

explored in the study. Instead, we assumed an initial process analysis that already suggests

the process sequence of the optimisation problems.

5.3.3 Supply Chain Optimisation Layer

Optimisation is an effective tool that automatically identifies optimal result from a set of

possible options. Optimisation entails three significant processes; optimisation model, tech-

niques and analyses of optimisation results. The optimisation layer uses the understanding

of the dependencies to design appropriate optimisation techniques. In the methodologi-

cal framework, this layer requires information about the process pathway to guide the se-

quence of optimising the problems in the linked structure.

From Chapter 3, we represent a formalism of linked optimisation problem as P , con-

taining n connected problems. P is defined as P = {
p1, p2, · · · , pn , (D)

}
where D is a rep-

resentation of the linkages between the problems in P . D describes the connectedness, a

directed graph obtained from the supply chain process model layer.

This layer can adopt at least two approaches to solving the linked problems.

• Concatenation Approach

• Sequential Optimisation Approach

The first approach requires combining solutions (i.e., concatenation) as a joint or holistic

solution where the joint solution is evaluated using a holistic fitness function or as a multi-

objective function. This approach’s challenge is identifying the best way to combine them,

considering that the different solutions might have utterly different solution spaces. If, for

instance, we aimed at solving the linked problem using an evolutionary algorithm, like GA,

the problem representation is critical; therefore, more investigation would be needed. In

addition, the designation of operators for the specific solution representation also poses a

potential problem. A typical way this can be viewed is to consider the problem as a multi-

objective optimisation. The multi-objective approach requires re-modelling the problem

as a joint or a single solution-based problem containing multiple optimisation goals. How-

ever, the presence of different solution spaces introduces several search algorithmic design
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options for such problems [102]. The second approach is to consider the problem as a se-

quential optimisation approach. The approach induces a hierarchy between two or more

related problems. However, this hierarchy might translate to a higher computational com-

plexity than considering the sub-problems simultaneously [232]. We adopted two algorith-

mic methods: Sequential algorithmic design and Concatenation algorithmic design from

the perspective of the optimisation layer in our framework.

From this layer, the study investigates two case studies in Chapter 6, linked optimisation

of a distributed manufacturing system involving two classical problems - Facility Location

Problem (FLP) & Permutation Flow Shop Scheduling Problem (PFSP), and a service chain

problem involving Job Assignment Problem (JAP) & Traveling Salesman Problem (TSP).

Sequential Algorithmic Design

A sequential approach uses the optimal solution of the root problem and feeds it into the

following problem as input to produce a solution. The sequential approach uses a hier-

archical process. The output of the root problem is injected as input for a lower problem

in the hierarchy until the last problem (leaf node) is solved. In a sequential approach, an

algorithm is assigned to each problem in the linked structure.

In a real-world supply chain, each problem has a manager in decision-making. An im-

plication is that the individual managers might seek to optimise their operations by think-

ing about their supply chain component without much interest in sharing information with

others in the supply chain network. In our implementation described in Section 5.4.3, such

an issue can be addressed from our implementation framework when embedded in the se-

quential process, provided that the knowledge of the process pathway involving the compo-

nents of the supply chain is available. With the given information, a solution obtained from

a principal problem can be used to instantiate a successor problem, as shown in Figure 5.4.

Figure 5.4: Sequential Approach
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Concatenation Algorithmic Design

The concatenation approach embeds n problems in a given algorithm while simultaneously

considering the different configurations of the problems in the linked structure. The ap-

proach uses specially designed operators to enhance the algorithm performance further to

explore complex search spaces relating to the linked problem [250]. The exploitation and

exploration process embedded in the search process of the concatenation approach con-

siders the individual problem characteristics. Two of the methodologies utilised in Chapter

6 embed a multi-objective approach and multi-criteria decision-making method to select

the best solution pairs in the linked problems considered.

Figure 5.5 depicts a generic concatenation methodology. The algorithm takes in all

the problems and embeds generic solution representations. The algorithm also embeds

a linked implementation concept that allows the interaction between the solutions of the

related problems. During the interaction, a solution to the principal problem is fed to in-

stantiate a dependent or set of dependent problems. Different multi-objective of multi-

criteria decision-making methods can be adopted as selection operators as these consider

the solution spaces of all the problems without losing the generality of the linkages among

the problems. In addition, other forms of operators, peculiar to each solution space, can be

embedded in the algorithm to improve the different solution mixes. A typical concatenation

approach is seen in [182]. A cooperative coevolutionary approach was proposed to tackle

a supply chain problem involving Job Shop Scheduling Problem (JSSP) & Vehicle Routing

Problem (VRP). The approach embeds two algorithms which are run in parallel. Each algo-

rithm corresponds to each problem, and the cooperation between the two problems occurs

while evaluating individual solutions.

Figure 5.5: Concatenation Approach

Figure 5.6 better explains the typical problem scenario and how the framework can be

adapted to this problem type. Assuming that, according to Figure 5.6, fulfilling customers’

orders has to involve three functional units of a typical telecommunication company - cus-

tomer care, warehouse, and engineers. Customer care is responsible for taking orders and

making certain decisions to minimise order completion time. Customer care informs the

warehouses to request items to fulfil individual customers’ orders. The warehouses prepare
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the items for pick-up. Likewise, the engineers are alerted for tasks and to visit the ware-

houses to pick up the items. In a typical telecommunication organisation, orders could

involve installations and repairs at the customer’s location. Field engineers perform these

tasks at different customers’ locations. The engineers must visit the warehouses to pick

items required for the tasks to be performed at the customers’ locations. The engineers are

constrained by time, which means they have to make decisions to minimise, for instance,

their travel time and waiting time. To reduce travel time, the engineers must pick up all

the required items at once for all the customers they visit. Picking all the required items at

once prevents the engineers from visiting the warehouses multiple times. It means that at

the warehouses, items for the customers have to be available for pick-up. However, it might

not be the case due to the cost of holding the items. The warehouse also wants to minimise

the stock level so that the holding cost of items is reduced. Minimising stock level has an

impact on the engineer’s waiting time as well as the overall completion time of tasks. This is

because items are only made available whenever they are needed. This results in conflicting

objectives between the warehouse and engineers’ units.

The framework presented in Figure 5.3 can be used to manage the linked problem shown

in Figure 5.6. The framework enables a process of automation and optimisation, which can

help to maximise the operational effectiveness of the task completion process. At the data

layer, each functional unit of the chain generates data that reflects its operational activi-

ties. The data layer automatically infers from the data generated from the activities of these

functional units, using a suitable approach to form a connection between them. The infor-

mation about customers’ jobs is linked to the resources required to fulfil the jobs. Likewise,

the job information is linked to the engineers’ data as individual jobs may require a different

skill-set. Next, the process model layer uses the data linkages and event logs to form a se-

quence of activities. The process layer captures the overall processes. The overall sequence

of processes in the order fulfilment forms a directed graph D . The graph D is used in the

optimisation layer to describe the linkages shown by the arrows in Figure 5.6 between the

functional units. The optimisation layer applies the knowledge of the linkages to design an

appropriate algorithmic approach that will optimise the overall process. Several approaches

can be adopted to optimise the linked problem. However, each approach comes with its

trade-off implications. For instance, some algorithmic approach might provide a balanced

compromise of objectives between the functions, while some might trade off the stock level

to speed up the completion process.
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Figure 5.6: Typical Example of Linked Optimisation Problem

Next in this chapter is to explore several modes of linkages using a set of supply chain

decision problems. This includes a representation of the LPS implementation framework

that allows the formulation and solution of LPS benchmarks in order to gain insights into

understanding linked problems as a networked system.

5.4 Linked Problem Framework

Unsurprisingly, linked problem patterns can be recognised in the literature. In Chapter 3,

this study extracted the concept of a linked problem from the literature and came up with

a formalism to describe it. However, its conceptual framework has not been developed. In

light of future directions, we must develop a framework to systematically study the linked

problem as a formal topic in an optimisation problem. The need for a formal framework

is to seek holistic treatment for obtaining an optimal solution, such that the underlying

dependencies among the sub-problems are considered. A linked problem is a real-world

problem that often requires such treatment, so it is not easily decomposable; hence, the in-

dividual sub-problems cannot be solved in isolation [41]. In addition, the theoretical inves-

tigation of computational intelligence methods for linked problems poses a new challenge,

requiring an appropriate framework. To the best of our knowledge, there is lack of com-

plex computational analysis to provide insights into the interactions between the different

sub-problems [41]. Therefore, a formal, conceptual framework will be beneficial.

5.4.1 Problem Formulations

As a starting point, we use a mix of classical optimisation problems peculiar to supply chain

decision problems to describe different modes of linkages in linked optimisation problems.

The classical problems include; Facility Location Problem (FLP), Knapsack Problem (KP),
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Job Assignment Problem (JAP), Permutation Flow Shop Scheduling Problem (PFSP), Travel-

ling Salesman Problem (TSP), and Quadratic Assignment Problem (QAP).

Facility Location Problem (FLP)

A matrix of size J ×K defines cost dk j to fulfil customer j demand by facility k. Let D j be

the units of customer j demands and wk be the capacity of facility k. The assignment of

customer j ∈ J to a facility k is depicted by yk j where yk j ∈ {0,1}. A fixed cost αk is incurred

when a facility is selected to fulfil a customer’s demand. FLP seeks xF LP = {x1, · · · , xK } ∈ {0,1}K

that minimises;

mi n f (xF LP ) =
K∑

k=1
αk xk +

K∑
k=1

J∑
j=1

dk j xk yk j (5.1)

Subject to;
K∑

k=1

J∑
j=1

yk j = 1 (5.2)

l∑
j=1

D j ≤ wk ∀k (5.3)

xk , yk j ∈ {0,1} ∀ j ,k (5.4)

Constraint 5.2 ensures that each customer demand is fulfilled by one facility. Constraint 5.3

ensures that the total demand of customers assigned to each facility does not exceed the

capacity of the facility. Constraint 5.4 defines the decision variables. An instance of FLP is

recorded in Table 5.1. The fixed cost of the facility, customer cost per facility and unit of

demand per customer are recorded in Table 5.1. So, for instance, fulfilling job C1 at facility

1 will cost 20 (the fixed cost) + 34 (the total demand cost).

Table 5.1: FLP Example - 5 Facilities and 8 Customers

Demand Cost to Facility
Customers Unit of Demand F1 F2 F3 F4 F5

C1 5 34 20 76 54 44
C2 17 34 68 23 27 43
C3 3 56 20 65 53 29
C4 8 68 25 47 42 60
C5 16 45 33 65 10 36
C6 10 51 30 71 60 87
C7 9 30 35 81 50 65
C8 6 25 90 21 30 42

Facilities Fixed Cost Facility Capacity

F1 20 25
F2 23 30
F3 25 26
F4 29 19
F5 30 20
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Knapsack Problem (KP)

Given a set of n potential items I = {I1, I2, · · · , In}, a value ρi of each item to be picked, weight

wi of each item and a capacity W for the knapsack. We seek to find the selection of items

xK P = {x1, · · · , xn} ∈ {0,1}n that maximises;

max f (xK P ) =
n∑

i=1
ρi xi (5.5)

Subject to;
n∑

i=1
wi ≤W (5.6)

xi ∈ {0,1} ∀i (5.7)

Constraint 5.6 ensures that the total weights of selected items must not exceed the capacity

of the knapsack. Constraint 5.7 defines the decision variables.

Table 5.2: KP Example - 6 Items

I1 I2 I3 I4 I5 I6 I7 I8

Item Value 39 40 35 60 79 27 50 35

Item Weight 6 7 5 12 15 3 10 7

Knapsack capacity 40

Job Assignment Problem (JAP)

Given a set of n jobs J such that, j ∈ J , j = 1,2, · · · ,n. Let I be the set of m agents, such that,

i ∈ I , i = 1,2, · · · ,m. An n ×m cost matrix defines the cost ci j for assigning job j to agent i .

An n×m matrix defining the resource r i j required by agent i to perform job j . A capacity bi

for each agent i . We seek to find the assignment of jobs to agents x J AP = (x1 ,x2 , · · · ,xn), such

that, j = 0,1, · · · ,n and x j ∈ {1,2, · · · ,m}, that minimises the costs associated with assigning

agents to fulfil the jobs. We defined yi j as a binary variable that indicates 1 if an agent i is

assigned to fulfil job j and 0 otherwise.

mi n f (x J AP ) =
m∑

i=1

n∑
j=1

ci j yi j (5.8)

Subject to:
m∑

i=1
yi j = 1 ∀ j = 1,2, · · · ,n (5.9)

n∑
j=1

r i j yi j ≤ bi ∀i = 1,2, · · · ,m (5.10)

yi j ∈ {0,1} ∀i , j (5.11)
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Constraints 5.9 ensures that each job is assigned to precisely one agent, Constraints 5.10

ensures that the total resource requirement of jobs assigned to each agent does not exceed

the agent’s capacity and Constraints 5.11 defines the decision variables. Table 5.3 shows an

example of JAP problem instance containing 5 agents and 8 jobs. The values in the table are

the costs of assigning each job to agents.

Table 5.3: JAP Example - The assignment of 5 Agents to perform 8 Jobs

Jobs/Agents A B C D E

J1 23 22 20 30 15
J2 12 10 15 20 25
J3 20 22 15 21 23
J4 4 6 7 5 8
J5 60 70 55 77 50
J6 30 26 38 29 34
J7 3 7 4 2 1
J8 9 5 5 9 8

Permutation Flow Shop Scheduling Problem (PFSP)

Given a set of n jobs {xi }n
i=1, a set of m machines

{
y j

}m
j=1. PFSP is defined by n × m matrix

of processing times involving n jobs processed on a set of m machines. We seek to find the

permutation of n jobs xPF SP = (x1 ,x2 , · · · ,xn ) that minimises the makespan;

mi n f (xPF SP ) =Cmax (5.12)

Subject to;

C1,x1
= ρ1,x1

(5.13)

C1,x j
=C1,x j−1

+ρ1,x j
∀ j > 1 (5.14)

C i ,x1
≥C i−1,x1

+ρi ,x1
∀i > 1 (5.15)

C i ,x j
= max

{
C i ,x j−1

,C i−1,x j
+ρi ,x j

}
∀ j > 1, i > 1 (5.16)

Cmax (xPF SP ) =Cm,xn
(5.17)

Cmax denotes the makespan minimisation as the optimisation criterion of PFSP. Con-

straint 5.13 ensures that the processing of the job on each machine only starts when the

processing of the same job on the previous machine is completed. Constraint 5.14 ensures

that each job can start only after the previous job assigned to the same machine at the same

factory has been completed. Constraint 5.15 formulates the makespan and constraints 5.16.
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Table 5.4: PFSP Example - 5 Machine and 8 Jobs

Processing Time
Jobs Machine 1 Machine 2 Machine 3 Machine 4 Machine 5

C1 2 3 1 2 3
C2 1 2 1 4 1
C3 2 1 2 4 3
C4 3 4 2 4 2
C5 1 3 3 2 3
C6 4 2 4 1 2
C7 1 3 1 4 1
C8 2 3 1 2 4

Figure 5.7: Example - Scheduling Plan

Travelling Salesman Problem (TSP)

TSP is one of the famous classical optimisation problems that involves determining a tour

that minimises the total distance travelled by a salesman [151]. TSP is defined by n ×n dis-

tance matrix of n cities where the salesman is required to visit each city once. The distance

between two locations i and j is defined by di j . TSP seeks to determine the best permuta-

tion xT SP = (x1 ,x2 , · · · ,xn) that minimises f (xT SP ) defined by:

mi n f (xT SP ) =
n∑

j=2
d j−1, j +dn,1 (5.18)

Quadratic Assignment Problem (QAP)

QAP is a generalisation of a linear assignment problem with a non-linear objective function

[197]. Given a set of n facilities and n locations, QAP seeks to find an optimal assignment

xQ AP = [αi j ]n ×n, a permutation matrix, that minimises f (xQ AP ), the total operation cost of

the facilities. We specify a cost ci j which is associated with the cost of assigning facility i to
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Figure 5.8: Example - TSP

location j . We defineαi j ∈ {0,1} where i , j = 1,2, · · · ,n as a binary variable and ifαi j indicates

1, it means that facility i is assigned to location j and 0 otherwise.

mi n f (xQ AP ) =
n∑

i=1

n∑
j=1

ci jαi j (5.19)

Subject to;
n∑

i=1
αi j = 1 ∀ j = 1,2, · · · ,m (5.20)

n∑
j=1

αi j = 1 ∀i = 1,2, · · · ,m (5.21)

αi j ∈ {0,1} ∀i , j (5.22)

Constraint 5.20 ensures that each location must only be placed by one facility. Con-

straint 5.21 ensures that each facility must be assigned to one location only. Constraint 5.22

defines the decision variable.

5.4.2 Linked Problems and Formulations

Links in real-world applications are exhaustive. Several of these links have been selected

to explore different modes of linkages in linked optimisation problems. In this section, we

provide a mix of optimisation problems as shown in Table 5.5 and present instances of for-

mulations of how conventional optimisation problems are linked to each other.

Facility Location Problem (FLP) and Job Assignment Problem (JAP)

We define FLP & JAP as follows: a set J of n jobs (this corresponds to l customers in FLP)

have to be serviced on a chosen subset of K facilities, and this subset is assigned m agents
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Table 5.5: Linked Problems

Optimisation FLP KP JAP PFSP TSP QAP
Problems
FLP FLP 7→ JAP FLP 7→ PFSP
KP KP 7→ JAP KP 7→ PFSP KP 7→ TSP
JAP JAP 7→ TSP
PFSP
TSP
QAP QAP 7→ TSP

to fulfil the jobs. Each facility can not service all the jobs. Once a job j is assigned to a facility

k,k = 1,2, · · · ,K , it cannot be transferred to another facility as it must be completed at the

assigned facility. Two decisions are incorporated when assigning the agents to the selected

facilities; the decisions of what agent should be assigned to facility k, if selected, and what

customer/job assigned to facility k should be serviced by an agent assigned to facility k. The

processing time of job j by agent i is denoted as ci j . The distance between each facility and

a customer/job is denoted as dk j andαk denotes the running cost of facility k. We define D j

as the demand units of customer j , bi as capacity of agent i and wk as capacity of facility k.

FLP & JAP consider a simultaneous minimisation of the cost of assigning agents to jobs and

the cost of fulfilling the assigned jobs by the facilities. Here we define the linked problem of

FLP & JAP as follows;


mi n f (xF LP ) =

K∑
k=1

αk xk +
K∑

k=1

n∑
j=1

dk j xk yk j

mi n f 2(xJ AP {xF LP }) =∑K
k=1

∑m
i=1

∑n
j=1 ci j xk xki yk j zi j

(5.23)

Subject to;
K∑

k=1
xki = 1 ∀i = 1,2, · · ·m (5.24)

K∑
k=1

m∑
i=1

xki yk j zi j = 1 ∀ j = 1,2, · · ·n (5.25)

n∑
j=1

D j ≤ wk ∀k (5.26)

K∑
k=1

n∑
j=1

D j xki zi j ≤ bi ∀i (5.27)

xk ,xki yk j , zi j ∈ {0,1} ∀i , j ,k (5.28)

Constraint 5.24 ensures that each job is assigned to precisely one facility, Constraints 5.25

each job is fulfilled by one facility and one agent. Constraint 5.26 ensures that the total

demand of jobs assigned to each facility does not exceed the capacity of the facility. Con-

straints 5.27 ensures that the total resource requirement or total demand of jobs assigned to
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each agent does not exceed the agent’s capacity, and Constraints 5.28 defines the decision

variables.

To further explain the linked problem of FLP & JAP, we define the problem instance from

Tables 5.1 and 5.3 with 8 jobs, 5 facilities, and 5 agents. Here, Cn in Table 5.1 corresponds to

Jn in Table 5.3. Given that xF LP = {11010} as seen in Figure 5.9, this means that facilities 1, 2

and 4 have been selected, and assuming that customers 1, 3, 4 and 6 are allocated to facility

2, customers 7 and 8 are allocated to facility 1 and customers 2 and 5 are allocated to facility

4. Then, when xF LP is used as input to instantiate the JAP, this influences the feasibility of

solutions obtained in JAP. Assuming, the solution for JAP is x J AP = {E ADD ABCC }, i.e., agent

E is assigned to job C1, agent A to jobs C2 and C5, agent D to jobs C3 and C4, agent B to

job C6 and agent C to jobs C7 and C8. The feasibility of a solution for JAP depends on the

facilities that fulfil the set of job/customer demands. In Figure 5.9, as agent C is assigned to

perform customers jobs C7 and C8 which are fulfilled at facility F1, if the agent is assigned a

job which is to be fulfilled at facility F4, for instance, the solution becomes infeasible. This

simply means that the linkage between FLP and JAP is that the solution of FLP constrains

the JAP. The implication is that a solution of FLP dictates which region in the solution space

of the JAP is feasible.

Figure 5.9: FLP & JAP Linked Problem Example

Facility Location Problem (FLP) and Permutation Flow Shop Scheduling Problem (PFSP)

FLP & PFSP can be defined as follows: a set J of l jobs (this corresponds to customers in

FLP) have to be processed on a chosen subset of K facilities, and each facility contains

the same set of m machines. Each facility is capable of processing all jobs. Once a job

j , j ∈ J is assigned to a facility k,k = 1,2, · · · ,K , it cannot be transferred to another facil-
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ity as it must be completed at the assigned facility. The processing time of job j on ma-

chine i at factory k is denoted as ρk,i , j . It is assumed that processing times do not change

from facility to facility and therefore, ρ1,i , j = ρ2,i , j = ·· · = ρK ,i , j ,∀i = 1,2, · · · ,m. We consid-

ered the minimisation of maximum makespan among selected factories and the minimi-

sation of the cost of fulfilling the assigned jobs by the facilities. Given that the solution

of FLP is xF LP = {x1, · · · , xK } ∈ {0,1}K . This creates
∑K

k=1 xk PFSP problems, one for each of

the facilities selected. Let
∑K

k=1 xk = s be the number of facilities opened/selected. Hence,

PF SP = {PF SP1,PF SP2, · · · ,PF SPs}.

PFSP is therefore minimised as f (xPF SP ) = max( f (xPF SP1
), f (xPF SP2

), · · · , f (xPF SPs
)). The

linked model is as follows;

mi n f 1(xF LP ) =∑K
k=1αk xk +

∑K
k=1

∑l
j=1 dk j xk yk j

mi n f 2
xF LP

(xPF SP ) = max
{

C (xPF SPk
)xk

}K

k=1

(5.29)

For example, using the problem instances in Tables 5.1 and 5.4, given that xF LP = {11010},

i.e., factories 1, 2 and 4 have been selected, and assuming that customers 1, 3, 4 and 6 are

allocated to factory 2, customers 7 and 8 are allocated to factory 1 and customers 2 and

5 are allocated to factory 4. This then creates three sub-PFSP problems, as seen in Figure

5.10. The production plan is scheduled at the three selected facilities and then identifies the

critical facility (i.e., the facility that produces maximum makespan). The implication of the

linkages between FLP and PFSP results in changes in the solution structure and objective

function of PFSP. A solution xF LP of the FLP transforms the PFSP solution vector into s sub-

vectors where s is the number of facilities selected in xF LP .

Knapsack Problem (KP) and Job Assignment Problem (JAP)

The linked problem of KP & JAP involves selecting a subset of jobs that will maximise profit

with a minimal cost associated with agents assigned to perform the selected jobs. Here, the

number of items from the KP corresponds to the number of jobs in the JAP, i.e., n items = n.

Each item has its value and weight. Given that the solution of the KP is xK P = {x1, x2, · · · , xn} ∈
{0,1}n . This changes the size of the JAP to

∑n
i=1 xi . Assuming

∑n
i=1 xi = s, then, JAP is min-

imised as
∑n

i=1

∑s
j=1 ci j xi max f (xK P ) =∑n

i=1ρi xi

mi n f 2
xK P

(x J AP ) =∑m
i=1

∑n
j=1 ci j yi j x j

(5.30)

Lets assume that the solution of KP problem example in Table 5.2 is given as xK P =
{11101001} which means that items 1, 2, 3, 5 and 8 are selected. When injected as input

to the JAP problem example in Table 5.3, this solution creates a new instance of the JAP

problem of size equal to the number of selected items in KP. This changes the dimensional-

ity of the solution x J AP of the JAP based on the number of items selected in the KP problem,

as seen in Figure 5.11.
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Figure 5.10: FLP & PFSP Linked Problem Example

Figure 5.11: KP & JAP Linked Problem Example

Knapsack Problem (KP) and Permutation Flow Shop Scheduling Problem (PFSP)

KP & PFSP involves the selection of jobs for scheduling which will maximise profit at min-

imal completion time. We select from a subset of n items (KP) to be scheduled on m ma-

chines. Each item has its value and weight. Also, the number of items from the KP corre-

sponds to the number of jobs in the PFSP. Given that the solution for KP is xK P = {x1, x2, · · · , xn} ∈
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{0,1}n , then, this changes the size of the PFSP to
∑n

i=1 xi .

max f (xK P ) =∑n
i=1ρi xi

mi n f 2
xK P

(xPF SPs
) =C (xPF SPs

)
(5.31)

n∑
i=1

xi = s (5.32)

From Table 5.2, given that the solution for KP is xK P = {11101001}, i.e., jobs 1, 2, 3, 5 and 8

are selected to be scheduled for production tasks for the PFSP in Table 5.4. The solution xK P

instantiates the PFSP in terms of the number of jobs selected by the KP. Figure 5.12 shows

the example of the linkages between the KP and PFSP problems where the solution of the

KP changes the size of the PFSP. The PFSP only schedules the selected items from the KP.

Figure 5.12: KP & PFSP Linked Problem Example

Knapsack Problem (KP) and Travelling Salesman Problem (TSP)

KP & TSP linked problem considers the selection of a subset of items to be picked by a trav-

elling salesman. Each item has its value and weight, and the salesman’s vehicle capacity

corresponds to the knapsack’s weight. In addition, the number of items from the KP cor-

responds to the number of locations of the TSP. Each item in the KP is associated with a

location in the TSP. The solution of the KP is given as xK P = {x1, x2, · · · , xn} ∈ {0,1}n . This
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changes the size of the TSP such that the subset of the item set is only visited. A typical

solution pair representation is shown in Figure 5.13.max f (xK P ) =∑n
i=1ρi xi

mi n f 2
xK P

(xT SPs
) =∑s

j=2 d j−1, j +ds,1

(5.33)

Subject to;
n∑

i=1
xi = s (5.34)

Figure 5.13: KP & TSP Linked Problem Example

Job Assignment Problem (JAP) and Travelling Salesman Problem (TSP)

The linked problem of JAP & TSP seeks to simultaneously minimise the cost of perform-

ing a set of jobs assigned to a set of agents and the total travelling distance of visiting the

assigned job locations by the agents. In the linked problem, there are n cities with given

distance matrix
{
di j

}
. Also, there are n jobs to be assigned to m agents/personnel with

given availability/skill capacity/requirements. Here, the number of jobs for JAP corresponds

to the number of locations in TSP. Each job in the JAP has a location in TSP. Given that

the solution of the JAP is x J AP = (x j )n
j=1, such that, x j ∈ {1,2, · · · ,m}. This creates mul-

tiple TSP problems, each TSP per agent. Assuming m agents are scheduled for n jobs,

then, TSP = {T SP1,T SP2, · · · ,T SPm} as seen in Figure 5.14. TSP is therefore minimised as

f 2
x J AP

(xT SP ) =∑m
i=1 f 2(T SPi ).mi n f 1(x J AP ) =∑m

i=1

∑n
j=1 ci j yi j

mi n f 2
x J AP

(xT SP ) =∑m
i=1 f 2(xT SPi

)
(5.35)
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Figure 5.14: JAP & TSP Linked Problem Example

Quadratic Assignment Problem (QAP) and Travelling Salesman Problem (TSP)

The linked problem between QAP & TSP is the integration of assignment and sequencing

problems prevalent in real-life situations in the supply chain involving a wide range of plan-

ning problems [197]. Let us consider a group of customers with unique products which a

salesman delivers. Assuming each product is stored in different warehouses, i.e., a ware-

house can only store a particular type of product. This means n warehouses are needed for

n types of products. The linked problem is stated as follows: A salesman moves from the

starting warehouse to deliver to the customer assigned to the warehouse, then go back to

another warehouse to pick another product type for the next customer and travel to deliver

the product at another location. The process continues until the last delivery is completed,

and the salesman returns to the starting warehouse.

The objective of the linked problem is to minimise the salesman’s total travelling dis-

tance, including the distances covered from each warehouse to the customer location and

the distances from each customer location to each warehouse. We formulate the problem

as follows;

mi n f (xQ AP , xT SP ) =
n∑

i=0

n∑
j=1

n∑
k=1

(
di j +d j k

)
αi j k +dn0 (5.36)

Subject to;
n∑

i=0

n∑
j=1

αi j k = 1 ∀k = 1, · · · ,n (5.37)
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n∑
i=0

n∑
k=1

αi j k = 1 ∀ j = 1, · · · ,n (5.38)

n∑
j=1

n∑
k=1

αi j k = 1 ∀i = 0,1, · · · ,n (5.39)

αi j k ∈ {0,1} ∀i , j ,k = 1, · · · ,n (5.40)

Constraints 5.37 - 5.39 ensure that each customer location and each warehouse is visited

once. Constraint 5.40 is a decision variable declaration. The example shown in Figure 5.15

explains the sequencing of travel by the salesman while simultaneously maintaining the

assignment of each customer to each warehouse. The permutation in the TSP adheres to

the assignment problem, i.e., the assignment of each customer to the individual warehouse

does not change while sequencing the salesman trip.

Figure 5.15: QAP & TSP Linked Problem Example

The implementation of the linked problems and formulations presented above are based

on an object-oriented architectural framework which is presented in the next subsection.

5.4.3 Linked Problem Implementation Framework

The architectural framework of the linked problem is designed following an object-oriented

architecture based on the jMetal multi-objective framework [119]. The framework contains

a set of base classes which can be reused to design a new algorithmic methodology for linked

problems and to implement complex operators for linked problems. We present the core

classes of the linked problem implementation as shown in Figure 5.16. Figure 5.16 presents

an UML diagram of core classes for the linked problem implementation. The principle of
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the framework is that an algorithmic approach uses one or more algorithms to solve a linked

problem. These are represented in classes, as seen in the figure.

From the concept of jMetal, We adopt a generic way to represent the core classes like

Algorithm, AlgorithmLP, Problem, Operator, and Solution. These classes are superclasses

which can be subdivided into functional or application-specific classes. For instance, the

class Algorithm represents the superclass for individual solvers where different categories

of metaheuristics can inherit it. Also, these classes are defined by the jMetal framework, but

the functionalities were extended for the linked optimisation framework.

Class AlgorithmLP represents the superclass for all algorithmic approaches for linked

optimisation problems. In Figure 5.16, three examples of algorithmic approaches have

been implemented, including; Sequential, MCRGALP, and NSGALP. Different algorithmic

approaches can inherit the AlgorithmLP superclass, and these approaches can take on one

or more metaheuristics. An instance object of ALgorithmLP may require some application-

specific parameters and can also embed some multi-objective properties or multi-criteria

decision-making methods. The main method in AlgorithmLP is run(), which triggers the

execution of the algorithmic approach selected.

In the implementation, all the problems have to inherit a generic superclass Problem.

This class contains evaluate(), evaluateConstraints() and an additional method parentSo-

lution(). The evaluate() method takes a candidate solution and evaluates the solution. The

evaluateConstraints() also takes the candidate solution and checks for constraint violations.

The parentSolution() method allows a problem, if dependent, when incorporated in a linked

structure, to take as input a solution from a principal (parent) problem via a subclass of the

AlgorithmLP. The parentSolution() is used to instantiate the problem based on the solution

of the parent problem.

One of the core classes for this framework is the LinkedProblem superclass which takes

two or more problems and contains a graph of the link structure based on an adjacency

matrix. The two main methods used in this class are getLinkedProblem() and getAdjacen-

cyMatrix(). The getLinkedProblem() retrieves the problem in the linked structure, and the

getAdjacencyMatrix() retrieves the links between the problems in the linked structure. The

implementation framework has implemented a set of linkages between two classical prob-

lem classes. Each linked problem uses an abstract of the LinkedProblem superclass to de-

fine the linkages.

The generic Solution superclass allows different types of solution objects. Three solution

representation types are implemented - integer permutation, integer solution, and binary

solution. Many more representations can be incorporated into the implementation frame-

work by inheriting the Solution superclass.

The operator is a superclass that serves as the generic operator used by the different

algorithms. The algorithm contains the getParameter() and setParameter() methods, which

are used for adding and accessing operator-specific parameters. The generic object allows

a high degree of flexibility regarding different operators’ behaviours and adaptation.
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Figure 5.16: Linked Problem Implementation Architecture adapted from [119]
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5.5 Experimentation and Analysis

An exploratory, experimental analysis is performed to ascertain the interactions between

the selected problem combinations. In the data exploration analysis, we generate randomly

and evaluate 10000 solutions for the parent problem. We instantiate the child problem for

each solution generated on the parent problem based on our linked optimisation frame-

work. We then generate randomly and evaluate 1000 solutions for each instantiated child

problem and compute the mean value of the fitness values of the child solutions. Next, we

determine the relationship between the sub-problems for each linked problem instance us-

ing Spearman’s correlation coefficient. See Figure 5.17 showing the correlation analysis of

individual linked problems. Computational analysis is performed on the same computer

environment with Intel Core i9, 2.4GHz, 32GB RAM, and Windows 10 Enterprise OS. The

experimental computation is implemented in Java.

5.5.1 Benchmarks

Table 5.6 presents benchmark instances of linked problem mix. The parent benchmark is

the independent benchmark problem, and the child is the dependent benchmark problem.

The table shows the total number of combined instances per problem mix and the range of

problem sizes.

Table 5.6: Problem Mix Benchmark

Linked Parent Child No. of Range of
Problems Benchmark Benchmark Instances Problem Size
FLP 7→ JAP Beasley [24] and Holmberg [175] Beasley [24] 144 100 - 200
KP 7→ JAP KPLIB [208] Beasley [24] 1700 100 - 200
FLP 7→ PFSP Beasley [24] and Holmberg [175] Taillard [343] 620 50 - 200
KP 7→ PFSP KPLIB [208] Taillard [343] 4008 50 - 200
KP 7→ TSP KPLIB [208] Gerhard [313] 737 50 - 500
JAP 7→ TSP Beasley [24] Gerhard [313] 114 100 - 200
QAP 7→ TSP QAPLIB [51] Gerhard [313] 60 100 - 150

5.5.2 Analysis of Results

We believe that selecting an appropriate approach for a linked optimisation problem is

highly dependent on the level of relationship between the problems. We determine the

relationship between the sub-problems in the data exploration analysis using Spearman’s

correlation coefficient. The correlation distribution of the linked problem under consid-

eration is presented in 5.17. The degree of relationship between the mix of problems is a

function of how a solution of one problem changes/modifies the solution, objective func-

tion and/or the constraint of another problem. A highly correlated problem mix may require
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a robust approach that considers solving the problems simultaneously. A weak or uncorre-

lated relationship between the problem mix might require a simple and cheap approach

that considers solving the problems in sequence.

(a) FLP and PFSP (b) JAP and TSP (c) FLP and JAP

(d) KP and TSP (e) KP and JAP (f) KP and PFSP

(g) QAP and TSP

Figure 5.17: Correlation Analysis of Linked Problems

Figure 5.17a shows the correlation analysis of FLP & PFSP linked problems with a range

of problem sizes between 50 - 200. The figure clearly shows that the highly correlated prob-

lem mixes comprise 10 facilities followed by 16 facilities. The correlation score decreases as

the number of facilities increases. There is a slight or minimum impact of the number of

machines on the correlation analysis. This suggests that, from the correlation distribution,

the differences in correlation values are driven by the number of facilities for each problem

instance data. This simply means that any algorithmic method used in tackling the problem
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(a) 50 Facilities, 5 Machines & 50 Customers

(b) 16 Facilities, 20 Machines & 100 Customers

(c) 25 Facilities, 20 Machines & 200 Customers

Figure 5.18: FLP and PFSP Linked Problems

mix would perform differently from the basis of the different correlation values. The signifi-

cance of this is that determining the underlying level of relationships in the linked problems
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can influence the complexity of algorithmic design for such problems. Another way to look

at the relationship between the FLP & PFSP is to identify the changes that occurred to the

attributes of the dependent problem (PFSP) due to the linked structure formation. In this

case, the changes happen at the objective function level. We only considered the facility

(i.e., critical factory) with the highest makespan as the objective function to be minimised.

This only considers the jobs assigned to the critical factory. However, it is quite different

when the PFSP is considered in isolation as all the jobs’ processing time is considered. Fig-

ure 5.18 presents three scatter plots showing the patterns of the association between the

two problems. The three plots indicate a non-linear relationship between FLP & PFSP. This

clearly suggests that selecting or designing an appropriate algorithmic approach to solve

such linked problem must consider a robust and adaptive non-linear strategy.

(a) 5 Agents & 100 Customers (b) 20 Agents & 100 Customers

Figure 5.19: JAP and TSP Linked Problems

The correlation distribution shown in Figure 5.17b for the JAP & TSP linked problem

shows that there are no significant correlation between the corresponding objectives of the

JAP and the TSP. In this case, simple algorithmic methods can be adopted to tackle the linked

problem where both problems in the linked structure can be solved close to optimality. It is

also important to note that linked problems of this nature are often caused by how a princi-

pal problem constrains its successor. Here, the capacity of the individual agents constrains

the number of locations to visit in the linked problem. As suggested by the correlation distri-

bution, the objective function obtained for the correlation analysis does not have a bearing

on the constraints of the linked problem. In addition, Figure 5.19 shows clearly from the two

plots the randomness between JAP & TSP. It simply means that no apparent relationship is

evident from the data regarding the fitness values.

In Figure 5.17c, we consider the linkages between FLP & JAP with problem sizes be-

tween 100 and 200. Correlation distribution suggests that linked problem instances of 30
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facilities are highly correlated compared with 10 and 20 facilities. The correlation distri-

bution also suggests the influence of information associated with the individual problem

instances. Different algorithmic approaches will perform differently regarding their ability

to cope with the variability of the linked problem data. As seen in Figure 5.20, three scatter

plots are shown. The three plots behaved differently, showing varying properties. An appro-

priate algorithmic strategy for such linked problem instances must be able to accommodate

the different varying attributes in the problem data.

(a) 16 Facilities, 5 Agents & 100 Customers (b) 25 Facilities, 10 Agents & 200 Customers

(c) 16 Facilities, 20 Agents & 100 Customers

Figure 5.20: FLP and JAP Linked Problems

Figures 5.17d, 5.17e, 5.17f show consistent correlation distribution across the linked

problem instances. The three linked problems (i.e., KP & JAP, KP & PFSP, and KP & TSP)

show highly correlated values, which suggests strong and obvious evidence of linkages. The
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KP problem serves as the principal problem, which instantiates the successor problems by

changing the dimension of the solution space in the three examples of the linked problem.

(a) 5 Agents & 100 Items

(b) 5 Agents & 200 Items

Figure 5.21: KP and JAP Linked Problems

We present three scatter plots of the linked problem in Figures 5.21, 5.22, and 5.23. We

converted the KP maximisation problem to a minimisation problem by reciprocating the

fitness value of KP. Figure 5.21 shows two scatter plots of fitness values of 1/KP minimisa-

tion problem vs mean fitness values of 1000 randomly generated solutions of instantiated

JAP. The scatter plots show significant and indirect relationships between KP and JAP. This

implies that changes in the fitness of KP have implications on the cost associated with per-

forming the jobs by the agents. The relationship is linear and consistent across all instances

of the KP & JAP linked problem. An algorithmic strategy to solve this linked problem must

account for the linearity between the problems.

Figure 5.22 shows two scatter plots of fitness values of 1/KP minimisation problem vs
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(a) 10 Machines & 50 Items

(b) 10 Machines & 200 Items

Figure 5.22: KP and PFSP Linked Problems

mean fitness values of 1000 randomly generated solutions of instantiated PFSP. Both scatter

plots show differing patterns indicating that various attributes contribute to the variation

in relationships. However, to a large degree, most instances show a significant and indirect

relationship between the KP & PFSP linked problem. Therefore, maximising the fitness of

KP results in increasing job completion time. The variability could be influenced by many

factors, like the machines’ attributes. Therefore, any algorithmic strategy must consider the

variability in the linked problem instances.

The scatter plots in Figure 5.23 show a conflicting relationship, which is consistent across

all linked problem instances. Hence, with more items selected in the KP problem, the sales-

man will have to travel to the locations where these items are, thereby increasing total travel

time. A robust algorithmic strategy is necessary to account for the conflicting objectives.

In terms of the QAP & TSP linked problem, correlation distribution in Figure 5.17f re-
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(a) 100 Items/Customers

(b) 500 Items/Customers

Figure 5.23: KP and TSP Linked Problems
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vealed a high level of correlation across all the linked problem instances. In addition, the

two scatter plots shown in Figure 5.24 suggest a direct linear relationship across all the

linked problem instances. On the occasion of a direct linear relationship in this type of

linked problem, an algorithmic strategy could be adopted as long as the algorithm can

achieve a close to optimal solution for the principal problem with negligible execution time.

(a) 100 Facility & Customers

(b) 150 Facility & Customers

Figure 5.24: QAP and TSP Linked Problems
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The analysis of the simple experimental undertaking on the different mix of linked opti-

misation problems suggests that network interactions vary in a real-world supply chain. The

interaction level occurs in three modes; the interaction that changes the solution represen-

tation of a problem, the interaction that changes the fitness function, and the interaction

that changes/modifies the problem constraints. These interactions suggest whether a rela-

tionship is linear or non-linear. A linear relationship is identified in linked problems where,

in most cases, the dependent sub-problem’s solution changes. It is seen in the changes in

the problem’s dimensionality or the structure of the solution representation of the depen-

dent problem. In a non-linear relationship, we may observe the changes in the fitness func-

tion or the changes in constraints of the dependent problem. As the analysis suggests, the

underlying modes of interactions require different algorithmic approaches to reach an over-

all objective. Therefore, it is essential to understand these modes of interaction. Then, from

the characteristics that define these interactions, appropriate algorithmic strategies can be

implemented in a way that accounts for such characteristics. In addition to the interactions,

it is also observed that the data drives most variations in the individual linked sub-problem

instances. There is a possibility that wrong problem instances have been combined. This

suggests a comprehensive investigation of the linkages in data of these problem instances.

5.6 Summary

This chapter’s contribution addresses identifying modes of linkages in real-world supply

chains. It addresses the research question (RQ2) and relates to objective (O2). The contri-

bution provides some insights into understanding linked problems in network interactions

and general knowledge about complex interactions. It is observed that the supply chain

constitutes several systems defined by a network. In the network, there are different modes

of interaction, which suggests different implications regarding strategic decision-making

approaches. In order to get a good understanding of the interactions, the chapter proposes

a methodological framework to explore different modes of linkages that constitute interac-

tions in supply chain decision problems. It presents an implementation design to tackle the

decision problems associated with the supply chain network. We analysed seven mixes of

linked problems to present insights into understanding linked problems from the perspec-

tive of supply chain interactions. Results confirmed that different interactions exist with

varying levels of relationships which are highly driven by data. The findings suggest a com-

prehensive investigation of the linkages in data of such problem instances.
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6
Optimisation of Supply Chain Problems: Two

Case Studies

This chapter presents two case studies of linked problem systems to support the research

models proposed in Chapter 5. Each case considers two interconnected supply chain deci-

sion problems and presents three algorithmic strategies in tackling them.

6.1 Introduction

Several research communities are increasingly studying multiple optimisation problems

whose solutions interact, thereby leading researchers to consider various approaches to a

joint solution. A linked optimisation problem explains the concept of joint optimisation

task involving n (i.e. n ≥ 2) interdependent problems, i.e., a decision made for one problem

causes a ripple effect on other dependent problems. We can define the link between two

problems provided that the decision made for one problem p1, i.e. the chosen solution x1∗,

affects the other problem p2. Thus, the decision made in p1 can affect elements of p2, its

search space x2, its evaluation function f 2, and/or its constraints c2. The formalism of the

linked optimisation framework is presented in Section 3.2.1 of Chapter 3.

Linked problems are mostly solved separately and sequentially, often leading to subop-

timal joint solutions [274]. Many examples occur in the literature where particular linked

problems are modelled, and solutions are developed to solve the problem. In such studies,

the solution of one problem dictates the outcome of others. A practical example is iden-

tified in [341], where a decision support optimisation system is used for a complex logis-

tics operation involving five related problems; facility location, truck scheduling problem,

packing problem, driver selection and vehicle routing. Another instance of a linked optimi-

sation problem is in Chen et al. [73], where authors identified a significant interrelationship

between crane handling and truck transportation and tackled the problems by integrating

them using linked measures.

Real-world problems, like supply chains, are systems characterised by such combina-

tion and interdependency, where some features of the sub-components of the problem are
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linked [42]. A decision made at one point in the supply chain could have significant conse-

quences that ripple through linked production and transportation systems. This implies

that an optimal solution for individual operational supply chain components might not

guarantee an optimal solution for the overall supply chain problem [363]. The two case

studies considered in this thesis are (1) the linkages between a facility location problem

(FLP) and permutation flow shop scheduling problem (PFSP) of a distributed manufactur-

ing system DMS, and (2) the integration between job assignment problem (JAP) and travel-

ling salesman problem (TSP) of a service chain system where service personnel are required

to perform tasks at different locations.

6.2 Proposed Algorithmic Approach

This section proposes three approaches to tackle the two case studies. They include the

Sequential approach, Nondominated Sorting Genetic Algorithm for Linked Problem (NS-

GALP) and Multi-Criteria Ranking Genetic Algorithm for Linked Problem (MCRGALP). The

three approaches are described in Sections 6.2.2-6.2.4. The motivation for selecting these

approaches is as follows: first, the characteristics of linked optimisation problems vary with

different data instances. Thus, different behavioural algorithmic approaches can be ex-

plored to address and understand such differing characteristics. Second, linked problems

exhibit linkages that change features like problem solutions, objective functions, and con-

straints. With these forms of linkages, selecting the right approaches is significant to the

specific linked nature of the problem.

6.2.1 Algorithmic Approaches Vs Existing Approaches

Recently, there has been new development in the area of evolutionary computation which

involves evolutionary multi-tasking. Evolutionary multi-tasking involves multiple optimi-

sation tasks at a time that takes advantage of implicit knowledge transfer across diverse

problems [387]. Gupta et al. [158] introduced a new category of such optimisation prob-

lem and labeled this as multifactorial optimisation (MFO). MFO is an evolutionary multi-

tasking optimisation paradigm that is characterised by multiple search spaces which cor-

respond to individual tasks with corresponding function landscape. In the same manner,

linked optimisation problem can also be categorised as a problem based on the premise of

evolutionary multi-tasking paradigm. However, there are fundamental disparities between

the principles of the two paradigms. One of the recently proposed solver for MFO is mul-

tifactorial evolutionary algorithm (MFEA), which harnesses the genetic complementarity

between tasks. However, this algorithm does not take into consideration the relationship

between the optimisation tasks before multi-tasking [387]. The algorithms modelled for

MFO problems employ single population in which each task in the MFO problem repre-

sents a contribution factor that influences the population evolution [348]. This is achieved
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by considering unified representation (unified search space) for the tasks. Each population

is focused on one task and transfer knowledge with other individuals that belongs to other

tasks based on assortative mating and cultural transmission [348]. However, linked optimi-

sation problem considers problem interdependency that changes the individual problem

solution space, objective function and/or constraints. This set of relationship is modelled

within the algorithmic framework allowing the transfer of solutions for one problem to in-

stantiate the other problem while conducting the evolutionary process. The ultimate goal of

any solver adopted for MFO is to fully and concurrently optimise each task (problem) based

on implicit parallelism of population-based search. Whereas, in linked optimisation prob-

lems, the purpose of the three algorithmic methods proposed in this chapter is to efficiently

consider solutions corresponding to individual problems or tasks that resolve conflicting

objectives among conflicting objectives corresponding to individual tasks. The prescribed

scope for MFO is not driven by the concept of Pareto optimality. Rather, its scope is to

find the global optimum of at least one constitutive objective function [158]. However, the

proposed algorithmic approaches presented in this chapter considers all the constitutive

objectives that can translate into finding the global optimum.

In the field of multi-objective optimisation (MOO), in some cases, standard evolution-

ary algorithms (i.e., NSGA-II, MOEAs, etc) for multi-objective optimisation are applicable

for the purpose of linked optimisation problems. The fundamental difference is the fact

that while the MOO algorithms attempt to efficiently resolve conflicts among competing

objectives of the same task or problem, the sequential approach, NSGASLP, and MCRGALP

proposed for linked optimisation problem aim to leverage the conflicting objectives cor-

responding to the individual problems or tasks. In addition, the capabilities embedded in

the three proposed approached can tackle multiple MOO problems. For instance, the se-

quential approach for multiple MOO problems can be applied by incorporating multiple

NSGA-IIs or MOEAs.

6.2.2 Sequential Approach

The sequential algorithmic approach applied to each case study follows a sequential pro-

cess that incorporate two algorithms. This approach is commonly known for solving linked

problems in a hierarchical structure, usually, between two decision-makers [232] [182]. Bi-

level optimisation problem is a typical example where sequential based approach has been

used [73] [240] [356].

We express a sequential approach as
(

Ap1
, Ap2

|p1 , p2

)
, where

(
Ap1

, Ap2

)
represents two

algorithms used in the sequential approach and
(
p1 , p2

)
represents the two problems for

each case study.

Algorithm 7 shows a sequential approach for solving each case study. First, algorithm

Ap1
solves problem p1 , selects the best solution x∗

p1
then, uses best solutions x∗

p1
to instan-

tiate the second problem p2 based on their linkage structure. Next, the instantiated p2 is
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solved using algorithm Ap2
and then select best solution x∗p2

. In sequential approach, solu-

tion x∗
p1

instantiates problem p2 once to return best solution pair.

Algorithm 7: SEQU E N T I AL

x∗
p1

← Ap1
|p1 ;

x∗
p2
← Ap2

|(p2 , x∗
p1

) ;
Result: (x∗

p1
,x∗p2

)

6.2.3 Non-dominated Sorting Genetic Algorithm for Linked Problem (NSGALP)

To solve each case study, using a multi-objective approach, we consider the solutions of p1

and p2 as a joint solution and adapt the fast non-dominated sorting procedure, a fast crowd-

ing distance estimation procedure, and a simple crowding comparison operator based on

NSGA-II framework [103]. More details about the NSGA-II algorithm can be found in [103].

Algorithm 8 shows a multi-objective framework we adopted in tackling each case study.

First, we perform random initialisation of population pop0
(p1,p2) containing N pairs of so-

lutions (xp1 ,xp2 ). After that, we evaluate the population with the respective objective func-

tion associated with the problem type. Then, we assign rank to the population by sorting

them into fronts F = (F1,F2, · · · ), where Fα ∈ F . After that, we determine the diversity

distα,β
(p1,p2)

for each joint solution using density estimation shown in Eq. 6.1 in front Fα. α

denotes an individual front, and β represents a joint solution in front Fα. Then, we applied

crowded binary tournament selection to select a mating pool Rt
(p1,p2)

of size N . The crowded

binary tournament operator is a modified version of the binary tournament selector that in-

corporates ranking and diversity. Next, we generate N joint offspring of population Q t
(p1,p2)

using crossover and mutation. The procedure for offspring generation is provided in Sec-

tion 6.3.3. Next, we evaluate the newly generated offspring and then combine the offspring

Q t
(p1,p2)

with the parent population pop t
(p1,p2)

. We assign ranks to each joint solution in the

combined population and compute their crowding distance. At this stage, we adopt the

crowded-comparison operator ≺ to guide our selection process based on rank and crowded

distance attributes. The crowded comparison operator compares two joint solutions used

in the tournament selection. At the initial stage with population pop0
(p1,p2), we apply the

crowded binary tournament selection, but in subsequent stages, we use the crowded com-

parison operator. The crowded comparison operator compares all the joint solutions in the

combined population popt
(p1,p2)

of size 2N and select new population pop t+1
(p1,p2)

of size N . The

procedure continues until the stopping criterion is met and then returns F1 as the Pareto

optimal set.
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Non-Dominated Sorting

We adopt [103] fast sort algorithm in NSGALP to sort initial population. In the sorting pro-

cess, we create a set S that contains all the dominated individual solution pairs. The solution

pairs left out form the first front. We then determine the individuals that dominate others

in set S and place them in the next front. We continued the process until we find the subset

of S where any other individual dominates no one individual.

Crowding Distance

Crowding distance defines the sum of individual distance between each Pareto solution on

a front corresponding to each objective[103]. Crowding distance is assigned front-wise and

allows comparison within individual fronts [277]. The crowding distance is calculated af-

ter a non-dominated sorting is completed. Each front is considered individually and then

sorted in non-decreasing order of fitness value so that the first solution pair and the last

solution pair are assigned infinite values. The crowding distance of each solution pair is

calculated using Eq. 6.1.

distα,β
(p1,p2)

=
n∑
ι=1

f ι
α,β+1

− f ι
α,β−1

f ι
α,max

− f ι
α,mi n

∀α (6.1)

Algorithm 8: N SG ALP

pop0
(p1,p2)

← Randomly initialise population ;

Fitness evaluation on pop0
(p1,p2)

;

Assign fast non-dominated sort to pop0
(p1,p2)

;

Apply crowding-distance assignment to pop0
(p1,p2)

;

t← 0 ;
while Stopping criterion not met do

Rt
(p1,p2)

← Select from pop t
(p1,p2)

;

Q t
(p1,p2)

← Generate offspring from Rt
(p1,p2)

;

Fitness evaluation on Q t
(p1,p2)

;

popt
(p1,p2)

← pop t
(p1,p2)

∪ Q t
(p1,p2)

;

Assign fast non-dominated sort to popt
(p1,p2)

;

Apply crowding-distance assignment to popt
(p1,p2)

;

pop t+1
(p1,p2)

← Select survivor from popt
(p1,p2)

;

t ← t +1 ;

end
Result: F 1

(p1,p2)
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6.2.4 Multi-Criteria Ranking Genetic Algorithm for Linked Problem

(MCRGALP)

The multi-criteria approach applied to each case study uses a similar approach to the one

outlined in Section 6.2.3 but with differences in the output returned and the comparison op-

erators used in the tournament selection. Unlike NSGALP, MCRGALP uses a multi-criteria

performance metric known as Technique for Order of Preference by Similarity to Ideal Solu-

tion (TOPSIS) [378], which assigns a performance score to each joint solution. In the MCR-

GALP approach, we use TOPSIS as a comparison operator in the tournament selection pro-

cess to guide the selection of joint solutions at different phases of the algorithm process.

Details about the performance score of TOPSIS is provided in the subsection below. In this

approach, each joint solution in population pop t
(p1,p2)

is assigned a performance score. The

joint solutions are sorted in descending order, i.e., the highest score indicates the best so-

lution pair. The performance score achieved by a joint solution is bounded between 0 and

1. In the offspring generation phase, we adopt the procedure specified in Section 6.3.3 to

obtain offspring population Q t
(p1,p2)

. Thereafter, we evaluate Q t
(p1,p2)

and then, combine the

offspring Q t
(p1,p2)

with the old parent population pop t
(p1,p2)

. Next, we select a new population

pop t+1
(p1,p2)

using the TOPSIS score to sort solution pairs in descending order of performance

score. This process repeats until a stopping criterion is met, and then, the solution pair

(x∗
p1

,x∗
p2

) with the highest score is selected.

Algorithm 9: MC RG ALP

pop0
(p1,p2)

← Randomly initialise population ;

Fitness evaluation on pop0
(p1,p2)

;

t← 0 ;
while Stopping criterion not met do

Assign score to each solution pair in pop t
(p1,p2)

;

pop∗
(p1,p2)

← Get best pairs of pop t
(p1,p2)

;

Q t
(p1,p2)

← Generate offspring from pop∗
(p1,p2)

;

Fitness evaluation on Q(p1,p2) ;

Assign score to each solution pair in Q(p1,p2) ;

pop t
(p1,p2)

← pop t
(p1,p2)

∪ Q t
(p1,p2)

;

pop t+1
(p1,p2)

← Get top N solution pairs with best score from pop t
(p1,p2)

;

t ← t +1 ;

end
Result: (x∗

p1
,x∗

p2
)

Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)

We adopted the TOPSIS method as a selection operator in MCRGALP. TOPSIS is one of the

multiple criteria decision-making methods introduced by Yoon and Hwang [378]. TOPSIS
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uses Euclidean distance computation to select alternatives. It considers alternatives that

are closest to the positive ideal solution but farthest from the negative ideal solution from a

geometrical point [304]. TOPSIS affords the decision-maker the nearest alternative, which is

considered the best one according to the score, illustrated by the judgement [258]. TOPSIS

judges from the perspective of each decision-maker. TOPSIS decision-making technique is

classified into five main steps [353].

The first step involves normalising the decision matrix using Eq. 6.2. Let |pop t | denote

the size of solution pairs in the current population pop t and f i ι represents each decision

criterion such that ι= 1, · · · ,n (i.e., f i 1 - facility cost and f i 2 - makespan for n = 2).

r i ι =
f ι

i∑|pop t |
i=1 ( f ι

i
)2

(6.2)

In the second step, we determine normalized weighted value v i ι with given weight wι =
(w1, · · · , wn) using Eq. 6.3. w j is the weight of the decision criterion for all ι and

∑
ι=1 wι = 1.

v i ι = r i ι ∗wι (6.3)

Step three identifies the ideal best solutions and ideal worst solutions using Eq. 6.4 and

Eq. 6.5. Set I = {ι= 1, · · · ,n} is associated with benefit criteria and set I ′ = {ι= 1, · · · ,n} is

associated with cost.

v+
ι = {

(max v i ι |ι ∈ I ), (min v i ι |ι ∈ I ′), i = 1, · · · , |pop t |}= {
v+

1 , · · · , v+
n

}
(6.4)

v−
ι = {

(min v i ι |ι ∈ I ), (max v i ι |ι ∈ I ′), i = 1, · · · , |pop t |}= {
v−

1 , · · · , v−
n

}
(6.5)

Step four measures the difference between each alternative to the ideal best solutions

v+
ι and ideal worst solutions v−

ι using Euclidean distance computation. Let S+
i be defined as

an alternative distance from the ideal best solution and S−
i as an alternative distance from

the ideal worst solution using Eq. 6.6 and Eq. 6.7 respectively.

S+
i =

√
n∑
ι=1

(v i ι − v+
ι )2 (6.6)

S−
i =

√
n∑
ι=1

(v i ι − v−
ι )2 (6.7)

where i = 1,2, · · · , |pop t |
Step five calculates the performance score and ranks the solution pairs from the largest

value to the smallest value. The alternative with the most significant value is the best solu-

tion pair. The performance score P i for each solution pair is defined in Eq. 6.8.

P i =
S−

i

S+
i +S−

i

wher e 0 ≤P i ≤ 1 (6.8)
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6.3 Case Study 1: FLP (p1) and PFSP (p2)

Globalisation has created a dynamic market structure and rendered traditional centralised

production scheduling inefficient in responding to changing market needs [246]. Distributed

manufacturing systems have become more prevalent in today’s supply chain because they

can achieve lower production costs and management of risks [67, 107].

Distributed manufacturing involves assigning all production tasks among multiple fac-

tories and scheduling at the factories to optimise multiple objectives [246]. A prominent

example is distributed permutation flow shop scheduling (DPFSP). DPFSP is applied in sev-

eral fields such as petrochemical processing, automobile manufacturing, and cell manufac-

turing. It is an extension of the classical permutation flow shop scheduling problem PFSP

[246]. In DPFSP, jobs are allocated among multiple factories, making DPFSP more compli-

cated. However, DPFSP considers only the scheduling operation at the factories but ignores

the cost associated with fulfilling the jobs by individual factories.

This first case study introduces a new variation of DPFSP, which accounts for the factory

cost. We call this problem Facility Location Problem and Permutation Flow shop Scheduling

Problem (FLPPFSP). This section is summarised as follows.

• We formulate a novel model of FLPPFSP to include the factory cost in fulfilling the

jobs. To the best of our knowledge, no similar model has been published in previ-

ous research. This section investigates an FLPPFSP, rarely reported in the existing

research. Most studies only consider the makespan achieved by the schedules but

ignore the cost associated with fulfilling the jobs (distribution cost) by individual fac-

tories. We adopt a linked optimisation framework to represent the linkages between

the two sub-problems.

• We propose a sequential approach, a multi-objective approach (NSGALP), and a multi-

criteria decision-making (MCRGALP) algorithm. Interacting optimisation problems

are connected in diverse ways and may require different and complex algorithmic de-

signs to tackle them.

• We pre-assess the relationship between the two problems in FLPPFSP to guide our

understanding of selecting an appropriate algorithmic approach.

6.3.1 Problem Background

This section briefly reviews related work of distributed permutation flow shop problem

(DPFSP) and then introduces a new variation of DPFSP.

Distributed permutation flow shop scheduling problem (DPFSP) was first explored by

[279], leading to six different mixed integer linear programming (MILP) models. The authors

propose two simple factory assignment rules together with 14 heuristics. Gao and Chen
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[144] proposed a local search-based genetic algorithm to solve DPFSP where the objective

is to minimise the makespan.

A recent study of DPFSP by [246] involves using a knowledge-based multi-objective

memetic optimisation algorithm (KMMOA) to address a sustainable distributed permuta-

tion flow-shop scheduling problem. The problem involves non-identical factory (DPFSP-

NF) that minimises makespan, negative social impact (NSI), and total energy consumption

(TEC). Another variation of DPFSP was proposed by [399] which considers a distributed as-

sembly permutation flow shop scheduling problem (DAPFSP) by minimising makespan us-

ing a genetic algorithm. In [134], DPFSP was addressed to minimise the total flowtime using

18 constructive heuristics and an iterative improvement algorithm. Fu et al. [141] consid-

ered a stochastic multi-objective DPFSP involving total tardiness constraint in minimising

makespan and total energy consumption.

DPFSP typically focuses on production benefits (i.e., minimising makespan, tardiness

and total flowtime) relating to the flow shop scheduling and ignores the cost of fulfilling

the customer demands/jobs by the factories and the proximity of factories to job loca-

tion/delivery sites. In DPFSP, two decisions are taken: job assignment to factories and job

scheduling at each factory [279]. However, for the high performance of DPFSP, an additional

critical decision arises: selecting a set of factories that delivers cost benefits, reduces time to

meet demand and reduces environmental impacts. A subset of factories might deliver cost

savings and, at the same time, reduce job completion time. This, therefore, introduces an

additional classical optimisation problem known as the facility location problem (FLP).

In FLP, the best factories are selected that satisfy constraints requiring jobs are serviced

by the selected factories. The objective of the problem involves the selection of facilities to

service a set of customers’ demands that will minimise the total cost of fulfilling customer

demands. Solving FLP requires two decisions: selection of facilities and demand/job as-

signment to facilities. FLP may be classified into capacitated and uncapacitated variants.

Adapting the FLP to the DPFSP creates a linked optimisation problem, where two clas-

sical optimisation problems (FLP and PFSP) are linked. This chapter, therefore, presents a

novel model of a facility location problem and permutation flow shop scheduling problem

(FLPPFSP) with identical factories. This means that job processing times on machines are

the same from the factory to factory. Also, FLPPFSP considers a subset of facilities to process

a sequence of jobs which seeks to minimise the facility cost and makespan simultaneously.

Similarly, [75] investigated three problems that involve the integration of order batching,

batch sequencing and picker routing (IOBSPR) in warehouses. They proposed an algorithm

linking hybrid-coded genetic algorithm and ant colony optimisation to tackle the IOBSPR

model. It was argued that linking these problems can result in efficiency improvements and

cost savings which, on average, can result in between 5% and 20% cost savings [274].

To further explain the FLPPFSP linked problem, we use problem instance of 8 jobs, 5

factories, and 5 machines as shown in Tables 6.1 and 6.2. The fixed cost of factories and total

job cost per factory (as Cn is referred to a job in Table 6.2) are recorded in Table 6.1. So, for
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Table 6.1: Example of FLP Instance

Fixed Cost 20 23 25 29 30

Demand cost to facility F1 F2 F3 F4 F5

C1 34 20 76 54 44
C2 34 68 23 27 43
C3 56 20 65 53 29
C4 68 25 47 42 60
C5 45 33 65 10 36
C6 51 30 71 60 87
C7 59 35 81 50 65
C8 30 90 21 25 42

Table 6.2: Example of PFSP Instance

Processing Time
Jobs Machine 1 Machine 2 Machine 3 Machine 4 Machine 5

C1 2 3 1 2 3
C2 1 2 1 4 1
C3 2 1 2 4 3
C4 3 4 2 4 2
C5 1 3 3 2 3
C6 4 2 4 1 2
C7 1 3 1 4 1
C8 2 3 1 2 4

instance, fulfilling job C1 at facility 1 will cost 20 (the fixed cost) + 34 (the total demand cost).

The processing time of jobs is recorded in Table 6.2. A solution for the FLP is xF LP = 11010;

this means that factories 1, 2 and 4 are chosen, and assuming that customers 7 and 8 are

allocated to factory 1, customers 1, 3, 4 and 6 allocated to factory 2, and customers 2 and

5 allocated to factory 4. The calculation of the two objectives of the above solutions are

as follows: the first objective - minimising facility cost of fulfilling jobs: f (xF LP ) = (20+23+
29)+(59+30+20+20+25+30+27+10) = 293; the second objective - minimising makespan:

f (xPF SP ) =Cmax = max {C1,C2,C4} = 21. Figure 6.1 shows the Gantt chart of the solution for

the PFSP problem.

Assuming that we ignored the facility cost in fulfilling the jobs and considered schedul-

ing the jobs at all factories as modelled in DPFSP. For instance, given that the solution of the

DPFSP is {(1,8), (6), (4), (2,5), (3,7)}, i.e., customers 1 and 8 allocated to factory 1, customer 6

to factory 2, customer 4 to factory 3, customers 2 and 5 to factory 4 and customers 3 and 7

allocated to factory 5. Then, the objective (makespan) is calculated as follows: f (xPF SP ) =
Cmax = max {C1,C2,C3,C4,C5} = 16. Note that, in the FLPPFSP example, the makespan

f (xPF SP ) was 22, and this is attributed to the number of factories. Thus, with more factories,

makespan will likely be reduced. However, if we consider the factory cost of fulfilling the
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(a)

(b)

(c)

Figure 6.1: FLPPFSP - Example of Sub-PFSP Solutions at Selected Factories

jobs in DPFSP, this will cost 399 (i.e., 20+23+25+29+30+34+30+30+47+27+10+29+65).

Thus, scheduling the jobs across all the factories is not cost-efficient. Invariably, if we fur-

ther consider all makespan across the factories, the total makespan for FLPPFSP and DPFSP

would be 51 (15+14+22) and 73 (15+13+15+14+16), respectively. Environmental sustainabil-

ity has become an increasingly important issue for supply chains [246] because the associ-

129



ated social and environmental impacts are highly related to the operation and processing

times of jobs [8]. Therefore, these calculations indicate that the FLPPFSP has the potential

to achieve greater environmental and cost benefits for manufacturers than when DPFSP is

considered independently.

In FLPPFSP, determining the optimal location of factories and obtaining the best schedul-

ing plan across selected facilities are the two decisions that must be taken simultaneously.

In tackling the FLPPFSP, we need to identify how the two problems (FLP and PFSP) are con-

nected. There are several ways of connecting them depending on how they depend on each

other and the choice of the number of objectives. The interdependence of the two prob-

lems in FLPPFSP have an implication on the algorithmic design for tackling the problem.

A different problem presentation results to different efficiency of an optimisation method

[42].

6.3.2 Problem Formulation

The FLPPFSP denotes P as defined from the formalism of the linked optimisation problem

in Section 3.2.1 and we refer to the mathematical definition of FLPPFSP in Subsection 5.4.2

of Chapter 5 in Equation 5.34 and constrained by Contraints 5.2, 5.4, and 5.13 - 5.16. We

establish a linked optimisation model of FLPPFSP based on facility cost and makespan.

Regarding FLPPFSP as seen in Figure 6.2, solution xF LP of FLP determines the instance

of PFSP and this modifies its fitness function everytime xF LP interacts with it.

Figure 6.2: FLP and PFSP Linkages

6.3.3 Genetic Components for FLPPFSP

The sequential algorithmic approach considers two genetic algorithms, one for each prob-

lem in FLPPFSP. The two problems in FLPPFSP have two different solution representations,

and that uniquely differentiates the two algorithms in terms of encoding and genetic oper-

ators used by each algorithm. In NSGALP and MCRGALP, we embed the different encodings

and the genetic operators in a single algorithmic process.

Encoding

The FLPPFSP encoding uses binary-based encoding for FLP and permutation-based en-

coding for PFSP. The binary-based solution representation is required to address two issues;
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factory selection and the assignment of jobs to selected factories. The permutation-based

mechanism addresses the job sequence at each factory.

Given an FLP solution = {(00001), (10100), (00000), (01010)}, means that job 5 is pro-

cessed in factory 1, jobs 1 and 3 are processed in factory 2 and jobs 2 and 4 are processed in

factory 4. Note that factory 3 is not selected to process any jobs. In the permutation-based

mechanism, job permutation occurs at the factories selected to process each job. The PFSP

solution = {(5), (3,1), (2,4)} is a permutation of jobs with respect to the FLP solution. The

representation of the linkages between the two solutions is driven by our linked optimisa-

tion problem framework provided in Section 3.2.1 of Chapter 3.

Initialisation

In each algorithmic approach, initialisation is carried out by randomly generating a popula-

tion of size N . In terms of the sequential approach, the individual algorithms in Algorithm 7

generate their population separately and apply the genetic search process to the population.

This is quite different in NSGALP and MCRGALP. In the initialisation process in Algorithms

8 and 9, each randomly generated solution of FLP is used to instantiate the PFSP and then,

a random solution for the modified PFSP is generated and paired with the solution of the

FLP.

Genetic Operators

A genetic method adopts crossover and mutation operators to improve solutions during a

search process [248]. Here, we use the same pair of crossover and mutation in the indi-

vidual approaches for the respective solution types. In terms of the crossover operators,

half uniform crossover HUX operator is selected for the FLP solutions and partially mapped

crossover PMX for PFSP solutions, respectively. Regarding mutation operators, we use Bit-

Flip mutation for updating the FLP solutions and permutation swap mutation for the PFSP

solutions, respectively. Partially mapped crossover and permutation swap mutation are

widely used in the study of scheduling [246]. The genetic methodological framework uses

the same crossover and mutation operators for all three approaches. The choice of the ge-

netic operators used in the algorithmic approaches is driven by how they have been used in

the literature for related problems.

In terms of HUX, uniform crossover has commonly been adopted as a genetic operator

in several FLP studies ranging from single to multi-objective FLP [32] [166] [216]. It is a

known fact that several variants of GAs has proven to be robust with respect to the parameter

setting adopted in HUX. For instance, Konak et al. [216] consider a multi-objective FLP

involving multiple competitors. They use a multi-objective to solve the problem using HUX

as a crossover operator.

Similarly, several variants of GA applied to tackle FLP have adopted BitFlip mutation

operator to diversify the offspring of the parent solutions [10] [166] [254] [218] [222] [352]
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[103]. The choice of BitFlip (also known as Bitwise) mutation operator is influenced by its

performance and how it has consistently been used for binary-coded GAs as seen in [103].

In the field of job scheduling, PMX crossover and permutation swap mutation operators

have extensively been applied especially in the DPFSP/PFSP domain [246] [40]. This is be-

cause both operators are flexible according to the characteristics of DPFSP/PFSP [247] [369].

For instance, Huang [145] applied a hybrid GA using PMX crossover operator to improve the

diversity of solutions of the DPFSP variant. Also, Bacha et al. [17] applied PMX operator to

update solutions of the PFSP. In terms of permutation swap mutation, for example, Li and

Chen [236] applied permutation swap mutation independently to every child obtained from

the crossover process to improve solution diversity in the GA implementation proposed for

the DPFSP.

In the sequential approach, in Algorithm 7, we adopt a binary-coded genetic algorithm

AF LP which uses HUX crossover and BitFlip mutation operators to generate offspring for the

FLP. In terms of the PFSP, we use a permutation-coded genetic algorithm APF SP in the se-

quential approach. APF SP uses PMX and permutation swap mutation to update solutions. A

tournament selection is employed in the sequential approach, which is used by algorithms

AF LP and APF SP . The tournament selection allows a selection of two parents to produce off-

spring [150].

The procedure for offspring generation is the same for Algorithms 8 and 9. The proce-

dure is outlined as follows; Generate n offspring of FLP solutions from mating pool Rt
F LP

us-

ing HUX crossover and BitFlip mutation operators. For each offspring generated for FLP, in-

stantiate problem PFSP and randomly generate N solutions for PFSP. Next, perform crossover

and mutation operations on N solutions of PFSP and generate n offspring and evaluate the

N offspring and sort in descending order. Finally, select the best offspring from n offspring

of PFSP and pair it with each offspring of FLP.

In addition, we use crowded binary tournament selection for NSGALP. The crowded bi-

nary tournament operator is a modified version of the binary tournament selector that in-

corporates ranking and diversity. In MCRGALP, we applied a multi-criteria algorithm (TOP-

SIS) to score each solution pair in a population incorporated in a tournament selection op-

erator so that a minimum of two parent pairs can be selected for mating.

6.3.4 Experiments

A series of computational experiments are conducted to evaluate the performance of the

proposed algorithmic approaches selected to tackle the linked problem. These experiments

are conducted on the same computer environment with Intel Core i9, 2.4GHz, 32GB RAM,

and Windows 10 Enterprise OS. The three algorithmic approaches are implemented in Java.

This section is organised as follows. At first, the selected benchmark problems used in this

experiment are introduced. Next, we pre-assessed the FLPPFSP to examine the degree of

the linkages between the two sub-problems in FLPPFSP. Then, the selected performance
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Table 6.3: Benchmark Problem Instances

Problem Benchmarks Problem Problem
set size

FLP F
Beasley [24] cap64, cap71 50 16

cap94, cap101 50 25
cap123, cap131 50 50

Holmberg [175] p1, p8, p9 50 10
p13, p20, p21 50 20
p50, p52, p54 100 10
p51, p53, p55 100 20
p56, p60, p64, p68 200 30

PFSP m
Taillard [343] tai50_5_0 – tai50_5_9 50 5

tai50_10_0 – tai50_10_9 50 10
tai50_20_0 – tai_50_20_9 50 20
tai100_5_0 – tai100_5_9 100 5
tai100_10_0 – tai100_10_9 100 10
tai100_20_0 – tai100_20_9 100 20
tai200_10_0 – tai200_10_9 200 10
tai200_20_0 – tai200_20_9 200 20

metric is given to measure the quality of the solutions generated by the competing algo-

rithms. Next, the parameter settings employed in all the selected approaches are listed, and

experimental results measured by the selected performance metric are presented and anal-

ysed. Finally, the performance of the selected approaches on the linked problem instances

is presented.

Benchmark Problems

We evaluate the proposed algorithmic approaches on two sets of instances for both prob-

lems in FLPPFSP. The first set contains instances of the FLP, which are based on two bench-

marks (Beasley [24], and Holmberg [175]). These instances are composed of 6 instances

from Beasley and 16 instances from Holmberg. The second set contains instances of the

PFSP, which are extracted from Taillard’s benchmark. This is composed of 8 combinations of

jobs by machines, and for each combination, there are 10 different instances. Each instance

in the FLP benchmark is combined with each PFSP instance in terms of problem size. We

assume that a customer corresponds to a job. So, we obtained 620 combined instances in

total. See Table 6.4.
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Table 6.4: Linked Problem Instances

FLP & PFSP Instances

Problem No. of N0. of Factories No. of
Size Machines 10 16 20 25 30 50 Instances

50 5 30 20 30 20 - 20 120
50 10 30 20 30 20 - 20 120
50 20 30 20 30 20 - 20 120
100 5 30 - 30 - - - 60
100 10 30 - 30 - - - 60
100 20 30 - 30 - - - 60
200 10 - - - - 40 - 40
200 20 - - - - 40 - 40
Total 620

Performance Metric

We use three performance metrics to assess the algorithmic approaches’ behaviour for solv-

ing the linked optimisation problem. This includes; Hypervolume (HV) [405], Relative Hy-

pervolume (RHV) and Multiplicative Epsilon [406]. These are widely-used unary quality

multi-objective optimisation performance metrics [31] which we have adopted for the linked

optimisation problem performance assessment.

Relative Hypervolume RHV

The relative hypervolume measures the proportion of hypervolume achieved by an individ-

ual approach. This is computed by dividing the hypervolume of approximations by indi-

vidual approach by the hypervolume of the true Pareto front. A higher RHV indicates that

approximations are closer to the true Pareto front.

RHV (Z, A) = HV (A,r)

HV (Z,r)
(6.9)

where 0 ≤ RHV (Z, A) ≤ 1

Hypervolume HV

HV considers the volume of the objective space dominated by an approximation set [404]

bounded by a given reference point r ∈R2. HV provides a measure for both convergence and

diversity, which is widely used as a comparison tool for multi-objective algorithms [252].

Here, the reference point r is the worst point used in the HV computation. In our experi-

ments, all the HV values are normalised to (0,1). Higher HV values indicate a better perfor-

mance of the corresponding approaches.
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Multiplicative Epsilon ϵ

The Epsilon indicator gives a factor by which an approximation set is worse than another

with respect to all objectives [406]. A lower Epsilon value corresponds to a better approxi-

mation set, regardless of the type of problem (minimisation, maximisation or mixed). We

compute as follows;

epsi lon(A,Z) = max
z∈Z

min
a∈A

max
1≤ι≤n

epsi lon(aι,zι) (6.10)

where epsi lon(aι,zι) = aι/zι

For each instance, we obtained two reference points from a combination of solution

pairs generated by an algorithmic approach over multiple independent runs. The first ref-

erence point is a single point defined as r . We compute r by obtaining the maximum of

each objective value for both problems from all the combined solution pairs and multi-

plying each value by a constant 1.5. The second reference point contains non-dominated

points Z obtained from the combination solution pairs produced by individual algorithmic

approaches over the entire independent runs per instance. Z is used as a Pareto-optimal for

the computation of Relative Hypervolume and Epsilon metrics.

Parameter Settings

Table 6.5 shows the parameters used by the individual approach. To measure the behaviour

of our selected algorithmic approaches for solving the FLPPFSP, we maintained the same

parameter settings for the different genetic algorithms in all the approaches. We adopt the

same termination criterion (i.e., the maximum number of fitness evaluations is set to 10000)

among all algorithmic approaches. We use the same parameters for all approaches’ respec-

tive crossover and mutation values. Each comparative algorithm was executed over 100

runs independently on each instance. An additional set of parameters are used by the TOP-

SIS (Technique for Order of Preference by Similarity to Ideal Solution) method adopted in

the MCRGALP approach. We set each weight for the individual decision criterion to 0.5.

This is to give equal importance to both problems so as to maintain balanced results.

In the parameter setting, fixed parameter values were used based on the considera-

tion of the overall performance of the linked problem system. The parameter values are

randomly selected from the range of values used for each problem in the literature [10]

[32] [40] [145] [166] [179] [216] [246] [247] [254] [352] [369]. For individual problem in the

linked problem, in isolation, several variations of parameters have been tested on problem

instances in the literature. Evidence have shown that algorithmic performance is largely

effected by quality of parameters selected. However, the nature of the linked problem is

such that an optimal solution of one problem does not guarantee optimal overall solution.

Therefore, optimising the parameters of an algorithmic process on one problem might have

an adverse effect on the other problem.
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Table 6.5: Parameter Settings

Parameters NSGALP MCRGALP SEQUENTIAL

No. of Algorithms 1 1 2
No. of Independent Run 100 100 100 100
Population Size 100 100 100 100
Max Evaluations 10000 10000 10000 10000
Mating Pool Size 100 100 - -
Offspring Population Size 100 100 - -
HUXCrossover 0.9 0.9 0.9 -
PMXCrossover 0.1 0.1 - 0.1
BitFlipMutation 0.8 0.8 0.8 -
PermutationSwapMutation 0.5 0.5 - 0.5

6.3.5 Experimental Results and Analysis

Table 6.6: Mean values of relative hypervolume, hypervolume and epsilon metrics of MCR-
GALP, NSGALP and SEQ

Size F m Relative Hypervolume Hypervolume Epsilon
MCRGALP NSGALP SEQ MCRGALP NSGALP SEQ MCRGALP NSGALP SEQ

50 10 5 0.8454 0.9559 0.7381 0.2380 0.2693 0.2080 1.1344 1.0737 1.5233
50 10 10 0.8396 0.9506 0.7605 0.2190 0.2481 0.1985 1.1288 1.0660 1.3883
50 10 20 0.8457 0.9589 0.7969 0.2016 0.2288 0.1902 1.1058 1.0575 1.2646
50 16 5 0.9213 0.9622 0.8237 0.2982 0.3128 0.2620 1.0773 1.0692 1.8271
50 16 10 0.9159 0.9580 0.8282 0.2786 0.2928 0.2474 1.0726 1.0639 1.5983
50 16 20 0.9144 0.9574 0.8364 0.2612 0.2749 0.2348 1.0664 1.0485 1.4363
50 20 5 0.8317 0.9371 0.8155 0.3263 0.3678 0.3192 1.1984 1.0922 1.4377
50 20 10 0.8404 0.9361 0.8300 0.3005 0.3349 0.2961 1.1629 1.0831 1.3005
50 20 20 0.8497 0.9419 0.8489 0.2728 0.3026 0.2718 1.1310 1.0689 1.1956
50 25 5 0.8529 0.9586 0.7266 0.3551 0.4003 0.3014 1.1807 1.0701 2.5982
50 25 10 0.8870 0.9563 0.7995 0.3185 0.3453 0.2848 1.1196 1.0608 1.7053
50 25 20 0.8779 0.9575 0.7908 0.3021 0.3315 0.2698 1.1145 1.0592 1.5688
50 50 5 0.8613 0.9553 0.8006 0.3452 0.3839 0.3212 1.1506 1.0704 1.7663
50 50 10 0.8691 0.9569 0.8208 0.3084 0.3406 0.2911 1.1225 1.0578 1.4398
50 50 20 0.8703 0.9571 0.8299 0.2956 0.3259 0.2816 1.1191 1.0546 1.3180
100 10 5 0.8470 0.9186 0.7896 0.2655 0.2879 0.2472 1.1544 1.1116 1.3033
100 10 10 0.8461 0.9164 0.8115 0.2547 0.2732 0.2414 1.1425 1.1077 1.2456
100 10 20 0.8528 0.9225 0.8294 0.2332 0.2522 0.2265 1.1181 1.0876 1.1873
100 20 5 0.7869 0.9169 0.6988 0.3255 0.3789 0.2893 1.2822 1.1293 1.6547
100 20 10 0.7815 0.9145 0.7218 0.3067 0.3588 0.2833 1.2724 1.1210 1.5217
100 20 20 0.7875 0.9157 0.7390 0.2834 0.3294 0.2659 1.2426 1.1200 1.3849
200 30 10 0.8539 0.8857 0.8405 0.2229 0.2312 0.2194 1.1171 1.1111 1.2264
200 30 20 0.8557 0.8864 0.8513 0.2062 0.2136 0.2052 1.0989 1.0822 1.1695

Performance Metrics

The mean results of the three metrics are listed in Table 6.6, where the best values are high-

lighted in bold font. It can be observed from the results in the table that NSGALP shows

the best performance for the three metrics. However, the mean results of the three algorith-

mic approaches appear close to each other, especially in the hypervolume metric. NSGALP

significantly outperforms the other competing algorithmic approaches, specifically in the

relative hypervolume and epsilon metrics. We conducted a Wilcoxon signed-rank test to

check the statistical significance of the differences in the empirical results. Table 6.7 sum-
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marises the corresponding p values among the compared algorithms on instances grouped

by problem size, factories and machines. The p values show significant differences among

the algorithmic approaches, mostly in some groups of correlated instances. However, we

also observed that 21.7% of the problem instances indicate no significant difference in per-

formance. These are highlighted in bold font in Table 6.7. The highlighted values in bold

text refer to values above 0.05, indicating that there is no significant difference between the

performance of a pair of algorithmic methods on problem instances. This suggests that

MCRGALP and sequential approaches efficiently tackle some instances of the linked prob-

lem, but that depends on how the two problems are linked. However, the selection of the

best approach points toward NSGALP; there are several explanations for why NSGALP out-

performs the other two using these metrics. One reason is that as performance metrics are

multi-objective based, they are largely influenced by the number of non-dominated points

produced by an algorithm. Unlike the Pareto set produced by NSGALP, the two other ap-

proaches produce a single-point solution pair, reducing their chances of obtaining a higher

metric score. This makes it difficult to use appropriate performance metrics in comparing

all the algorithmic approaches. Thus, the metrics are more biased towards NSGALP. In ad-

dition, the Pareto set obtained by NSGALP includes extreme points, which, to a large extent,

are a mix of trade-offs. Including these points in the performance metrics computation will

improve each metric score.

Table 6.7: The p values of all metrics among the three algorithmic approaches on different
problem combinations

Size F m Epsilon Metric Hypervolume Metric Relative Hypervolume
MCRGALP NSGALP NSGALP MCRGALP NSGALP NSGALP MCRGALP NSGALP NSGALP
vs vs vs vs vs vs vs vs vs
SEQ MCRGALP SEQ SEQ MCRGALP SEQ SEQ MCRGALP SEQ

50 10 5 6.51E-11 3.98E-07 6.51E-11 2.58E-09 1.20E-09 6.51E-11 6.51E-11 6.51E-11 6.51E-11
50 10 10 6.51E-11 4.99E-09 6.50E-11 9.86E-10 8.01E-11 6.51E-11 9.84E-11 6.51E-11 6.51E-11
50 10 20 3.02E-11 2.61E-10 3.02E-11 5.46E-06 6.07E-11 4.98E-11 4.57E-09 3.02E-11 3.02E-11
50 16 5 8.50E-02 2.31E-01 5.77E-02 7.08E-04 1.22E-01 5.71E-04 6.83E-01 1.55E-05 1.29E-01
50 16 10 6.08E-01 1.24E-01 3.30E-01 7.27E-02 1.51E-01 5.78E-02 7.58E-01 1.48E-04 1.82E-01
50 16 20 6.05E-01 6.51E-03 3.52E-01 2.52E-02 1.48E-01 1.92E-02 7.83E-01 1.95E-05 2.15E-01
50 20 5 3.02E-11 3.02E-11 3.02E-11 7.39E-01 5.61E-05 2.44E-09 4.21E-02 3.02E-11 3.02E-11
50 20 10 2.87E-10 3.02E-11 3.02E-11 9.47E-01 1.17E-04 8.84E-07 2.97E-01 3.02E-11 3.02E-11
50 20 20 1.03E-06 3.02E-11 3.02E-11 4.12E-01 1.11E-04 2.15E-06 3.63E-01 3.02E-11 3.02E-11
50 25 5 2.17E-03 2.17E-03 2.17E-03 1.52E-02 2.15E-02 3.29E-03 2.15E-02 2.17E-03 2.17E-03
50 25 10 1.69E-06 1.32E-04 7.05E-07 2.17E-03 9.83E-02 1.14E-04 7.22E-03 1.69E-06 7.05E-07
50 25 20 7.48E-06 2.62E-04 3.39E-06 2.51E-02 2.51E-02 8.97E-03 1.61E-02 3.39E-06 3.39E-06
50 50 5 1.48E-07 9.36E-07 1.48E-07 4.40E-02 6.06E-03 8.10E-05 3.97E-06 1.48E-07 1.48E-07
50 50 10 3.39E-06 3.36E-05 3.39E-06 9.71E-02 3.81E-02 4.21E-03 6.71E-04 3.39E-06 3.39E-06
50 50 20 2.14E-05 2.14E-05 7.47E-06 1.75E-01 3.66E-02 8.24E-03 2.25E-03 7.47E-06 7.47E-06
100 10 5 1.07E-09 2.05E-03 1.33E-10 1.78E-04 1.04E-04 4.57E-09 7.04E-07 2.37E-10 3.69E-11
100 10 10 1.94E-09 8.99E-03 1.20E-09 2.32E-02 7.82E-04 4.32E-07 9.25E-04 1.48E-10 8.88E-11
100 10 20 3.35E-08 5.87E-04 6.12E-10 8.77E-02 1.04E-04 2.38E-07 5.32E-03 4.98E-11 2.61E-10
100 20 5 3.02E-11 3.02E-11 3.02E-11 6.74E-06 6.72E-10 1.21E-10 3.01E-07 3.02E-11 3.02E-11
100 20 10 6.72E-10 3.02E-11 3.02E-11 1.17E-05 1.33E-10 1.33E-10 6.28E-06 3.02E-11 3.02E-11
100 20 20 2.78E-07 3.02E-11 3.02E-11 2.25E-04 5.57E-10 9.92E-11 8.66E-05 3.02E-11 3.02E-11
200 30 10 1.44E-14 1.96E-01 1.55E-14 7.27E-02 6.38E-05 9.45E-07 4.06E-05 5.48E-14 3.03E-14
200 30 20 1.44E-14 1.07E-05 1.55E-14 4.44E-01 1.47E-04 1.17E-05 4.91E-02 2.18E-13 4.78E-13
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Computational Time

We also consider the performance of the algorithmic approaches based on computational

time in milliseconds. Figure 6.3 shows three plots of mean computational time against the

performance metrics we have used in assessing the performance of the three algorithms.

Figure 6.3a shows the mean computing time against the relative hypervolume metric. Fig-

ure 6.3b shows the mean computing time against the hypervolume metric, and Figure 6.3c

shows the mean computing time against the epsilon metric. From the three plots, the grey

points represent the mean computing time achieved by the sequential approach, the blue

points represent the mean computing time achieved by MCRGALP, and the red points rep-

resent the ones achieved by NSGALP. There is no doubt that the sequential approach re-

quired less computational time than the other approaches in all combinations of problem

instances. It is also interesting to see that, unlike the sequential approach, the computing

time required by NSGALP and MCRGALP increases as problem size increases. This can be

seen in the partitions shown by NSGALP and MCRGALP on the three plots. This also sug-

gests that the sequential approach is robust with different problem sizes in terms of com-

putational time. However, the three performance metrics suggest contrary views in most

problem instances.

Correlation Analysis

We further consider algorithm performance in terms of the correlation score obtained by

randomly generated solutions as discussed in Section ??. We compare the performance of

the competing algorithms on instances that obtained the lowest, median and highest corre-

lation coefficients. See correlation scores in Table 6.8. The essence is to accept the hypoth-

esis that problem instances of FLPPFSP which are uncorrelated or are weakly and positively

correlated could be tackled using simple approaches like sequential methods to achieve a

joint optimal solution in less computational time. Figure 6.4 shows the Pareto approxima-

tion set obtained by the competing algorithmic approaches on the instances with respec-

tive minimum, median and maximum correlation scores. The Pareto approximations are

achieved over 100 independent experimental runs. Figure 6.4a. shows the Pareto approx-

imation sets on problem instance with the lowest correlation score (-0.26). This problem

instance gives an indirect relationship between the two problems in FLPPFSP. This means

that, as we try to minimise the FLP cost, this consequently increases the PFSP scheduling’s

makespan. There is a high level of trade-off of makespan for factory and distribution cost

reduction. Using a sequential method in this problem scenario as seen in Figure 6.4a, would

obviously optimise the FLP problem and sub optimise the PFSP problem. Thus, other meth-

ods might be more efficient in tackling such problem scenarios. For instance, MCRGALP

tries to achieve a solution set that collective considers the two minimisation problems, al-

though both problems are not fully optimised but are better than sub-optimised points.

Figure 6.4b shows how the sequential approach produces the best Pareto approximation
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(a)

(b)

(c)

Figure 6.3: Mean Computation Time against Performance Metrics

set. This is largely possible because the problem instance indicates a positive and weak cor-

relation between the two problems in FLPPFSP. Thus, solving the FLP problem in such a

problem instance scenario would have minimal impact on obtaining an optimal outcome

for the PFSP problem. This suggests that a sequential approach is more effective and ef-

ficient with uncorrelated or weak and positively correlated problem instances of FLPPFSP.

Figure 6.4c shows the Pareto approximation sets obtained by the three approaches on a

problem instance with a correlation score of 0.86. The sequential approach is biased to-

wards optimising the first problem and then producing sub-optimised solutions for the sec-
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ond problem.

Table 6.8: Problem instances with minimum, median and maximum correlation coefficients

Problem size F m Correlation Score

50 20 5 -0.26
50 25 10 0.4928
50 10 5 0.86

(a) (b)

(c)

Figure 6.4: Examples of Pareto Fronts by all Algorithmic Approaches
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Supply Chain Perspective

Considering the two problems from the perspective of two companies involved in a supply

chain, our results can offer guidance on the benefits and costs they are likely to experience

based on the approach used to solve the overall problem. For example, in Figure 6.5b, in an

attempt to minimise the factory and distribution cost associated with the FLP problem, the

sequential method sacrifices the makespan associated with the PFSP problem. As shown

by the distributions in Figure 6.5a, the sequential method tends to prefer the first problem

(FLP) as there is a strong peak at a low FLP fitness value in contrast to the PFSP, where there is

a strong peak with a middle value below the other two methods. The NSGALP is quite inter-

esting due to the large extent of variability in the fitness values of the FLP criterion. This can

be seen in the distribution of the NSGALP as its peak is lower than the other two methods.

The NSGALP attempts to solve the first problem with a view to trade off the other problem.

However, trading off the second problem was not that much as it can be seen that there is a

peak at the lower PFSP fitness value. However, the MCRGALP achieved a sweet spot for 99%

of problem instances, but this does not quantify in terms of the performance metrics used.

Therefore, in deciding how to solve the problem with the sequential and NSGALP, it is more

apparent that both companies must consider the impact that optimising one problem will

have on the other and decide if the resulting costs/benefits are acceptable. In comparison,

the MCRGALP tends to maintain a balanced compromise on both problems.
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(a)

(b)

Figure 6.5: Distribution of solutions found by all algorithmic approaches over 100 indepen-
dent runs on problem size 100 with F=20 and m=10.

6.4 Case Study 2: JAP (p1) and TSP (p2)

JAP and TSP are two distinct classical optimisation problems whose integration is applica-

ble in hospital resource planning and field service management [375] as well as logistics

and supply chains. The integration of JAP and TSP can be applied to the health visiting

problem, which can provide sufficient capacity and allow spare capacity to be redeployed
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to respond to caseloads of COVID. For example, in the first wave of COVID-19 in England,

three of five mandated health visiting services were paused to redeploy health visitors to re-

spond to caseloads across several communities [91]. It was then recommended that a clear

plan for health visiting service is required to ensure sufficient capacity and manage missed

appointments backlog [91].

This section investigates the integration of JAP and TSP using a linked optimisation

framework to minimise the total cost of jobs performed by service personnel/agents and

the total travelling cost of visiting the assigned job locations by the agents. We call this

linked problem the Job Assignment Problem and Travelling Salesman Problem (JAPTSP).

We believe that interacting optimisation problems are connected in diverse ways and

may require different and complex algorithmic designs to tackle them. This case study con-

siders 114 combined problem instances of existing benchmarks in JAP and TSP and em-

ployed the proposed algorithmic approaches in Section 6.2 on the combined problem in-

stances. These algorithms include; Nondominated Sorting Genetic Algorithm for Linked

Problem (NSGALP), Multi-Criteria Ranking Genetic Algorithm for Linked Problem (MCR-

GALP), and Sequential approach. Performance comparison of the three approaches was

assessed on four performance metrics, including Relative hypervolume, hypervolume, in-

verted generational distance, and Epsilon. We also consider other factors like computa-

tional time, correlation analysis and service/supply chain perspective.

6.4.1 Problem Background

JAPTSP refers to a class of optimisation problem where service personnel/agents are as-

signed to perform tasks in different cities. JAPTSP is an extension of the multiple travelling

salesman problems (MTSP) and workforce scheduling and routing problem studied in the

literature. Different real-life problems can be modelled using the JAPTSP framework.

So far, different variations of JAPTSP have been explored in the literature, and several

approaches have been proposed for tackling them [62]. A prominent study is discussed in

a survey undertaken by [62] in the context of workforce scheduling. They refer to scenar-

ios where personnel carry out tasks at different locations, such as Workforce Scheduling

and Routing Problem (WSRP). In the study of WSRP, [375] describes an iterated local search

ILS algorithm. The paper evaluated ILS against a mixed integer programming (MIP) model

and an adaptive larger neighbourhood search (ALNS) algorithm. Similarly, [63] proposed a

greedy heuristic algorithmic design for five time-dependent constraints for WSRP.

Other variations of JAPTSP can be seen in [56] involving the investigation of a Travel-

ling Maintainer Problem (TMP) based on a generalised formulation of TSP. Their proposed

problem seeks to find the best route for maintainers that minimises the travel, maintenance,

and expected failure cost for all cities. The authors present genetic algorithm and particle

swarm optimisation solutions for comparison in the TMP study. Similarly, [398] adopts a

genetic algorithm for a team scheduling problem. The authors consider a photographic
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studio where multiple teams are scheduled to different secondary schools in the schedul-

ing problem. The team scheduling problem involves multiple TSPs, which consider total

distance travelled and time consumed at the location into a single cost function for overall

optimality. Also, [13] presents a mixed integer programming for multi-depot multiple trav-

elling salesman problems (MmTSP) where an individual salesman travels from a particular

location to a set of locations to complete tasks and return to the original location. [336] ap-

plied NSGA-II framework to tackle MTSP as a multi-objective problem. They designed some

novel representation, crossover and mutation operators to improve search behaviours so

that the total travel distance and the range between all salesmen can be minimised.

In tackling the JAPTSP, we need to identify how the two problems (JAP and TSP) are

connected. There are several ways of connecting them depending on how they interdepend

and the number of objectives chosen. In JAPTSP, determining the optimal job assignment

and obtaining the best multiple permutations of tours are the two decisions that must be

taken simultaneously. Integrating the two problems in JAPTSP causes complexity in design-

ing appropriate algorithms for solving the problem. A different presentation of a problem

may result in different efficiency of the optimisation method in solving the problem [42].

6.4.2 Problem Formulation

In JAPTSP, we seek to minimise the cost of performing a set of jobs assigned to a set of agents

and minimise the travel distance of visiting the assigned job locations. In the problem, there

are n cities with given distance matrix
{
d j k

}
. Also, there are n jobs to be assigned to m

agents/personnel with given availability/skill capacity/requirements. Here, the number of

jobs for JAP corresponds to the number of locations in TSP. Each job in the JAP has a location

in TSP. Given that the solution of the JAP is x J AP = (xi j )n
j=1. x J AP represents a solution of

JAP containing xi j ∈ x J AP and xi j denotes agent i assigned to job j in solution x J AP . This

creates multiple TSP problems, each TSP per agent. Assuming m agents are scheduled for

n jobs, then, TSP = {T SP1,T SP2, · · · ,T SPm}. TSP is therefore minimised as f 2
x J AP

(xT SP ) =∑m
i=1 f 2(T SPi ).

The mathematical formulation of the objective function for JAPTSP is presented in Equa-

tion 5.35 in Chapter 5. The problem is subject to contraints 5.9 - 5.11 in Chapter 5.

6.4.3 Genetic Components for JAPTSP

In the sequential algorithmic approach, two genetic algorithms are used, one for each prob-

lem in JAPTSP. The two problems in JAPTSP have two different solution representations, and

that uniquely differentiates the two algorithms in terms of encoding and genetic operators

used by each algorithm. In NSGALP and MCRGALP, we embed the different encodings and

the genetic operators in a single algorithmic process.
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Encoding

The encoding of JAPTSP uses two mechanisms; integer-based encoding for JAP and per-

mutation based encoding for TSP. The Integer-based solution representation addresses the

assignment of jobs to agents. The permutation-based mechanism addresses a sequence

of travel by agents. For instance, assuming an instance of JAPTSP is to assign 6 jobs to 2

agents and given that the solution to the JAP is x J AP = 121221. This means that jobs 1, 3 and

6 are assigned to agent 1 and jobs 2, 4 and 5 are assigned to agent 2. The solution creates

two TSP problems, T SP1 and T SP2. Figure 6.6 shows the encoding structure of the JAPTSP

linked problem. The solution to the JAP instantiates the TSP, and that creates sub-TSPs. This

allows permutation at each subset of the TSP.

Figure 6.6: JAPTSP Encoding Example

Initialisation

The initialisation process for each algorithmic approach is the same as detailed in Section

6.3. Initialisation is carried out by randomly generating a population of size N .

Genetic Operators

Here, we use the same pair of crossover and mutation in the individual approach for the

respective solution types. We use the Integer SBX crossover operator for the JAP solutions

and partially mapped crossover PMX for TSP solutions. In terms of mutation operators,

we use Integer Polynomial mutation for updating the JAP solutions and permutation swap

mutation for the TSP solutions, respectively. The genetic methodological framework uses

the same crossover and mutation operators for all three approaches.

In the study of generalised assignment problem, integer-based simulated binary crossover

(SBX crossover) and integer based polynomial mutation are widely used operators for effec-

tively obtaining optimal solutions [178]. These operators have been used as search strat-

egy in several algorithms (i.e., improved multi-objective particle swarm optimisation algo-
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rithm (IMPOSE) [217], and enhanced non-dominated sorting genetic algorithm II (ENSGA-

II) [195]) to facilitate the sharing of elitist information among external archive [217]. These

operators are adopted to improve the search performance of the algorithmic approaches

used in this chapter. The choice of these operators was influenced by the work of Hu et

al. [178] who adopted SBX crossover and polynomial mutation operators as search strat-

egy after comparing different methods of crossover and mutation operators for container

storage space assignment problem. In terms of the operators adopted for the TSP, we con-

sider the structure and settings for the PFSP algorithmic adaptation in Section 6.3 (i.e., PMX

crossover and permutation swap mutation operators). The PMX crossover and permuta-

tion swap mutation operators are widely used standard operators for permutation-based

problems like TSPs [55].

In the sequential approach, in Algorithm 7, we adopt an integer-coded genetic algo-

rithm A J AP which uses integer SBX crossover and integer polynomial mutation operators to

generate offspring for the JAP. In terms of the TSP, we use a permutation-coded genetic al-

gorithm AT SP in the sequential approach. AT SP uses PMX and permutation swap mutation

to update solutions. The two algorithms (A J AP and AT SP ) in the sequential approach use

the tournament selection operator. Tournament selection allows a minimum of two parent

selection for offspring reproduction [150].

The procedure for offspring generation is the same for Algorithms 8 and 9. The proce-

dure is outlined as follows;

• Generate n offspring of JAP solutions from mating pool Rt
J AP

using integer SBX crossover

and integer polynomial mutation operators.

• For each offspring generated for JAP, instantiate problem TSP and randomly generate

N solutions for TSP.

• Perform crossover and mutation operations on N solutions of TSP and generate n

offspring

• Evaluate the N offspring and sort in descending order

• Select best offspring from n offspring of TSP and pair with each offspring of JAP

In addition, we use crowded binary tournament selection for NSGALP. The crowded bi-

nary tournament operator is a modified version of the binary tournament selector that in-

corporates ranking and diversity. In MCRGALP, we applied a multi-criteria algorithm (TOP-

SIS) to score each solution pair in a population incorporated in a tournament selection op-

erator so that a minimum of two parent pairs can be selected for mating.
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Table 6.9: Linked Problem Instances

Problem No. of No. of
Size Agents Instances

100 5 30
100 10 30
100 20 24
200 5 10
200 10 10
200 20 10
Total 114

6.4.4 Experiments

We performed a series of computational experiments to evaluate the performance of the

proposed algorithmic approaches selected to tackle the linked problem. We use the same

computer environment to conduct the experiments with Intel Core i9, 2.4GHz, 32GB RAM,

and Windows 10 Enterprise OS. The three algorithmic approaches are implemented in Java.

Benchmark Problems

We evaluate the proposed algorithmic approaches on two sets of instances for both prob-

lems in JAPTSP. The first set is instances of the JAP, which are based on Beasley [24] bench-

mark. This is composed of a combination of 29 instances with a mix of job and agent sizes.

The second set contains TSP instances extracted from Gerhard’s [313] benchmark. This is

composed of 8 instances of TSP. Each instance in JAP benchmark is combined with each

TSP instance based on the corresponding problem size. We assume that a job in JAP corre-

sponds to a city in TSP. So, we obtained 114 combined instances in total. See Table 6.9.

Performance Metric

We included Inverted Generational Distance (IGD) [31] in addition to the three performance

metrics (i.e., Hypervolume (HV) [405], Relative Hypervolume (RHV), and Multiplicative Ep-

silon [406]) used in Section 6.3. We refer to Section 6.3 for details of the three metrics.

Inverted Generational Distance IGD

IGD assesses the quality of approximations achieved by a multi-objective algorithm to the

Pareto front [31]. The metric measures how the approximations converge towards the true

Pareto front. The smaller the IGD value, the closer the calculated front to the true Pareto

front [252]. IGD is calculated as follows:

IGD(A,Z) = ( 1

|Z|
|Z|∑

i=1
min
a∈A

d(z, a)2) 1
2 (6.11)
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where d(z, a) = √∑n
ι (zι, aι) with aι being the ιth fitness value of point a from the approxi-

mations A and zι being an ιth fitness value of point z from the true Pareto front Z.

Empirical Attainment Function EAF

In addition to the selected performance metrics, we utilise an empirical comparison method

that explicitly describes the probabilistic distribution of the outcomes obtained by the indi-

vidual algorithmic approach over multiple independent optimisation runs [137].

Parameter Settings

Table 6.10 shows the parameters used by the individual approach. To measure the be-

haviour of our approaches for solving the JAPTSP, we maintained the same parameter set-

tings for the different genetic algorithms in all the approaches. We adopt the same termina-

tion criterion (i.e., the maximum number of fitness evaluations is set to 10000) among all al-

gorithmic approaches. We use the same parameters for all approaches’ respective crossover

and mutation values. Each comparative algorithm was executed over 100 independent runs

on each combined instance. An additional set of parameters are used by the TOPSIS (Tech-

nique for Order of Preference by Similarity to Ideal Solution) method adopted in the MCR-

GALP approach. We set the weight for JAP fitness to 0.35 and its constraint, in case of viola-

tion, to 0.30. The weight for TSP is set to 0.35. The implication for these parameter values is

that the two problems have equal importance and are considered when making a choice on

the best solution pair. We use fixed parameter values by randomly selecting each value from

range of values considered in the literature. For instance, we randomly selected 0.9 for the

integer SBX crossover from the range of values used in Hu et al. [178]. The rationale for this

approach is driven by the nature of the linked problem because using optimal parameter

values for one problem does not guarantee an optimal overall solution. In terms of the TSP,

as a permutation-based problem, the chapter considers the structure and settings for the

PFSP algorithmic adaptation in Section 6.3.

Table 6.10: Parameter Settings

Parameters NSGALP MCRGALP SEQUENTIAL
No. of Algorithms 1 1 2
Experimental Runs 100 100 100 100
Population Size 100 100 100 100
Max Evaluations 10000 10000 10000 10000
Mating Pool Size 100 100 - -
Offspring Size 100 100 20 20
IntegerSBXCrossover 0.9 0.9 0.9 -
PMXCrossover 0.1 0.1 - 0.1
Integer Polynomial 1 1 1 1
Mutation
Permutation 0.5 0.5 - 0.5
Swap Mutation
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Table 6.11: Mean values of relative hypervolume, hypervolume, inverted generational dis-
tance and Epsilon metrics of MCRGALP, NSGALP and SEQUENTIAL

Size m RHVMetric
MCRGALP NSGALP SEQUENTIAL

100 5 0.749 0.775 0.703
100 10 0.711 0.778 0.670
100 20 0.670 0.763 0.610
200 5 0.794 0.834 0.794
200 10 0.734 0.815 0.758
200 20 0.697 0.808 0.721
Size m HVMetric

MCRGALP NSGALP SEQUENTIAL
100 5 0.174 0.180 0.163
100 10 0.186 0.204 0.172
100 20 0.195 0.224 0.171
200 5 0.154 0.163 0.154
200 10 0.157 0.175 0.161
200 20 0.159 0.186 0.163
Size m IGDMetric

MCRGALP NSGALP SEQUENTIAL
100 5 7048.24 6544.26 10598.16
100 10 8716.75 7049.15 12260.79
100 20 12505.42 8987.10 17753.56
200 5 11026.66 7454.52 13790.09
200 10 14559.31 9678.85 13654.81
200 20 18550.02 12371.31 17784.36
Size m EpsilonMetric

MCRGALP NSGALP SEQUENTIAL
100 5 1.186 1.187 1.226
100 10 1.237 1.195 1.280
100 20 1.301 1.188 1.448
200 5 1.134 1.101 1.125
200 10 1.195 1.133 1.177
200 20 1.236 1.140 1.217

6.4.5 Experimental Results and Analysis

Performance Metrics

Table 6.11 shows the mean results of the four metrics. The best values are highlighted in

bold font. NSGALP shows the best performance across all the four metrics, although the

mean results appear to be close to each other, most especially in the hypervolume metric.

MCRGALP slightly outperforms NSGALP and sequential approaches in problem instance

(Si ze = 100 and m = 5) in terms of epsilon metric. To check whether the difference between

the statistical results is significant or not, a Wilcoxon signed-rank test at 0.05 significance

level is conducted on these results. Table 6.12 summarises the corresponding p values
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Table 6.12: The p values of all metrics among the three algorithmic approaches on different
problem combinations

Size m RHV
NSGALP NSGALP MCRGALP

Vs Vs Vs
SEQ MCRGALP SEQ

100 5 1.49E-04 1.30E-01 9.88E-03
100 10 4.80E-07 3.82E-10 8.24E-02
100 20 1.20E-06 1.34E-08 3.28E-02
200 5 8.90E-02 7.57E-02 9.70E-01
200 10 4.52E-02 3.30E-04 5.71E-01
200 20 3.76E-02 5.83E-04 5.71E-01
Size m HV

NSGALP NSGALP MCRGALP
Vs Vs Vs

SEQ MCRGALP SEQ
100 5 3.03E-03 3.40E-01 1.11E-04
100 10 2.92E-02 6.38E-03 2.39E-04
100 20 5.39E-02 3.53E-03 7.21E-05
200 5 4.52E-02 1.86E-01 1.01E-03
200 10 6.40E-02 1.40E-01 1.71E-03
200 20 1.21E-01 2.57E-02 7.28E-03
Size m IGD

NSGALP NSGALP MCRGALP
Vs Vs Vs

SEQ MCRGALP SEQ
100 5 3.50E-03 2.90E-01 1.22E-02
100 10 5.08E-03 5.01E-02 1.67E-01
100 20 1.01E-03 6.29E-03 1.40E-01
200 5 2.57E-02 1.40E-01 8.90E-02
200 10 1.40E-01 2.11E-02 2.41E-01
200 20 7.57E-02 7.28E-03 2.41E-01
Size m Epsilon

NSGALP NSGALP MCRGALP
Vs Vs Vs

SEQ MCRGALP SEQ
100 5 2.01E-04 9.00E-01 6.36E-05
100 10 2.84E-04 3.55E-01 1.39E-06
100 20 8.45E-01 4.88E-03 3.75E-04
200 5 2.57E-02 2.73E-01 4.40E-04
200 10 5.80E-03 6.78E-01 1.71E-03
200 20 6.40E-02 3.45E-01 2.83E-03

among the compared algorithms on instances grouped by problem size and size of agents.

We highlight with bold font in Table 6.12 the comparisons that indicate no statistical dif-

ference in performance between the algorithms. Obviously, the p values show significant
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differences among the algorithmic approaches. However, in some cases, data show no sig-

nificant difference in some problem instances. In comparing NSGALP and MCRGALP, for

instance, over 35% of the problem instances show no significant difference in performance

based on the relative hypervolume metric. Likewise, about 78.95% of problem instances

show no statistical difference in performance from the epsilon perspective. Specifically,

there is no statistical difference in performance between NSGALP and MCRGALP in prob-

lem instances of Si ze = 100,m = 5 and Si ze = 200,m = 5 across all four metrics.

Table 6.12 suggests that, despite the exceptional performance of NSGALP, MCRGALP

and sequential approaches can also effectively tackle some instances of the linked prob-

lem, but that depends on how the two problems are linked. Figure 6.7 gives the overall

perspective of the performance of the algorithmic approaches, and the selection of the best

approach points toward NSGALP.

Figure 6.7: Overall performance based on RHV, HV, IGD and Epsilon metrics

Computational Time

We also consider the performance of the algorithmic approaches based on computational

time. Figure 6.8 shows four plots of mean computational time against the performance met-

rics we have used in assessing the performance of the three algorithms. Figure 6.8a shows

the mean computing time against the relative hypervolume metric. Figure 6.8b shows the

mean computing time against the hypervolume metric, Figure 6.8c IGD and Figure 6.8d

shows the mean computing time against the epsilon metric. From the four plots, the grey

points represent the mean computing time achieved by the sequential approach, the blue

points represent the mean computing time achieved by MCRGALP, and the red points repre-

sent the ones achieved by NSGALP. There is no doubt that the sequential approach achieved
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less computational time than the other approaches in all combinations of problem instances.

It is also interesting to see that, unlike the sequential approach, the computing time achieved

by NSGALP and MCRGALP increases with larger problem sizes but is more costly for MCR-

GALP. This can be seen in the partitions shown by NSGALP and MCRGALP on the four

plots. This also suggests that the sequential approach is robust with different problem sizes

in terms of computational time. However, the four performance metrics suggest contrary

views in most problem instances.

(a) (b)

(c) (d)

Figure 6.8: Mean Computation Time against Performance Metrics

Correlation Analysis

We further consider algorithm performance in terms of the correlation score obtained by

randomly generated solutions. We compare the performance of the competing algorithms

on instances that obtained the lowest, median and highest correlation coefficients. See cor-

relation scores in Table 6.13. The essence is to accept the hypothesis that problem instances

of JAPTSP which are uncorrelated or are weakly and positively correlated could be tackled

by using simple approaches like sequential methods to achieve a joint optimal solution in

less computational time. Figure 6.9 shows the empirical attainment function obtained by

competing algorithmic approaches on the instances with respective minimum, median and

maximum correlation scores. The empirical attainment function (EAF) considers 100 inde-

pendent experimental runs. Obviously, the correlation scores achieved in all the combined

problem instances show no significant linear relationship between JAP and TSP. Figure 6.9a
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shows the empirical attainment function on the problem instance with the lowest correla-

tion score (-0.0264). With low correlation score of -0.0264 means that, as we try to minimise

the JAP cost, there is no significant impact on TSP total travelling distance. There is a low

level of trade-off between job cost and travelling distance. Using an NSGALP method in this

problem scenario, as seen in Figure 6.9a, would obviously optimise the JAP problem and the

TSP problem. Thus, MCRGALP is also efficient in tackling such problem scenarios in terms

of coverage. For instance, MCRGALP tries to achieve a solution set that collectively con-

siders the two minimisation problems, although both problems are not fully optimised but

are better than sub-optimised points. Figure 6.9b shows how the NSGALP approach pro-

duces the best attainment. Thus, solving the JAP problem in such a problem instance sce-

nario would have minimal impact on obtaining an optimal outcome for the TSP problem.

This also suggests that an NSGALP approach is more effective, but this takes a considerable

amount of time than the sequential method. Figure 6.9c shows the attainment function

obtained by the three approaches on a problem instance with a correlation score of 0.0198.

The sequential approach could not thrive, which shows that the sequential method per-

forms poorly in terms of coverage, as seen over the three EAF plots in Figure 6.9.

Table 6.13: Problem instances with minimum, median and maximum correlation coeffi-
cients

Size m Correlation Score
100 20 -0.0264
200 20 -0.0016
200 5 0.0198

Service Chain Perspective

From the perspective of two service companies or business units involved in a service chain,

our results can offer guidance on the benefits and costs they are likely to experience based

on the approach used to solve the overall problem. For example, the NSGALP is quite in-

teresting due to the large extent of variability in fitness values of the JAP criterion. In Figure

6.7a the NSGALP attempts to solve the first problem in a view to trade-off the other problem.

However, there is no obvious trade-off of the second problem as it can be seen that there is a

peak at the lower TSP fitness value. In 99% of the problem instances, the MCRGALP tends to

hit a sweet spot for both problems, but this does not quantify in terms of the performance

metrics used. Therefore, in deciding how to solve the problem with the sequential and NS-

GALP, it is more apparent that both companies must consider the impact that optimising

one problem will have on the other and decide if the resulting costs/benefits are accept-

able. In contrast, the MCRGALP maintains a balanced compromise on both problems.
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(a) (b)

(c)

Figure 6.9: Empirical Attainment Function of algorithmic approaches on problem instances
with minimum, median and maximum correlation coefficients

6.5 Summary

The contribution in this chapter addresses a linked optimisation of a supply chain by de-

veloping and evaluating three algorithmic approaches. Contribution relates to objective

(O4) and addresses the research question (RQ4). Similarly, this relates to the supply chain

optimisation layer in the methodological framework presented in Section 5.3 of Chapter

5. The chapter considers two case studies of linked optimisation problems (FLPPFSP and

JAPTSP) and proposed three algorithmic approaches; NSGALP, MCRGALP, and SEQUEN-

TIAL and adapted them to the linked optimisation framework to solve the two linked prob-

lems. FLPPFSP involves the linkages between a facility location problem (FLP) and permu-

tation flow shop scheduling problem (PFSP) of a distributed manufacturing system DMS,

and JAPTSP involves the integration between job assignment problem (JAP) and travelling
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(a)

(b)

Figure 6.10: Distribution of solutions found by all algorithmic approaches over 100 inde-
pendent runs on problem size 100 with m=5.

salesman problem (TSP) of a service chain system where service personnel are required

to perform tasks at different locations. Experiments were conducted to compare the perfor-

mance of the three algorithmic approaches and tested on 620 combinations of FLPPFSP and

114 combinations of JAPTSP problem instances respectively. The chapter considers four

factors in determining the method’s suitability for tackling the two cases of linked problem.

These factors include: multi-objective performance metrics selected, mean computation
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time required by an algorithm, degree of correlation between the combined problem in-

stance, and qualitative analysis from a service and supply chains perspective.

The empirical results for the FLPPFSP indicate that NSGALP outperforms the other two

methods from the perspective of the performance metrics used. However, while testing the

significance of the performance, it was observed that 21.7% of problem instances showed

no significant difference in performance among the three approaches. It was clear that

in terms of mean computational time, the sequential method outperforms the other two

methods. In correlation analysis, uncorrelated or weak correlated combined problem in-

stances favour the sequential approach, while the other two methods can solve a negatively

correlated problem instance. From the supply chain perspective, reaching a balanced com-

promise is possible, especially when it involves two or more organisations that have to make

conflicting decisions.

The empirical results, in terms of the performance metrics used, indicate that NSGALP

outperforms the other two methods. However, statistical test showed that there is no sig-

nificant difference in performance mostly between NSGALP and MCRGALP. In terms of

mean computational time, the sequential method performs best. In the correlation anal-

ysis, all the combined problem instances are highly uncorrelated, favouring the NSGALP

approach. From the supply chain perspective, MCRGALP seems to maintain balanced mul-

tiple decision-making without sacrificing one for the other for each combined problem in-

stance.
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7
Conclusion and Future Work

7.1 Research Questions Revisited

(RQ1) How can we develop a formalism for the linked optimisation problem?

We develop a general formalism for linked optimisation problems. The formalism al-

lows systems of linked problems to be defined with a precise specification of linkages

in terms of solution domain, objective functions and constraints. This was developed

in Chapter 3. The formalism is used in exploring linkages between pairs of classi-

cal problems and presented different formulations of the linked models in Chapter

5. Results confirmed that different interactions exist with varying levels of relation-

ships which are highly driven by data. As the analysis suggests, the underlying modes

of interactions require different algorithmic approaches to reach an overall objective.

Therefore, it is important to understand these modes of interaction. Then, from the

characteristics that define these interactions, appropriate algorithmic strategies can

be implemented in a way that accounts for such characteristics.

(RQ2) What are the various types of problem linkages that occur in real-world supply chains?

This thesis identified the problem of linked optimisation in a supply chain. We ex-

plored several real-world examples extracted from the literature to validate various

modes of linkages in supply chain. This is presented in Chapter 3. To further enhance

our understanding of the modes of linkages in supply chain, Chapter 5 presents a

set of paired classical problems. The instances of individual problems are identified

as mapping to components of supply chain problems. These components allow us

to perform an exploratory analysis to ascertain the level of interactions between our

selected problem mix. The analysis performed in Chapter 5 suggests that the level

of interaction occurs in three modes; the interaction that changes the solution rep-

resentation of a problem, the interaction that changes the fitness function, and the

interaction that changes/modifies the problem constraints. These interactions sug-

gest whether a relationship is linear or non-linear. Specifically, it was also observed

that there are variations in the individual linked problem instances, which are highly
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driven by the sub-problem instance data. This observation suggests a need for a com-

prehensive investigation into the linkages of problem instance data.

(RQ3) How can data relationships be inferred and verified in a supply chain database model?

This research also addressed discovering data relationships from fragmented supply

chain data. We investigated eight relationship discovery algorithms, such as Cosine

similarity, Soundex similarity, Name similarity, and Value range similarity, to identify

potential links between database tables using different categories of database infor-

mation. The work relating to RQ3 was presented in Chapter 4.

(RQ4) What algorithmic methodologies can be designed to tackle complex interactions in

supply chain networks?

In view of tackling complex interactions in supply chain, we considered two different

linked problems - FLPPFSP and JAPTSP. We proposed three algorithmic approaches;

a sequential approach, a multi-objective approach (NSGALP), and a multi-criteria

decision-making (MCRGALP) algorithm. The selection of the three approaches is

based on the premise that interacting optimisation problems are connected in diverse

ways and may require different and complex algorithmic designs to tackle them. The

three algorithmic methods were adopted for linked problems in FLPPFSP and JAPTSP

in Chapter 6. The empirical results indicate that NSGALP outperforms the other two

methods from the perspective of the performance metrics used in both linked prob-

lems. Other factors were also considered in selecting an appropriate method for tack-

ling both FLPPFSP and JAPTSP. These factors include the mean computation time re-

quired by an algorithm, the degree of correlation between the combined problem in-

stances, and qualitative analysis from a supply chain perspective. Specifically, in both

linked problems, MCRGALP seems to maintain balanced multiple decision-making

without sacrificing one for the other. However, the sequential method outperforms

the other two methods in terms of computational time. Also, from the correlation

analysis, it is seen that uncorrelated or weakly correlated combined problem instances

tend to favour the sequential approach.

7.2 Summary of Contributions and Analysis of Limitations

We present a summary of the objectives of this thesis to aid in summarising the contribution

of our work.

(O1) To develop a formalism for linked optimisation problem.

(O2) To identify and define a variety of modes of problem linkage that occur in real-world

supply chains.

(O3) To investigate a combination of approaches to link fragmented supply chain data.
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(O4) To develop and evaluate algorithmic approaches to address linked optimisation prob-

lems.

7.2.1 Introduction and formalism of Linked Optimisation Problem

We introduced and developed a general formalism for linked optimisation problems in

3.2.1. The formalism allows the definition of systems of linked problems with a precise

specification of linkages in terms of solution domain, objective functions and constraints.

Furthermore, research validates this formalism by applying it to several real-world exam-

ples extracted from the literature in 3.2.2. This contribution addresses objective (O1), and

the work relating to this contribution is in Chapter 3.

7.2.2 Linking fragmented supply chain data

This thesis explores solving fragmented data from linked problems using techniques pro-

posed in the literature. The research investigates how several data relationship discovery

algorithms can be combined to improve performance. It investigates eight relationship

discovery algorithms - Pseudo-Primary Key Discovery, Cosine similarity, Soundex similar-

ity, Name similarity, Value range similarity, Usage, Semantic Similarity in a Taxonomy, and

Content-Based Similarity. These algorithms identify potential links between database ta-

bles using different categories of database information. Specifically, the contribution entails

adapting a voting system and hierarchical clustering ensemble methods for enhancing dis-

covery performance. The voting scheme uses a given weighting metric to combine the pre-

dictions of each algorithm, while the hierarchical clustering groups predictions into clusters

based on similarities and then combines a member from each cluster. The result from this

investigation suggests that the performance of individual discovery algorithms is limited,

indicating the necessity to combine several algorithms to bring together their strengths.

Similarly, findings reveal that some specific algorithms are relevant when combined in cer-

tain ways and that the choice of algorithms depends mainly on the user’s compromise on

speed, reliability and sufficiency. This contribution addresses objective (O3), and the work

relating to this contribution is in Chapter 4.

7.2.3 Combination of classical problem instances for studying and formulating

a variety of Linked Optimisation Problems

The research adopts a method for creating a linked optimisation problem benchmark by

linking existing classical benchmark sets. This work uses a mix of classical optimisation

problems, typically related to supply chain decision problems, to describe different modes

of linkages in linked optimisation problems. The classical problems include; Facility Loca-

tion Problem (FLP), Knapsack Problem (KP), Job Assignment Problem (JAP), Permutation

Flow Shop Scheduling Problem (PFSP), Travelling Salesman Problem (TSP), and Quadratic
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Assignment Problem (QAP). This thesis presents different instances of formulations to link

the classical optimisation problems to each other. Research ensures a careful selection of

a few linkages as these links is exhaustive in real-world applications. These include FLP &

JAP, FLP & PFSP, KP & JAP, KP & PFSP, KP & TSP, JAP & TSP, and QAP & TSP. This contribution

addresses objective (O2), and the work relating to this contribution is in Chapter 5.

7.2.4 Development of dependency relationships framework between linked

problems

This thesis develops a framework for formulating and analysing the dependency relation-

ships between the linked problems. The framework considers the linked problem data link-

ages, the individual problem domains and the different solution representations for each

problem in the linked structure. We relied on benchmark problem instances for the study to

test our model. Benchmark problem instances are already well-known problem sets used in

developing efficient algorithms. In addition, due to the lack of coherent event logs of supply

chain processes, the research relied on human judgement on the perceived dependencies

among the components of the linked problem. Therefore, we made an initial process anal-

ysis assumption, which already suggests the process sequence of the linked optimisation

problem. Contribution addresses objectives (O2) and (O3). Research work relates to the

contribution found in Chapters 4 and 5.

7.2.5 Application of three algorithmic methods to tackle Linked Optimisation

Problems

The thesis explores methods available to the governing authority for driving the supply

chain towards optimising holistic goals. We present three algorithmic approaches to tack-

ling two examples of the linked optimisation problems (FLPPFSP and JAPTSP) formulated

in Chapter 5. The approaches include; the Non-dominated Sorting Genetic Algorithm for

Linked Problem (NSGALP), Multi-Criteria Ranking Genetic Algorithm for Linked Problem

(MCRGALP), and Sequential approach. The exact crossover and mutation operators are

used in the three approaches based on a genetic methodological framework. The research

adopts a unique procedure for offspring generation for NSGALP and MCRGALP in 6.2.3 and

6.2.4 respectively. NSGALP uses a non-dominated sorting and crowded distance compu-

tation embedded in a binary tournament operator that incorporates ranking and diversity.

MCRGALP applied a multi-criteria algorithm (TOPSIS) to score each solution pair in a pop-

ulation which is incorporated in a tournament selection operator. The limitation is that

the performance metrics used in comparing the performance of the three algorithmic ap-

proaches are multi-objective based, which are primarily influenced by the number of non-

dominated points produced. Unlike the Pareto set produced by NSGALP, the two other ap-

proaches produce a single-point solution pair, and that reduces the chances of them ob-
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taining a higher metric score. This contribution addresses objective (O4), and most of the

work relating to this contribution is found in Chapter 6.

7.3 Direction for Future Work

7.3.1 Efficient Algorithmic Methods for Complex Supply Chain Structure

This thesis has demonstrated that progress can be achieved by sufficiently adapting algo-

rithms to the different linked structures of a supply chain. In this thesis, our algorithmic

methods could scale on linked problems involving two sub-problems but perform differ-

ently regarding problem instances. However, our methods have not been tested on a more

complex supply chain structure involving three sub-problems. A future consideration on

how an algorithmic approach can be efficiently adapted to such a complex structure is

worth investigating.

7.3.2 Game Theory

Game theory uses a mathematical concept to study strategic interactions and decision-

making among agents [50]. Game theory is conceptualised based on Nash equilibrium or

rational behaviour, which results from dynamic processes of adaptation [120]. Game theory

involves the rational action of players in a game through repetitive decision-making under

the same situation. The idea of a game theory in supply chain optimisation problem is to

think of a multi-player cooperative game where the individual objectives, corresponding

to each sub-problem to be optimised, is a player in the game and controlled by individual

decision-makers. A cooperative game is possible if the players can reach an agreement on

strategies [296]. It means that, at the Nash equilibrium action profile, under applicable and

straightforward decision-making rules, each player’s action is optimal concerning its util-

ity function, given the actions of other players in the game. The game theoretic method

was already proposed for multi-objective optimisation problems in [308] where a decision

maker controls the action of multi-players. Hence, exploring a more complex network with

multiple decision-makers would be interesting.

7.3.3 Process Mining of Complex Supply Chain

There is little research work proposed in the area of supply chain process mining because

mining business processes across the supply chain partners (cross-organisation) is a re-

search challenge in the process mining research community [357]. Existing approaches

cannot effectively design, operate and evaluate an agile supply chain due to the complex,

stochastic, dynamic nature and multi-criteria of logistic processes involved within a global

supply chain [191]. A critical layer of the methodological framework proposed in this the-

sis is the supply chain process model, which was not explored. An investigation of supply
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chain process models is anticipated for future research direction since this will account for

the agility and holistic process in the supply chain network.

7.3.4 Benchmarking Methodologies

Many examples occur in the literature where particular linked problems are modelled. While

these are interesting examples, there is a lack of benchmarks available for the optimisation

community to make a systematic study of linked optimisation problems and supply chains.

There is a need for methodologies for capturing benchmark problems seen in literature and

real-world problems. It is an essential component in creating a platform for investigation.

Specifically, investigating a method for linking existing benchmark sets is beneficial. So, for

example, given benchmark sets for, say, TSP and KP problems, and a semantic process for

how a TSP benchmark solution may give rise to a KP benchmark instance. We can set up a

supply chain benchmark where solutions to the linked problems will be pairs (s1, s2) where

s1 is a solution to a TSP and s2 is a solution to the KP instantiated from s1.

7.3.5 Linked Problem Dependency Analysis

There is a need for a set of tools for analysing the dependency relationships between the

linked problems. Specifically investigating to what extent the choice of solution for a prob-

lem P1 constrains or affects the value available to solvers of the instantiated problem P2. So

that we can determine what set of tools can be selected or implemented for analysing the

dependency relationships between the linked problems.

7.3.6 Algorithmic Performance Enhancement

The outstanding performance of the NSGALP and MCRGALP in Chapters 6 and ?? results in

sacrificing much computational time in searching for good solution pair. It would be inter-

esting to explore some algorithmic methods properties further to improve efficiency. Thus,

developing efficient and different variants of multi-objective algorithms and multi-criteria

approaches for linked optimisation and supply chain is another future research direction to

be considered.

7.3.7 Appropriate Framework for Holistic Goal

We seek to explore in the future a set of tools to explore methods available to the govern-

ing authority for driving the supply chain towards holistic goals. One of the limitations not

included in the framework is the idea of a governing authority with holistic goals derived

from the solutions adopted by different units across the chain. From a holistic perspective,

a network is considered a system that affects its surrounding environment. However, it is

not captured in the component problem definitions and may not relate to the component
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optimisation goals. Holistic goals may range from corporate-level profitability to environ-

mental goals such as net zero carbon. The consideration of holistic measures will provide

an intellectual method for analysing external features underlying the holistic optimisation

and by defining the external control in terms of the internal objectives.

7.3.8 Performance Metrics

Concerning future research, it is interesting to consider the use of appropriate performance

metrics that measure how algorithms perform towards obtaining results that converge to an

equilibrium point (i.e. a balanced joint solution) which is unbiased towards an algorithmic

method.

7.3.9 Digital Twins Technology

A digital twin represents a digital form of an asset, process or system [226]. To better have a

broader view of a supply chain network, connected digital twins can serve as a potent tool to

understand the entire scope of the built environment and the social and environmental lay-

ers with which supply chain components interact. These should be considered federated

networks of digital twins that span beyond organisational and sectoral silos, thereby con-

necting processes, information, and organisation to deliver positive outcomes for people,

society and nature [226].

Federated networks of digital twins or connected digital twins serve as tools to under-

stand the complexities of interconnected systems and provide better insight to enable better

decisions and interventions. It can form a large, evolving ecosystem allowing data sharing to

improve understanding of interdependencies between systems to make smarter decisions.

Adopting the digital twins framework in supply chain can bring about managing business

relationships beyond transactional ones. The adoption will bring about collective knowl-

edge sharing and could establish a broader knowledge-sharing culture, which in turn en-

hances organisational capabilities [226]. It is worth noting that adopting digital twins to

complex supply chain network problems could be an exciting research area to explore.
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[218] V. M. Korac, J. Kratica, and A. Savić. An improved genetic algorithm for the multi level

uncapacitated facility location problem. International Journal of Computers Commu-

nications & Control, 8(6):845–853, 2013.

[219] V. Kotu and B. Deshpande. Data Science: Concepts and Practice. Morgan Kaufmann,

2018.

[220] P. Kouvelis and G. Yu. Robust discrete optimization and its applications, volume 14.

Springer Science & Business Media, 2013.

181



[221] J. R. Koza et al. Genetic programming II, volume 17. MIT press Cambridge, 1994.
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