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ABSTRACT

THEORY AND DESIGN OF A HARDWARE STOCHASTIC SIMULATOR

by

DANIEL P MANN

The work described in this thesis is concerned with the design of
special purpose digital circuitry to achieve high speed simulation of
system reliability.

Initially an investigation into alternative simulation methods is
undertaken. Analytical and Monte=Carlo techniques are described and the
advantages and disadvantages of each method are discussed. The
operating principle of the new Simulator developed is placed in context
with current simulator design.

Systems which contain reliable components, arranged in redundant
configurations, possess high reliability. A reliability assessment for
such systems requires fast simulation. Considerable parallel hardware
operation is employed to produce simulation speeds faster than
100years/second, independent of the number of system componentss A
novel technique is also used to gain further speed via asynchronous time
scaling.

Modelling of complex strategies of repair and preventative
maintenance are catered for. Systems can be modelled where facilities
for repair are limited and system components compete, according to some
priority policy, for available repair men. The use of these additional
modelling features is achieved without reducing simulation speed.

Components which make up the system under investigation are modelled
by general purpose hardware modules. Each component module is equipped
for considerable modelling detail, providing a simulator that can model
systems with wide ranging characteristics. The op:ration of component
modules is determined by a micro-programmable control unit.

The interconnection of components to form a system is dealt with by
logical network techniques. Although- logical networks are employed,
observation of system behaviour is not solely by monitoring network
events.

Important to the operation of the Simulator is the generation of
random event signals of prescribed distribution. Considerable care has
been taken in the design of the event signal generators, and their
operation 'is both mathematically and statistically investigated to
verify their performance.

Finaly the simulator is applied to a range of reliability simulation
problems. The systems initially considered are analytically analysed to
confirm the Simulator’s operation. Later, systems containing complex
repair schemes are modelled, and the economic or reliability perfcrmance
of the system is optimised.



Review of Reliability Modeling

1.0 Introduction

Many systems which use a large number of components of equipment
require high reliability from the overall system. During the
development of these complex systems, decisions have to be made on
possible maintenance policies and the organisation of components which
make up the system. The inclgsion of redundancy and complex strategies
of repair or replacement, make the task of ensuring a low probability of
system failure difficult.

Clearly there is a requirement for mechanisms that aid the designer
and system operator with these problems. Many such mechanisms are built
around models which do not adequately represent - the system under
investigation, or result in expensive time-consuming studies. This
Chapter reviews and contrasts known techniques and finally introduces a

new approach to the problem.

1.1 Investigative Techniques

The two basic approaches to calculation of system reliability use:
a) simulation
b) analytical techniques.
Whichever technique is employed, a mathematical description of the
system mwmust be developed. From this description, the two techniques
follow separate paths to the solution of the syétem reliability problem.
Analytical methods involve the solution of equations describing the
system. This leads to an exact solution. Simulation methods involve
experiments on the mathematical model. The results .obtained are

statistically analysed to determine system reliability.



At first sight, the analytical technique seems most attractive as it
yields an exact solution. Also it might be expected to do so in a
shorter time, as to 1increase the accuracy of values produced from
statistical sampling, many experimental runs are required to gain a
large number of samplese. Fowever an analytical solution may be
intractable unless considerable simplification of the mathematical model
is carried out, leading to results of questionable accuracy. The
distribution form of results produced by simulation may also contain
information not normally obtainable by analytical methods.

The following sections of this Chapter describe and compare the twe
methods. It will be seen that different paths to a solution can have

similarities as indicated in Figure l.la.

l.1.1 Analytical Markov: Approach

A system under investigation can take on a number of distinct system
states. These states are connected by links corresponding to state
transition probabilities. A state transition diagram aids in the
development of such system models. .Consider an example system of two
active items of equipment for which one must work if the system is to be
operational. Figure 1l.l.la gives the state transition-diagram for the
systeme The items of equipment are identical, having a failure rate M.
Only one repair man is available, constituting a sincle item repair rate
of p. If single-step state transition probabilities are defined as
Pi,j’ which 1is the probability of moving from state i to state j,
then transition probabilities can be arranged in matrix form. This
matrix is known as the tramsition matrix P. The state of the system at

)n n

time n is given by a state probability vector (Pl,Pz;... =p’ , where

pn' is the probability of being in state i at the time n. To determine
l

the probable state of the system at time m, given an initial starting

vector pQ , the following equation must be solved



m 0, pM

p

The Markov approach to system reliability calculation proceeds by
developing a state transition matrix; Techniques for the manipulation
of transition matrices have been developed to calculate system
characteristics such as mean time in a particular state or time-to-first
state-encounter [l]. In reliability terms, these parameters correspond
to mean down time and time to first system failure respectively.
Computer programs have been constructed to generate state transition
matrices and determine the solution [2,3].

A Markov process can be termed ‘memoryless’ as the state of the
system at time m can be completely determined from the state at time
m=1l. No knowledge of the sequence of states leading to the state at m—1
is required. Another way of expressing this 1is that state transition
probabilities are not time dependant. .Limiting transition probatilities
in this way allows times between repair and failure to be modelled only
by exponential distributions. Here 1lies a disadvantage of Markov
analysis. Either modelling distributions are limited to an exponential
form, which may not be justified, or a non-Markov approach nmnust be
devised. Non-Markov processes are particularly difficult to analyse and
are often avoided by applying methods to convert them to an .approximate

Markov process solution [2].

Tractable solutions to nodels employing non-exponential
distributions have been found possible by semi=-Markov methods [4].
Semi-Markov processes contain an embedded Markov process in that state
transitions occur according to a transitionm matrix P. Delay times for
transitions, say i to j, are given by Xi,j and are determined from

the conditional probability distribution Fi .(t) which wmay be

non-—-exponential.

w



A further disadvantage of Markov methods is the intractability of
systems containing large numbers of components, whose reliability is
effected by varied maintenance and management policies. Such systems
require techniques to be applied to reduce the large number of pqssibie
system states [5]. The problems outlined here have led to other methods
of obtaining an analytical solution, principally the use of.logical
networks. Arguments for and apainst the use of logical networks are
interesting [6,7] and are outlined in the section dealing with network

techniques in general.

1.1.2 Simulation Approach

The technique of system simulation 1is a procedure based on
experimentation carried out on a representative model system. It is an
imprecise technique due to the stochastic nature of the model. That is,
simulation does not provide exact solutions to system reliability
problems. Better results are obtained by increasing the nurmber of
experimental observations. The technique relies upon the generation of
randem variables of known distributions to describe ;ystem properties.
Bringing together these properties according to a mathematical model
permits observations to be made about system properties of unknown
distribution. The generaticn of random system parameters in this way is
often referred to as lonte-Carlo Simulation.

The simulation approach to system reliability proceeds by developing

a model which contains only the important features of the real system.

This is not a simple task and requires a careful analysis of the system
to be carried out if the simulator is to provide valuable information.

Unnecessary model detail is to be avoided as it may obscure any
understanding of model behaviour. Further detail results in longer
development times, longer run times and greater cost. These pitfalls

can be avoided if the initial system study is carefully investigated.



There are two principle methods for simulation time scaling. The
choice of method employed has considerable bearing on the Simulator’s
implementation. The ‘event-by-event® method relies on updating the
model .at the occurrence of events [&]. Eachveveng is decided on the
basis of the shortest-time-~to=-occurrence, from a queue of events.
Aécording to the event chosen, the model is updated and a new random
time generated for the next occurrence of the event, which 1is then
returned to the event queue. The process of event selection continues
until a prescribed condition (e.g. total simulated time) 1is reached.
This type of-time scaling is referred to as asynchronous, as the quantum
of time that the simulation is incremented by does not directly relate
to real time, but depends on the value selected from the queue.
Simulators of this type appear to offer greater speed, as no time is
wasted modelling system behaviour between events.

The second method of time scaling is known as ‘epoch-by-epoch®. Its
principle is to divide real time into regular intervals (epochs). At
the start of each new interval, all aspects of the model are brought up
to date. This corresponds to synchronous simulation as the modelling
process proceeds at a constant rate relative to real time. Unlike the
previous method the generation of random time intervals between events
is not required, rather the probability of event occurrence. However
the time between events still follbws some appropriate probability
distribution. The accuracy of the distribution of events generated, in
modelling a prescribed distribution, is dependent'on the epoch size.
This leads to a compromise situation not encountered by the

event-by-event method, 1in that increased epoch size yields a faster

simulation but reduced modelling accuracye.



The_implementation of a simulator can be achieved using software or
special purpose hardware. Software simulations involve the use of
computers in conjunction with a program which models the system under
consideration. Generally, special purpose simulation languages [9] are
used to minimise modelling times and effort in software development.
Such programs are often found to require substantial amounts of computer
time for execution [10], unless considerable simplification of the model
is permitted. With a view of improving simulation speed, programs can
be constructed in machine language although in préctice this is seldom
done due to increased complexity. Software simulators written in
special purpose languages or high-level compiler languages are
invariably event-by-event because of the simulation speed problem.

An interesting technique applicable to event=by-event simulation and
producing substantial speed gains 1is variance reduction [10]. The
method allows a smaller number of statistical observations to be made by

£ 4 ' '
replacing the random time of duration for each random event occuring by
the events expected duration. However the. technique is Ilimiting in the
range of model characteristics observable.

Hardware simulators involve the construction of special purpose
circuitry. This offers the opportunity of considerably increased
simulation speed at a much reduced cost. Parallel modelling operations
offer the main contribution to increased speed, a technique not normally
available to the software simulator. By far the most popular method of

implementation is by software. The reasons for this are as follows :

1. Convenience of computers and lack of experience in electronic

circuit design.

2. The availability of special purpose simulation languages.



2. Adaptability of software programs. It is unusual to encounter. a

hardware simulator cf reconfigurable nature.
4. The ability to construct a much wore user-orientated simulator.

Most simulation studies are for unique systems, although much work
has been directed to the more difficult problem of constructing a
general purpose software simulator [l1]. A general purpcse Mante-Carlo

hardware simulator is unknown.

1.2 Use of Logical Networks

Logical networks give a means of logically representing the
interconnection of component aspects forming the system of interest. In
reliability problems, the use of fault and suécess trees, which are
subsets of logical networks, is frequently encountered. Tree analysis
requires logical Stafements which describe the conditions necessary to
bring about some wundesired system event. Consider the logical flow
diagram Figure l.2a depicting a 5 component system. Flow diagrams or
block diagrams are themselves logical networks which are useful at the
system tree development stage, as they more «closely resemble the
functional system layout. The corresponding system success tree 1is
given in Figure 1.2b. Components are restricted by a two state
representation viz ‘working” and “failed”. In success tree notation,
the occurrence of a component failure 1is known as a primary evente.
Primary events are connected by logical dperators, generally AND and OR
gates. These form logical sub events which lead towards system failure,
the top event. It can be seen that a tree analysis provides a means of
determining critical failure paths, as sub events contfibuting to the
top event are logically related to the primary events, and as will be
seen later can be quantified. Creater understanding of failure

mechanisms offers an opportunity for system improvements.



In comparison with the Markov approach, the fault tree method has
two disadvantages. It 1is wunable to deal with degraded component
operation, and analysis of system behaviour is restricted to statistics
of the occurrence of the ‘working® or ‘failed® state.

Investigations into tree construction [12,13] are closely connected
with realisation of the Boolean function describing the top event in
terms of the primaries. The reason for this is due to the use of fault
trees in determining analytical solutions to system reliability [14].
By this method, the top event is specified in terms of the minimum cut
setse. Minimum cut sets are simply sets of primary events in which the
presence of each component is necessary to bring about the top events
Replacing the events in the Boolean expression by their probability of
occurrence permits the probability of the top event to be calculated
from the minimum cut set equations. The method has found success and
can tackle quite complicated systems, dealing with a range of
probability distributions (unlike the Markov approach) and maintenance
policies. Unfortunately, the cost of executing such sofgware studies
has been high and this has lead to the development of hardware modelling
techniques [15,16]. Hardware techniques are generaily employed in the
calculation of system wminimum cut sets, after which a computer is
employed to determine system reliability.

Monte-~Carlo simulations based on fault trees are also possible, and
software implementations have been investigated [l17]. Substantial
numbers of runs would be required to simulate system operation if
results are to be obtained with acceptable confidence limits. It is
doubtful if scftware implementations can be achieved ‘with reasonable
running costse. However a lfonte-Carlo simulation of logical trees does
have a considerable advantage, in that the Boolean functions describing
the top event and sub-events are not required. A hardware Monte-Carlo

simulation employing logical trees is an area receiving little attention



(18] . FHigh speed parallel hardware will make a valuable contribution to

svstem reliability studies.

1.2 Propecsed Simulator

A hardware Monte-Carlo simulator is proposed employing logical trees
to define system configuration. The model developed is highly flexible,
allowing varied system studies to be undertaken. System models are
constructed from components. Each component employed by the model to
simulate a particular system aspect may be programmed to characterise a
range of behaviour. Components are equipped for considerable modelling
detail, providing a simulator well suited to system studies containing
small numbers of sophisticated components. The current design is for a
simulator limited to 32 components.

Characteristic distributions selected during the programming
operation are not limited to the exponential distributions. Maintenance
and management policies are well catered for allowing manipulation, of
policies , the consequence of which can be studied in a controlled way.
The use of logical networks enables system configurations to be easily
altered. Further, they make possible the identification of sequences of
events which have the potential to affect system operatioh.

Although logical networks are employed, statistical analysis of
system behaviour is not only dealt with by monitoring the occurrences of
logical tree events. The actual technique used permits information to
be gathered about system behaviour which would be unobtainable via
logical networks alone.

With a full knowledge of component reliability, it is possible to
assess the probability of system failure in a very short time, as
components operate in a parallel fashion. Further, the operation of
each individual component is itself in a high speed barallel operaticne.

The advantages of asynchronous simulation are also exploited to gain



additional simulation speed. When a numerical reliability goal is set
for the system, the required redundancy of various components and
subsystems can be found, and an optimum preventive maintenance policy
produced.

Attention has been paid to operator usability and the proposed
simulator is particularly convenient and efficient. A graphical

specification of logical networks and display of experimental results

has been incorporated.

1.4 Development of Simulator

The Simulator models the stochastic behaviour of system components
bv generating random binary signals at the occurrence of events, such as
failure. 1Initially, interest 1is directed towards generating binary
signals of uniform probability distribution. Later, methods of
transforming the uniform distribution into any prescribed distribution
are ipvestigated.

Throughout the discussion of techniques to generate multiple streams
of random event signals, statistical tests are employed to assess the
various methods considered.

The construction of special purpose hardware to model, in parallel,
the random and deterministic events which effect component behaviour are
undertaken. The high speed hardware is interfaced to a computer to
enable easy operator control.

After the construction of the simulator, systems of analyticaly
determinable behaviour are modelled and the operation of the Simulator

verifiede.

10



1.5 Conclusion

Mfany technicues have been used to achieve higch simulation speeds.
Modelling detail of systems under investigation is not compromised for
simulation speed or cost. The simulator 1is particularly suited to

sensitivity analysis and reliability improvement problems.

11
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Uniformly Distributed Number Generation

2.0 Techniques of Random Number Generation

There are several ways of approaching the problem of generating
random numEers. One technique involves the wuse of a device whose
intrinsic operation is based on random phenomena. Some sort of signal
conditioning is normally necessary to convert the device output into
number form. Another method 1is to consult a table ©of numbers
specifically produced to pass all the statistical tests for randomness
when taken in a sequence. By far the most popular method of random
number generation involves programming a digital computer to
deterministically compute random numbers according to some simple
algorithm. The resulting sequence of numbers is called pseudo—randoﬁ
since although the numberé might have excellent statistical properties,
their origins are distinctly non-random.

The random number generator used in the simulator works on the
principle that an n-bit random number can be constructed from n
pseudo-random binary digits. The binary sequences are generated
deterministically using shift registers with feedback. Such a generator
is suitable for simultaneously producing multiple étreams of random
n=-bit numbers. An analysis of the generator operation indicates that
number sequences can be expected to have statistical independence. This
Chapter describes the design of the generator and compares the method
developed with other techniques for number generation. Statistical
tests as well aé mathematical analyses techniques are used to confirm

the advantages offered by the design.



2.1 Theory of Pseudo-Pandom Binary Sequences

The principle of using shift registers to generate [1%,20] sequences
of 1°s 4and' 0°s has been well explored. Figure 2.la shows a typical
digital circuit technique. The combinational feedback 1logic applies
modulo 2 addition to certain bits of the register. The result is
entered into the first bit of the register on the next clock pulse,
during which the contents of the register are shifted one bit along.

Consider an N-bit register. The succession of states in the

N -1

register 1is periodic, with period Pg2 « This is easily proven by
considering that each state of the register is completely determined by
the previous state. So if it ever happens that a state is the same as
an earlier state then the sequence of states of the register would
repeat. With an N-bit shift register there are only ZN different
states. Thus the sequence of states in the register must start to
repeat somewhere‘ between the first and 2N clock pulse. Furthgr, the
all 0°s state cannot be allowed to occur as this would result in only
logic O being fed back, and the register would remain in the all Q’s

N-—l.

state. Thus Pg2

The sequence of 1°s and 0°s generated by the register 1is certainly
of finite length and cannot be said to be truly random. The best that
can be done is to single out certain properties as being associated with

randomness, and to accept any sequence which has these properties as a

random sequence.

The following properties are associated with randomness:
1. The number of logic 1 levels is approximately equal to the number

of logic 0 levels.

2. Runs of consecutive logic 1 levels cr logic 0O 1levels f{requently
occur, with short runs being more frequent than long runs. Half

of the runs should be of length 1, a fourth of length 2, and an

16



eighth of length 3, and so on.

3. The auto-correlation is a measure of the amount of similarity
between the sequence and the sequence phase shifted. The randem
sequence should have an auto-correlation function peaked at zero

phase shift and near-zero for all other phase shifts.

These characteristics of randomness can be satisfied by a logic sequence

produced by a shift register with appropriate feedback.

2.2 Feedback Circuitry

The particular logic required to generate the random “1°s and “0°s

pattern 1is given by the factorisation of the equation governing the

N-bit cycling shift register. If the contents of the i-th stage of the:

register is labelled Yi (see Figure 2.22) then it is easily seen that:

where D is the well known delay operator, used to express the delay of

one clock period. The above equation can also be expressed as:
«N-1Y =0 (1)

where the symbol D has been replaced by x. The sequence produced by the
register {Yi} satisfies equation (1). The same sequence may also

d

satisfy the equation (x -l)Yi=O where d<N.

For this to happen xd -1 would have to be a factor of xhl—l, and the
roots of xd -1 would therefore also be roots of xN-1. Fach factor of
xrq—l is of degree less than N, and therefore the sequence produced
could be generated on a shorter register. Not all the factors will

describe séquences with the appropriate randomness properties. The

suitability of each factor depends on its particular roots.

17

q°



In the field of complex numbers the roots, a of qu-l=0 are

k?
: k
ak=eJZTT(7qJ(

¥=1,2, ««« , ¥). The complex ones amongst these occur in
conjupate pairs. The roots for which ¥ 1is prime to N are called
primitive -th réots of unity. The number of primitive roots is given
by the Fuler functionm, () [20,pg23].

Consider N=15. The solution of the ecuation x15—l=0 will give the

. k
15 roots of unity (a =e12TT(—_),K=l,2,...,15), for which ald -1=0,
k 15 k

]:“—1,2,--0,150
=e 5

Taking the case a which can be expressed as

10

0 is also a root of x3-1=0. The divisors of

d

: 2
a =eJZTTG§J . Thus a

10 1

15 are 1,3,5 and 15 so XJS-I has binominal factors x*- -1, where d may be

any of thése divisors. All the 15 roots of unity can be arranged into

7/
groups which satisfy the equation xd -1=0 but not xd~—1=0, where d“<d.
o9

Each root will satisfy an equation of the form -1=(x-2,).

Rearranging the roots into groups gives:

x12-1 = P(1).P(3).5Y(5).P(15)

.
>

P2 15
—e) 2T

The root 815 1 satisfies x=1=0. The conjugate pair ags 2y

satisfies x3—1=0, and so on.

P(1) =(x—a15) = x-1

P(3) =(x—as)(x-alo)

P(5) =(x-a3)(x—a6)(x—ag)(x—alz)

P(15) =(x-a1)(x-az)(x—aa)(x—a7)(x—a8)
X (x—all) (x-al3) (X-a14)

The complex terms in the above equations occur in conjugate pairs

and so can be expressed as polynominals with only real terms.

P(l) = x-1
P(3) = xz +x +1
P(R) = x4 +X3 +x2+x +1

18



P(15) = 18 —x7 —xO 4x —x3 341
These polynominals are called cyclotomic pelyncminals [19] and the
polynominal. P(15) is termed primitive because it is a factor of X121
and of no other xd -1 where d<15. The roots of P(MN) are the primitive
N=th roots of unity. The number of primitive roots, and hence the
degree of the polynominal is given by the Euler function, TGO
When x is restricted to binary wvalues the above mathematics is

applied Modulo 2. The polynorinals describe binary sequences which will

satisfy the equation x15+1=0

21941 = (hl) (xBbxt1) (P xS listl)

X (X8+x7+x5+x4+x3+x+l)

Note the polynominal (x8 +x/ +x 5 4xb +x3 +x +1) can be factorised into
(x4 +x3-+1)(x4 +x +1) . Consider a sequence {Yi} which satisfies the

polynominal P(5):

(x4 +x3 +x2 +x %1) ¥, =0 (2)
The same seqﬁence would satisfy the equation:

x1® 4Dy, = 0

Remembering that x was defined as the delay operator, ecuation (2) can
be set up on a 4-bit register (Figure 2.2b) using exclusive-OR gates to
perform the modulo 2 addition.

The roots of P(5) are also the rocts of x5-1=0, and therefore the

sequence {Yi} would also satisfy the equation.

5

(x +1)Yi =0

This proves that the sequence is only 5 bits 1in length. The same
.argument can be applied to the polynominal P(3). Roots of this

polynominal are also roots of x3 -1=0 and a sequence, {Yi}’ which
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satisfies:

(x2 +x +DY, = 0

will alsoc satisfy (x 3+J)Yi=C and therefore can only be 2 bit

J

m
b
-

length.

It can be seen that the equation which is satisfied by the Ilongest
sequence 1is the primitive polyncminal. It has roots which are not
solutions to any of the binominal factors of x15-1, but only to the
primitive polynominal and x15—1. Consider the expression x4 +x3 +1, a

factor of the primitive polynominal. A four bit register designed to

generate the sequence {Yi} governed by:
(x% 43 +1) v, = 0

is shown in Figure 2.2c. The sequence will be 15 bits long which is the
maximum possible length for a 4=-bit register. The equation k4 +x3 +1=0
is called the characteristic equation and the sequence 1is known as a
maximum length sequence or m-sequence for short.

In general for an N-bit shift register to produce a maximum length
sequence the period of the sequence must be p=2hL1. This would require
that the polynominal describing the generated sequence 1is irreducible
(that 1is, cannot be factorised). M=-sequences pass all the statistical
tests for randomness previously listed [Section 2.1].

Consider an m=sequence of length p=2N—l, produced from an N=-bit

. ) . . 1 . N‘1
register; the number of 1°s in the sequence is 2 and the number of

p 1o oNA . . . .
0°s is 2 -1l. The difference is due to the register never entering the

all 0’s state. The auto=-correlation is given by C(t), where:

I
[

c(t) if t =Kp

C(t)

1? if Kp<t<(K+1) p

for K =0,1,2,...
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The auto-correlation function of m-sequences is two valued: C(t)=1

NN

for a delay which is a multiple of the period, and C(t)=-1/p for all

+

other values, since the number of 1°s in each period exceeds the number

of C’s by cne.

2.3 Coset Structure

In Section 2.2, dealing with feedback circuitry of shift registers,
the initial ecuation (xhl-l) was assumed. This equation has N rootse.
Some of the roots will also be roots of equation (x‘j-l) where d<MN. The
rest will only be roots of (be-l) or some higher order expressione.

Consider, as in Section 2.2, the case (x’s-l). The 15 roots are
given by ak=e1217(ﬁ§), k=1,2,...15. It was shown that roots a5, 29

3

were also roots of (x“=1) and roots a4, ag, g, a;, were also roots

of (x5 -1) and so one. The roots <can be arranged into cyclotomic
polynominals. For example, all the roots of (x5-l) can be arranged into
polynominal P(5):

&

P(5) =(x - a3)(x - 36)(x - a9)(x - a;,)

N

The integers from 1 to M=1 can also be grouped into cyclotomic cosets
[19]. A coset contains the integers which “correspond’ to the roots of
a particular cyclotomic polynominal. For example, the elements 1in the

coset which correspond to P(5) above are

If N is odd the integers l,2,4,8,...2m¢1 (where N=2n11) are the elements
of the first coset, known as the multiplier subgroup. The other cosets
‘are obtained by multiplying, modulo N, any of the remaining integers
from 1 to N-=1 by each merber of the subgroup. For the case N=15 the

cosets are
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C1l 1 2 A 3 proper

C2 7 14 12 11 proper
G2 3 6 12 g impreper
C4 5 10 improper

Cosets which contain numbers prime to ¥ (numbers which corresponc . to
roots of the primitive pclynominal or a factor of it) are termed proper
cosets, the others are termecd irprOperf Fach proper «coset corresponds
to a particular characteristic equation with its own m-sequence [19].
The nurber of possible m-sequences is given bty the mnumber of proper

cosetse.

2.4 Decimation of N-bit Number

Decimation of an m—=sequence {an} is the process of generating a new
sequence {bn} by selecting every g-th term of {an}.

If {an} is an m-sequence of period r, and g is prime to r (proper
decimation), {bn} also has period r and is either a phase shifted
version of {an} or a different m—sequence altogether. _

Decimation can be understood by examining the coset structure. As

stated above, 1f q 1is prime to r, then {bn} is an m=-sequence. This

lirmitation on g corresponds to q, mocdulo r, being a wember of a proper

coset. The sequence {bn} produced depends on the coset to which ¢
belongs and not the exact value of q. If g 1is a member of the
mulziy lier subgroup then {bn} is didentical to {an} except for a

possible phase shift. However if q belongs to another proper coset, a
different m-sequence 1is produced. Should q be a member of an improper

coset, then {bn} is not a maximal length sequence.

(2]
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The application of proper decimation is important when over-conming

the probler. of producing several random binary sequences.

o
n

M=bit Pandom Murter

The problem of producing pseudo-rardom binary sequences has been
dealt with. Consideration must next be given to how these random binary
digits can be used to produce an n-bit random number.

Let the n-bit random number be denoted by Ei. The random wvariable
should be wuniformly distributed in the interval [O,Zn—l], and each
number in this range should be equally likely to appear at any point in
the sequence. There should be no correlation between Ei and Ei+k
for any non-zero integer k. That is each number in the sequence should
appear to be independent of all previous numbers in the éequence.

This criteria cannot be met with sequences of pseuao—random nunbers,
because each number is strictly determined by the preceding number in
the sequence. However the generator can be considered acceptable if the
nunbers produced pass certain statistical tests, based upon the
properties of sequences of truly random numbers. A description of the
tests used and the results obtained shall be given later in this
chapter.

As for the auto-~correlation function of Ei, it is known [21] that
it 1is the existence of correlation variation rather than its absolute
value that determinés the quality of the random numbers.

The ideal generator should also be able to serve as a source of
several random numbers. That is, an n-bit random number generator may
have a demand put upon it to supply say p “customers’ with n-bit random
nurbers of the type described above. Further, the numbers recéived by
any particular customer should have statistical independence from che
numbers received by any other. (the first customer receives nurmber

1 : . 2
sequence Ei, the second customer receives number sequence E; » the Jth

ro
(8]



customer receives the number sequence where 1gJ<P. The use of

o~
i
r-sequences to meet these requirements must be treated with caution.

The following subsections describe a number of possible n-bit number
generators, each employing m-sequence techniques. A discussion of the
‘quality’ of the random numbers that would be produced is also given.

Work carried out in [22] has proved useful in understanding the

problem of random number generation.

2.5.1 Multiple m=Sequences

This generator is constructed from n separate feedback shift
registerse. Figure 2.5.la shows the register arrangement. All n
registers are clocked together, therefore producing a new n-=bit number
at each clock pulse.

Each register is N bits long and produces an m=sequence of length

N

2 -1, All m-sequences are different. That is, the operation of each
register is described by a particular primitive polynominal which
applies to only that register. The binary sequences produced at eaeh of
the n outputs share the same period, but the actual pattern of 1°s and
0°s is different in each case.

The auto-correlation functionsof the individual sequences are two
valued, and the individual sequences will pass the statistical tests for
random binary sequences. Cross—=correlation between the different
m-sequences produced [19,pg82, 20,pgb5] 1is not zero, but assumes a
number of distinct values which is less than or equal to the number of

cyclotomic cosets. This characteristic disqualifies the generator as a

hich quality pseudo-random number source.



The generator does have the advantage that the registers can be
started from any initial condition. £lso it can easily act as a source
of several random numbers. Proper decimation of the output random
nunber corresponds to a proper decimation of each m-sequence. Therefore
the bit contributed to the random numbers from any particular register
has a relative phase shift round the same m=-sequence, as explained in
Section 2.4. This results in the cross=-correlation between different
bits of different random number sequences having the same form as the
cross~—correlation function between different bits\ of the same random
number sequence; or in the case where the bit is supplied by the same
register, the auto=correlation function. It can be concluded from this
that the independence between numbers in different sequences should
have the same statistical quality as the independence between
consecutive numbers in the same sequence. This type of generator has
been tested [23] and the results of the test carried out on the numbers
produced were considered adequate.

&

2.5.2 Two-feedback shift register pseudo-random sequences

This generator is very economical in hardware (see Figure 2.5.2a).
Only two feedback shift registers, each producing an m=-sequence, and a
number of exclusive-or gates are required. The generator has been used
in various applications as a pseudo-random number source. The
Manchester University Institute of Science and Technology road-traffic
simulator is one example of this kind of machine. It has been
investigated in [24,25,21,26]. The auto=-correlation function of the
binary sequences, produced at the output of the exclusive-OR gates, is

certainly not two valued and is of the form :
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o)

(t)= 1 t #K.T #K.T Ky ,K, =1,2,3,...

R = =3 =K |4 I = 3 e 00
(t) 1 t =K, T #E,T, K LK, = 1,2,3,
I
D
D = =] =¥ T 2 T 1 7 = 2 L
R(t) 1 t hQLb#ulla “1,K2 1,2,2,
a
R(t)= l t =KT T, K = C,l,z,o-c
a b
for C<t<T T

Where Ta, are the periods of the m—sequence produced by registers a

T
b
and b respectively.

A plot of the function, R(t), is given in Figure 2.5.2b. 2 random
binary sequence 1is produced at each exclusive-OR gate, resulting in a
new n-bit number at every clock pulse. Lach sequence 1is 2 delayed

version of only one sequence, which has period ?aT The exact amount

5
of delay is determined by the particular pair of stages which are
selected for modulo 2 addition.

It has beet shown [21] that the auto-correlation of an n-bit randor
nurber produced by using n of these sequences is many valued. This
means that this generator cannot be considered as a first class randon
number generator.

Decimation of the n-bit output number to procuce several sequencees
of n-bit numbers, can be consicdered as decimation of several phase
shifted, but identical, pseudo-random sequences. A proper decimation of
the type of sequence produced by this generator has the same result as
decimation of an m-sequence. That is, the new bit sequences produced
are 1identical to the original, and equally displaced fror one another,

but contain an additional phase shift from the original.



Thus the individual number sequences produced by decimation have the
same statistical randomness quality as the number sequences precduced
from an undecimated generator. Cross=-correlation between the number
sequences 1is Indeterminable as the actual phase shift, relative to the
original, introduced to the bit sequences by performing decimation,
depends on the particular decimation and position in the sequence the
decimation starts. This could lead to random bits of ome n=bit number
correlating with different bits of an n-bit number from another
sequence, or the same sequence, after a very short time. It can be
concluded that &ecimation of an n=-bit number which is produced from
several phase shifted versions of the same sequence 1is an wunreliable

method of producing number sequences.

2.5.3 Cascaded shift registers

This type of generator, shown in Figure 2.5.3a, is very similar to
the generator described in Section 2.2.2. There are n side registers,
each M=bits long, and one main register of N-bits. The feedback
circuitry on each register is such as to, if acting aione, preduce
m-sequences. Fach side register is also coupled to the main register.

The generator has been statistically investigated in [27]. The
random binary sequences produced have exactly the same form as in
Section 2.5.2. Clearly the n-bit random numbers produced will have the
same characteristics, and therefore are rejected. The difference
between this generator and the generator employing only two feedback
registers is in the way the phase shifts are achieved.

A phase shift of 2N—1 or a multiple of this (where 2N—l is length of
the main sequence) can be achieved by simply ensuring that the coupling
space is one or more between any of the side registers.. By this method,
a phase shift <can be ensured between all of the output sequences

regardless of the initial conditions of the registers.



2.5.4 Decomposed Register

This generator (Figure 2.5.4a) has bteen investigated in [28] and
more extensivgly in [29]. It consists of n registers of length Ni
(i=1,2,¢+.,n) linearly interconnected so that the characteristic
polynominal which describes the composite system is primitive and of
degreee N =V1+N2+....Nn. At each clock pulse, n new bits are formed
and used as inputs to the n registers. These n-bits can be used to form
an n-bit random number.

Each of the n binary sequences 1is a phase shift of a single
m=sequence. It was shown in [29] that considerable care must be taken
at the design stage to ensure that the phase shifted sequences are
‘widely’ spaced. The minimum phase shift difference sets a limit to the
operation of thg number generator before cross-correlation between the
binary sequences occurs. Since each output sequence is identical, the
cross-correlation function has the same form as the auto-correlation
function except there is an initial delay present.

The networks fi and g; perform godulo 2 operations on the contents
of the sub-registers. These networks must be carefully chosen to ensure
an m-sequence 1s produced and relative phase shifts are achieved.
Random numbers produced by this generator will appear statistically
independent when taken in sequence, but the computation inveolved in
evaluating the phase shifts of lone m—-sequences is excessive. TFrom the
conclusion arrived at in Section 2.5.2, it is clear the technique of
simply decimating the n-bit numbers produced to obtain several output

nunber sequences would be unreliable.
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2.5.5 Use of shifted m—=sequences

The techniques described in Sections 2.5.2, 2.5.2 and 2.5.&~ invelve
n identical but phase shifted sequences being used to produce an n-bit
random number. If the binary sequences used dre m-sequences, the
random number sequence can be expected to have good statistical
properties. However the decimation of such a random number sequencee
does not produce several sequences with adequate statistical randomness.
It is suggested that the problem of synchronously generating multiple
schemes of random numbers can be overcome by the phase-shifting of
pre-conditioned sequences.

Any advanced or delayed pseudo-random binary sequence produced by a
shift register with feedback can be obtained by modulo Z addition of
selected stages of the shift register as shown in Figure 2.5.5a [30,
31].

Let Uk,j be the binary output of the j=-th stage of an DN-stage
register at time k. Let E} be the output vector, i.e. a ‘17 in the

j=th row of N vector b implies that the output sequence (U y is

k,j
taken from the j-th register stage. Let VL be the state vector

defining the contents of the register at time k. Then:

U —FTV
k,j 3k
also
—T —k-1 =
Uk,j =b, T V1

Where V, is the initial state of the register and T 1is the register

1
transition matrix. A delayed version of the sequence {UP j} namely
*9
{Uk+s j}, where s is the number of bits the sequence is shifted, may
-9
be considered as either the sequence (U .} operated on by the

k,J

transition matrix s times, i.e.
U . :
. kis,] kyJ
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=T —kzs1—
=bj T Vi

(3)
or as the weighted modulo 2 sum of the register states at time k
n .
U . =S du . 4
k#s,j . E: ik,1 (%)
i=1
“here di are the weighting coefficients.

Substituting for U in (4) and equating (3) and (4) gives:

k,j
n
gl gkesdy E 4 57 T
3 1 i1 1
. i=n
+* n —-—
TrFts Ed.b. (5)
j i1

|l
—

The feedback stages of the shift register define matrix Ty The
output stages of the register, to be used for the reference sequence
{Uk,j} define vector E}. From equation (5) it can be seen that - by
multiplying E} by ?, s times will determine the stages of the register
to be added to produce-the required shift.

A computer simulation of the proposed technique revealed that @ phase
shift of approximately ZJ where J is an integer can be obtained with the
addition of a small number of stages. This is an important point as the
modulo 2 adders introduce excessive propagation delays in a hardware
random number generator.

Phase shifted sequences produced by the method described can be used
to produce an n-bit random number. Consider the case where a 3l-stage

31

shift register has feedback applied so as to produce a 2 =1 bit

m-sequence. If an €-bit random number is required, the relative phase

shift between each binary sequence should be (23L1)/8. Thus the maximum
displacement is approximated by 228. The required phase shifts
(SO’SI"'°S7) are given by

S. =i.228 s, 1 =0,1,000047 modulo &

1
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Sequences for which J is non-integer can be generated using the method
shown in Figure 2.5.5b. 2 single 31 stage register with feedback is
used to produce an m—sequence {Uk}, and the appropriate stages are

modulo 2 added to obtain sequences (U and

k=517 {Tyog2?

{U }o Now if a sequence shifted by Si is further shifted by S,

k=S4 J

(j=C,1,...7) the resulting sequence is displaced from the original by

} is fed into another register which

. S ° J
S|+ 3 The sequence {Lk_s1

has the same modulo 2 addition operations performed on its contents as

the first register. The resulting output sequences are {U } and’

k=S3

{

Uk-SS}' All eight sequences can be produced in this wayv. Random
binary sequences produced by this technique have the same properties as
the sequences produced by decomposed registers methods but the necessary
phase shifts are much wore simply achieved.

The problem of synchronously generating several n-bit rancdom numbers
can be overcome by employing the described technique to pre-conditioned
sequences. .Each number'sequence is produced by a generator of the type
described above. The phase shift between any two binary output
sequences is calculated from a section of the m=sequence length and not
the whole m=sequence. The length of a section is determined by the
number of random number sequences.' Consider the case where four random
numbers each of 8<bits are required simultaneously. The léng:h of a
section should be 1/4 the length of the m-sequence employed and the
phase shift between output bits should be 1/8& of the section. There is
now maximum displacement between any two bits of any number.
Figure 2.5.5¢c 1illustrates the example. 1In practice the method can be
simply implemented where there are ZI (I integer) number sequences.
Each shift register, operatihg on 1its allocated position of the
m-sequence, 1s preloaded with the m-sequence value at the start of its
section; This 1is achieved by decimation of a source‘m—sequence. The

hardware solution to the example above is shown in Figure 2.5.5d. There



is an increase in the amount of hardware required but the random numbers
produced can be expected to show good statistical independence. The
generator 1is véry -fast producing all bits of each number at every new
clock pulse. A generator of this type 1is proposed for wuse in ¢

reliability simulator[32].

2.6 Tests on Random MNumber Generator

In Section 2.5 the problem of producing an n-bit random numbers was
investigated. The subsection which followed described particular
generators which have been proposed as solutions to the problem. There

were only three underlying methods present in the proposed generators;

l. Multiple m=sequences (Section 2.5.1). The generator of
Figure 2'5718 was built to test this method. It prcduces a new
8-bit random number at each clock pulse. The randor number
sequence producgd was decimated to produce a source of sixteen -

B E1.6

random numbers (Ei,Ei,... 5 ). The results obtained for the

method are shown in Table 2.6a.

2. Combination of two wm=sequences (Section 2.5.2 , and 2181503
Figure 2.5.3a shows the generator built to test this method. The
number sequence was not decimated as it ‘may have led to results
unrepresentative of the generator. An analysis of this type of
generator showed how it was only suited to the generation of a
single number sequence. For the purpose of statistical tests the
generator was run sixteen times and each of the number sequences
produced was considered separately. The results obtained from the

method are shown on Table 2.6b.

3. Shifted m-sequence techniques (sections 2.5.4 and 2.5.5). Three

generators were constructed to test this method. Two were of the



type shown by Figure 2.5.5b. .Different m-sequences were used in
each example; the first had feecback from stages 1& and 21, the
second from stages 24 and 21. Although the generators were
constructed to produce &-=bit numbers ﬁhe phase shifts were
determined for a 16-bit number, thus enabling expansion to 1€ bits
at a later date. The stages reqﬁired to be modulo 2 added to
produce the phase shifts are given on Table 2.6f. Poth the
generators were decimated to produce sixteen number sequences. Z2n
analysis of this type of generator concluded that decimation was
an unreliable method of producing several number.sequences, but it
may prove interesting to observe the effects (if any) on the
statistical test results. The actual test results are given on
Tables 2.6c and 2.6d. The third generator in this section 1is of
the type shown by Figure 2.5.5d. It was constructed to produce 16
sequences of &-bit numbers. Actual phase shifts were determined
for thirty-two numbers of 16 bits, allowing expansion at a later
datej the stages required for modulo 2 addition are given on
Table 2.6f number sequen;es produced by this generator should be
of the same quality as number sequences produced by an undecimated
version of generator 2.5.5b. This effectively enables the results
which would have been obtained from undecimated versions of the

above two generators to be determined. The test results are given

on Table 2.6e.

A number of statistical tests were used to examine the performance
of the random number generators, with the aim of determining the quality
of the numbers produced. The results prove interesting as two of the
methods were rejected on the grounds that they would produce random

numbers of insufficient statistical independence.



All tests were carried out for an &-bit randem number, that is Ei
lay in the dinterval [0,255]. Although it was expected that a random
nunber of greater amplitude variation would be required, limiting the
range to a 'smaller value ailowed a smaller sample size of four thousand

numbers per sequence to be gathered. The actual tests carried out are

discussed separately in the following subsections.

2.6.1 Empirical Mean

The empirical mean, the central tendency or location of the random
variable, was calculated for each of the sixteen sources.

N
=
1

i=1

284

= 1
E=N

=127.5

expected value

The results are shown in the first column of each of the tables of

resultse. -
2.6.2 Variance
The variancee of each sequence was calculated. A measure of the
dispersion of the random wvariable:
N
0'2 = (Ei-E)p(xi) ,N=28
i=1
expected value [20], 62 =(Nz—'1) —216—1
12 12
6‘2 =5461.25

The results are shown in the second column of each table.



2.6.3 Distribution

The random numbers should be uniformly distributed in the interval
[0,255]. To check this the chi=-square (X?) test [33,34] was used to
examine the gpoodness of fit between the observed data distribution and
the theoretical expected distribution

The interval [0,255] was divided wup into wutually exclusive and
equal groups. Fach random number produced falls into one of these
groups. By applying the 7(2 test it <can be determined whether a
significant difference exists between the observed number in each group
and the expected number in each group. The interval was divided into 64
groups and a sample of N numbers were taken. The nurber (Gi,
i=1,2,...64) of observations falling in each of the 64 groups was
determined. The reason for combining the interval into 64 cells was to
ensure that Gi>5 for every 1i.

The test is given by:

64
E (@ ~E, )
i =]

where E. is the number of observations expected in the i-th group. In
i .
this case, Ei—-g%-a constant value, because the random numbers should

be uniformly distributed.

The hypothesis that the random numbers are uniformly distributed can
be checked by using a rule to reject or not reject the hypothesis on the
basis of the result obtained from the X? test. The probability o< to
reject the hypothesis when it is true 1is <called the 1level of
significance of the test. If chosen to be o¢=0.05, then the critical
value for 'X63,O.95 can be found from tables (X%3 is a chi
squared distribution with 64-1=63 degrees of freedom, 64=number of

2
groups 1in test). If from the test results X >X then the

63,0.95

hypothesis will be rejected at a.5% level of significance.



The results and critical wvalues are shown in the third colurn of

each table of resultse.

2.6.4 First Independence Test

An independence test on number pairs was carried out. The number

pairs were:

E161)

9 i_

2 .2 16
)’(Ei’Ei_l)""(Ei

1=2,3,4,...N

N is the number of samples in each of the sixteen sequences (For the
tests carried out N=4000).

Consider the first number source producing the sequence of random
numbers El' The interval [0,255] was divided into sixteen groups to
allow the X? test to be éerfotmed. Each random number produced falls
into one of the 16 groups. The quantity of consecutive numbe;s
(El’El—l) falling in the same group was observed, and compared with

the expected wvalue. In this case the expected value in each group is

N/(16x16).

The x? test determines whether a significant difference exists
between the observed number in each group and the expected number in
each group.

. 2
Results for this test and critical values of qu are shown on the

fourth column in the tables of results.

2.6.5 Second Independence Test

A second independence test on the number pairs:

.(Ef,El),(Ei,E}),...(ElG,El) was done

As in the first independence test, the interval [0,255] was dividec up

- into 16 groups. The Xz test was carried out esults are shown on the
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fifth colurn in the tables of results. Note that this test h

o))
0

only

been carried out on decimated number sequences.

2.6.6 Distribution (Kolmogorcv=Smirnov test)

The Kolrogorov-Smirmov [34] test has been used to compare the
experimental cumulative distribution function observed with the expected
distribution. The test 1is based on the difference between the
cumulative sample distribution calculated for each interval in [(C,25%]
and the observed cumulative distribution. The value D obtained from the
test is the difference with greatest absolute magnitude.

Test results produced by each of the sixteen socurcesare given in the
sixth column in the table of results. The hypothesis is that the
observed distribution matches the expected if the D value falls below
the critical value of D.

V2
VN

v

Dcritical =multiplier x
N is the number of samples in each sequence. The multiplier can be
found from tables and is detetrmined by the level of significance of the
test. The critical values of D are also shown in the sixth colurn in

the tables of results.

2.6.7 Runs Test

This test [33,pg55] can.determine if there are long runs of large or
small numberse. It is considered to be a very discriminating test, that IS

it “fails’ more sequences of random numbers than other tests.

(O8]
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The runs test is designed to deal with binary data, that 1is a
variable which has only two values. To allow the test to be
implemented, the random numbers greater than or equal to 128 are
replaced by a ‘17, Random numbers less than or equal to 127 are
replaced by a “0”°. A run is defined as a succession of identical 1°s or
identical 0°s. The actual number of runs occuring in any of the sixteen

random sequences 1is given the value r.

Let Nl’ be the number of 0°s in the sequence and N2 the number of

1’s. The variable r will have a normal distribution, with:

28N,
mean = Up =
+
Niils

ol

and standard deviation = 6}

L

The test to be carried out is to find the value of Z where:

Under the assumption that the original random numbers are uniformly
distributed in the interval [0,255] the value Z should be normally
distributed with zero mean and unit variance. The significance of the
value of Z obtained from the test can be found from tables of the normal
distribution. Actual values of Z obtained for the sixteen random, 8-bit
number, sequences are shown in the last column of the tables of results.

Critical values for the test are also given.
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2.7 Conclusion

Various techniques for producing several statistically independent
streams of random numbers have been investigatéd.

The use of multiple m=sequences was considered. This technique can
be easily implemented, and the n=bit numbers produced by & single
generator whose output sequence is decimated have the same statistical
quality as the original single number stream. FHowever cross=-correlation
characteristics between different m—-sequences rule out this generator as
a highly independent number source. Decimation was also shown to be
unreliable and this is reflected in the poor results of Table 2.6d.

The use of a two-m-sequence combination was considered for two quite
different implementations. Modulo 2 addition of m—sequences offers a
economy of hardware although care has to be taken to ensure that an
adequate phase shift exists between output bit sequences. The use of

caécaded shift registers eliminates the phase shift problem but at the

cost of additional hardware. Investigations of the auto-correlation-

function of an n-bit number produced by this technique indicated that
the numbers are not of high statistical quality. In addition, proper
decimation of such a number sequence may result in significant
correlation between the output number sequences.

Finally the principle of producing n output sequences from a single
m-secuence was considered. This may be achieved by decomposed register
techniques. However considerable effort is involved in ensuring that
the n sequences produced are widely spaced. Modulo 2 addition of
selected stages of a feedback shift register also yields phase shifted
sequences, and the necessary combination of stages 1is more simply

calculated,



A new pseudo-random number generator is proposed for wuse with the
reliability  simulator [32], The technique relies on phase shifting
pre-conditioned sequences, drawn from a single m=-sequence. Each output
nunber sequence 1is simultanecusly generated, making the technicue well
suited to high speed simulation. Statistical tests performed on the

generator confirm the high statistical quality of the numbers produced [32],
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No. of elements in each sequence = 4000

SEQ.  MEAN VAR  CHI TEST1 TEST2 K-S RUNS
1 1264 SLL1.2 913 122 1222 0.011  -0.06
2 1267 55553  S64 193 107  0.013  -0.22
3 1266 54071 647 268 147 0.013  1.06
L1257 5529.2 642 172 124 0.016  0.52
5 1255  S476.8 115.6 564 180  0.015 0-98
6 1272 53978 556 285 257  0.012 0.77
7 1261 55858 681 259 307  0.015 0.14
8 1287 55051 646 123 171 0.014 0.48
9 1279 5353 580 252 210 0.015  0.66
10 1278 54820 640 280 240  0.009  1.77
11 1270 53884 666 117 155 0.009 -0.19
12 1284  5544.6 503 9.4 152 0.012  0.04
13 1269 54332 611 200 112 0.008 =-0.13
14 1281 54574 449 159 187 0.012 -0.89
15 1259 53832 533 19.6 161  0.017 1.2
16 1276 56022 535 129 177 0.017 -0.38

(127.5 SAO@ (82.5 249 2.9 0.030 t1‘96>

expected K critical

values - values

(e =0.05)

Table 2.6a Mulfipté m- sequence



No. of elements in each sequence = 4000

SEQ  MEAN
1 1285
2 157
3 1274
L 1280
5 1274
6 1217
7 1266
8 1285
9 1272

10 1274

1 1268

12 12715

13 1275

16 1294

15 1287

16 1286

(127.5
Table 2-6b

VIR CHI  TEST1 K-S  RUNS
55793 588 88  0.010° -0.91
5714 849 147 0016  -0.39
5602 633 110 0012 0.49
54865 828 734 0.009  1.36
56804 734 7.9 0.009  -0.73
543.9 571 173 0.005  1.05
53889 702 115 0012 -0.41
55482 797 157 0013 -1.28
5453.8 540 145 0010  0.85
5479.6 292 168 0.006  1.14
5376.9 785 328 0011  -0.43
55531 482 263 0.011 =009
5611.6 719 151 0.012 230
56352 650 117 0.017  2.60
54945  T24 220 0.01  -0.85
55064 617 181 0.012  -0.81
5400) (82.5 249 0030 1 @

W (em 005

Combination of two m- sequences



No of elements in each sequence = 4000

SEQ MEAN VAR CHI  TEST1 TEST2 K-S RUNS

1 1255 54655 713 197  19.7 0.019 0.50
2 1284 54910 ° 49.2 184 194 0011 -0-32
3 1268 55186 574 199 166 0.011 -1-26
L 1271 55272 533 1.4 167 0.010 -0-92
5 127.2 54508  LL43 25.8 L.8 0.006 -0.57
6 1282 54191 560 146 214 0.007 0-19
7 1282 53%4.2 643 15-3 103 0.010 -0-84
8 129-4 54897 492 188 149  0-016 -0.03
9 127.2  5559.0 554 124 164 0011 -0.98
10 1213 54664 43.8 83 171 0.007 -0.53
11 1289 *5433.9 668 209 162 0.02 -1.82
12 1282 53809 529 134 1.2 0.011 0-39
13 1260 54795 860 171 208 0.016 -1.77
14 1275 55019 652 20.8 52 0006 1.55
15 128.8- 55358 58.8 223 1.0 001 3.08
16 128.0 53744 567 280 236 0.010 -0-36

(127.5 54,00 ) (82.5 9 269 0030 x1.76)

expected crifical

value values (o< 0-05)

Table 2.6c  Shifted m-sequence technique



SEQ
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No. of elements in each sequence = 4000
MEAN VAR CHI TEST1 TES2 K-S RUNS
1264 55197  S56 263 263 0-012  -0.060
1270 54166 663 8.9 146  0.009 -1.26
180 55104 696 9.7 244 0.010  0.22
1271 563290 906 25.2 31.6  0.014 - 0.70
1263 55901 470 333 6.2 0.012  0.26
1264 55283 935 172 203 0.014 -0.50
1261 53620 500 213 112 0.015  0.87
1283  5429.9 656 301 528  0.009 -1.14
1280 54205 381 148 248  0.008 -0.92
1263 55994  $BS kb 175 0016 -0.54
1268 53990 467 18:6 133 0011 -1.1
1279 55706 1068 2202 213 0.013 -0.22
1274 53957 527 7.6 266  0.006 -0.25
1282 55364 1759 04 160  0.014  -1.32
1277 53361 940 178 87  0.010  1.14
1262 55340 693 98 189  0.017  0.59
(1275 SLOO) (825 2 9 0030 1.76)
£y ! = 0.05)
Table 2.6d Shifted m-sequence technique



No. of elemenfs in each sequence
SEQ.

Co 32 oo M o~ W

D e WU S N P N Y
o U~ W O v

= 4000

MEAN VAR  CHI  TEST1 K-S RUNS
1283 53904 674  21.0 0.010 -0.79
126.5 53879 457 222 0.012 -0-60
128.2 54857 527 253 0.009 0-62
126.3 54108 375 2.6 0-012 0.02
126.2 56217 €08 8.8 0.015 2.4
127.1  5413.8 610 286 0.011 -2.33
120 54217 428 140 0.009  -0.28
1288 5945 658 248 0.018  -1.57
128.7 54810 501  10.0 0.012  -0.19
1258 54608, 660 4.8 0.018 0.48
126-4 55391 540 7.5 0.012  -0-31
125.2 53722 630 196 0.018 -1.25
124.5 54265 8L1 284 0.026 0-56
121.2 54329 105.1 462 0041 0-76
1269 54129 782  13.6 0012  -0.71
1227 SLLST 768  17.9 0.028 0.55
(1275 sw00) (825 249  0.030 +1.76)
e el (<= 0,05
Table 2.-6e Proposed method



approx. feedback from poins 18 and 31
phase

shift required MOD-2 addition stages
1 x 2% 2,8 9 18 19 28

2 x 27 L S, 16, 25

L x 29 8, 10,19

8 x 27 7,16

approx. feedback from points 24 and 31
phase

shift required MOD-2 addition stages
1 x 7 2, 4 16 |

2 x 2% 2.5

Lx 1, 7

1 x 2% 13 &

2 x 2% 157

L x 2% 19 13

8 x 2% 116

Figure 2.6f Additions required lo produce phase shifts
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proposed

multiple m-seq. | 2-mseqg. | shiffed m-seq |method
Table 1 2 3 . & 5
CHI- fest 2 2 16 2
Test 1 6 3 2 ! s 3
Test 2 2 = 1 5 L -
K-S test 0 0 0 1 0 1
I

Runs test 0 2 310 2
number of iI |
seq. which
nassedall g 10 11 = 6 "

tests 1

In section A each box confains the number of seguences

failing the parficular test

Table 2.7a Analysis of resulls

(< = 0.05)




Hon=Uniformly Distributed MNumber Ceneration

3.0 Introduction

In the process of modelling the reliability behaviour of the system
under investigation, the system 1is broken down 1into a nurber of
components. FEach compenent continually undergoes a change of state. At
any time a component may fail and move into the non-operating state.
Some time later it will be repaired and move back into the operating
state. This Chapter is concerned with developing a mathematical model
of the stochastic process undergone by componentse. By application of
the model, an investigation of the accuracy of the modelling process is
carried out, and increased control of the process is achieved.

The mathematical wmodel is concerned with the generation of random
numbers. The chafacter apd distribution of these numbers determines the
‘behaviour of the system component. It can be seen that modelling the
stochastic behaviour of many real systens requires the generation of
random variables of a wide range of distributions. In fact a generator
which can faithfully produce numbers of any distribution is desirable.

Just such a generator, implementable in digital hardware, is described.

3.1 The Renewal Process

Consider the simplest stochastic point process known as the renewal
process. This process may bte defined as one which generates events, and
since all such events are assumed to be identical, 1its essential
interest _resides in their times of occurrence. In this case, the word

“event’ refers to a renewal point in the system.
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Now consider a process which 1s characterised by a non-negative
random variable, X, called its renewal time. The renewal time can be
thought of as the amount of time the process has been running until the
renewal event occurse. The random variable X has a probability

distribution function (p.d.f.) f(x) given by:

f(x) = 1lim Prob (x<Xgx +A4Xx) ,x20
AX=20 A X
with ©
J/;(x) dx = 1
(0]

The renewal times of the system X ,oeo are mutually independent.

X
1’72
Figure 3.la shows a possible time schedule of a renewal process.

yeoe are renewal points of the system.

are renewal times.

X, ,X
X i?

i-1° i+1°°""°

The distribution of ¥ can be completely determined from the p.d.f.,
f(x), but it 1is also convenient to use the cumulative distribution
function (c.d.f.) F(x), giving the probability of remewal occurring by

time x:

F(x)

Prob (Xg<x)
X

J[%(u) du

0

li

clearly F(0) = 0 and F(@) =1
Differentiation of the c.d.f. gives the p.d.f., thus:

f(x) = F"(x)

56



2.2 Renewal Rate

Consider a system, at a time x, at which renewal 1is known not to
have occurred. The age-specific renewal rate, #(x), is defined to be
the limit of the ratio of the probability of rernewal in (x,x+aA x] to ax.
This can be expressed mathematically as:

gf(x) = lim prob (x<Zgx+a x!xgX)
A X0 AX

h'e

#(x) gives the probability that the end of the random time X lies in
the interval (x,x+Ax] given that NO renewal has occurred in (0,x}. The
end of the random time Xi corresponds to the remewal point Si' See
Figure 3.la.

Now for‘any two events A and B,

prob (A/B) = Prob (4 and B)
Prob (B)

Put the event (x<¥g<x+A x and x<¥) is the same as the event (x<¥g<x+AX)

since ¥ starts at zerp from the previous renewal point. Thus

d(x) = 1lim Prob (x<¥<x +4 x) 1

A X30 A X Prob (x<¥)
$(x) = _£(x)
1 - F(x)

2.3 Reliability Applications

So far, the renewal process has been discussed as a sequence of
events, renewal pointse. No physical interpretation has been given to
the process. To gain an insight into the application of renewal theory,
a process undergone by a component of equipment is defimed. Initially
the component is in working order, but after some tire, Xl’. it fails
and is immediately rerlaced by a new component, which itself fails after
an operational time of XZ’ replacement is again carried out and the

process continues. The failure time of the r-th component used is .‘Ir
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and the r-th failure occurs at time S , where:
r

S = ¥ 4¥ _4...+¥
T 1 2 T

o
)

The rerewal points of the nrrocess occcur at the fzilure
components. At the renewal points, the process returns to the start and
is then completely incdependent of its previous behaviocur, thus the
process is time homogeneous. The distribution of 1life time of

components is given by the p.d.f. of ¥ , f(x), and corpletely

determines the renewal process.

3.4 Alternating Renewal Processes

The renewal process has so far been used as a mathematical medel of
a compcnent of equipment which 1is wundergoing a failure replacerent
process. Replacement times have been considered to be negligcible. The
introduction of random replacement times, Yi’ distributed according to
p.d.f. g(x), leads to the alternating renewal process. Renewal points
now occur when the component fails or 1is repaired. To remove any
confusion between the term renewal rate and repair, renewal rate is
generally known as the hazard rate.

A mathematical model of random failure and replacement times of a
component of equiprent can now be produced. The. alternating sequence
undergone by the component 1is described by two emrbedded renewal
processes. Figure 3.4a shows a possible time schedule for the
componente.

In the proposed Simulator, components can be any of eight states.
. Transition from state to state is dependent on both deterministic and
stochastic .processes. Embedded renewal processes are used to generate

the random times between state transitione.

58



3.5 Graphs of Hazard Rate

The age specific hazard rate @(x) gives the probability of an
immediate renewal point given that the time from the previcus renewal is
Xe Figurés 3.5a, 3.55, 3.5c show some typical forms of $(x).

Figure E.Sa is a graph of a constant hazard rate (¢(x) is
monotonic). Monctonic hazard rates characterise a process in which Ehe
probability of immediate renewal is not dependent on the time since the
last renewals. The exponential distribution is monotonic and is widely
used in.reliability theory. It will be seen later that the genera;icn
of a renewal process 1s considerably simplified if the process has a
monotonic hazard rate.

Figure 3.5b shows ¢(x) as an increasing function of x. This 1is
called positive ageing. In reliability theory it corresponds to the
fact that the older the component is, the more likely is its immediate
failure. Negative ageing 1s shown in Figure 3.5c. In this case the
oclder the component the less likely is its immediate failure.

It is well known that many components of equipment follow a
relatively standard failure rate pattern as shown on Figure 3.5d. The
pattern is known as the ‘bathtub curve’. The distribution can be
conveniently divided into three sections. Firstly the ‘burn-in’ or
‘infant mortality” stage, which could be due to poor manufacture.
Secondly the‘ ‘useful 1life’ stage. Here the distribution is monotonic
and it is by this portion that normal operation 1is described. Lastly
the “burn-out’ stage where @(x) increases rapidly. This stage
represents the end of the useful life of the equipment as it begins to

rapidly wear out.



3.6 Generator of Ordinary Renewal Processes in Discrete Time

The generator developed can simulate renewal processes in which the
random time interval, X, between renewal points can take on only
discrete values. The p.d.f. of a discrete random wvariable ¥ 1is given

by:

fl((kAX) = Prob (k axg¥<(k+1) ax)

and its ce.d.f. 1is given by Fk(kzsx).

The random time X can only have values X=kax, k=0,1,2... Figure 2.6a

shows the generator block diagram. There are only three rain elements :
l. A Generator of uniformly distributed random numbers Ei
2. A Function generator giving the quantity Wk.

2. A Comparator which compares Ei and wk and gives an output pulse

if Ei<hk.

There are three assumptions made in the operation of the generator.

1. The random numbers are statistically independent and wuniformly

distributed in the interval [O,H). H=2”‘, where m is the number

of bits in which Ei is represented.

2. The quantity W, can take on all values in the interval [0,F) i.e.

k

wk and Ei are not quantised.

2. The comparison between Ei and Uk is done instantaneously at the

time points iAte.
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At each clock pulse, a random number Ei and a Wk value are
presented to the cowmparator, which gives an output pulse if Ei<‘.a’k.

The c.d.f. of Ei is given by:

Prob (Ei\<y) =y + 1 ,Ogy<H

it can easily be seen that:

Prob (Ei<y)

Thus the probability of an output pulse is:

S

Prob (output pulse) = Prob (Ei<wk)

Consider a process which started at time kA&x=0 with a renewal
poiht, and no renewal has occured during (0,(k-1) Ax), as shown in
Figure 3.6b.7 The probability that a renewal point lies in T:he interval
(kax,(k+1)Ax] can be found from the age-specific hazard rate for the

discrete random time interval X:

p(x) = Prob ((k-1)ax<¥gkax|(k=1)Ax<X) /ax
= Prob ((k-1)a x<¥<k Ax) 1
AX Prob (> (k-1)A x)

= F (kax) =T ((k=1) ax)

1 - Fk((k—l)Ax)

A renewal point in the process corresponds to an output pulse from the
comparator, and the probability of this happening is given by Wk/H

Equating the two probabilities produces the relationship:

Fk(k Ax) - Fk((k-—l)Ax)

Wk = .
-1 - Fk((k-l)Ax) oK=L, 2.3 wus
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Thus for any given c.d.f., Fk(kAx), wk values can be found enabling
the simulation of the corresponding ordinary renewal process.

In many cases, the c.d.f. of the random time 1interval between
renewal points can be completely continuous. Let F(x)=Prob (¥ gx) be
the continuous distribution of random time intervals. Time quantisation

is necessary, thus x=kax, k=0,1,2,... By choosing Ax we can

approximate F(x) by Fk(k AX).

That is: Fk(kAx) = F(kaA x) ,at k=1,2,3 +..

3.7 Probability Cuantisation

The generator of renewal processes described in Section 3.6 is
implemented wusing digital circuitry. It is now necessary to consider
not only time but also probability quantisation. If m is the number of
bits the random number Ei is represented by, then Ei and wk can take
on only values O,l,2,...2n’-l.

That is, the probability of renewal, #(x), can take on values in tﬁé
interval [0,1.0) in steps of 1/2m . If m 1is increased then the
probability resolution is improved.

The Vk values calculated, necessary to simulate a renewal process
with random time 1intervals ‘distributed according to a partigular
discrete distribution, now have to be approximated by wkap' Clearly

this results in random time intervals which have a c.d.f. that differs

from Fk(kAx). Let the expected c.d.f. of the random times be

erx(kAx). From the results of Section 3.6:
W = 2T[F _ (kax) - F_ ((k=1) a%)]
kap kex kex ' .
1 = erx((k—l) Ax)
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3.8 Calculation of W

k

Figure 3.fa shows a flow chart of the basic process involved in
calculating the U, values. It is assumed that the process starts at' a
X 19
renewal point, and therefore the first Wk value 1is calculated from:

M= F (lax) - F(fax) m

1 - F(fa x)
/

where Fk(O)=F(O)=O, is the initial wvalue of the c.d.f. of the randonm

time intervals. Wl must be approximated by an integer value, wlap'

Y « S>W . SW -0.
Vlap+0 5 1>Dlap 0.5

The value wlap is then presented to the comparator. An output from

the comparator results if Ei<w , that is if the random number also

lap

presented to the comparator is less than W The comparator output

lap”’

pulse corresponds to a renewal point in the process, which results in
the process returning to the start. Should no output pulse occur, then

the process continues, and the next Wk value 1in the sequence is

calculaééd- Each Wk value is compared with a random number Ei and the

result determines whether the process returns to the start or continues
to the next stage. Obviously at some time during the process a renewal
point will occur.

Cbserving the process, it can be seen that the time intervals
between renewal points (in the flow chart this time is given by k) are

randomly distributed with distribution erx(kczx). Considering the

probability quantisation, the distribution (k) is an

erx
approximation to Fk(k). Considering both probability and time

1

quantisation F (k) is an approximation to F(x) (x=kax,

kex
k=0,1,2...). Vhere F(x) is the originally desired distribution of the

time intervals.
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Using the method describted above to calculate values, and

[:k
assurming a “perfect” generatcer of the random nurber Ei, tests have been

carried out to estimate how good a fit F X(k.Ax) is to F(x). The

ke
value D, associated with the FKolmogorov~-Smirnov test, [see Section
2.6.6] is defined as the maximum absolute difference between the desired
c.defe, F(x), and the expected c.d.f., erx(k¢ﬁx). The quantity D
has been plotted for two distributions considering different time and
probability quantisations. The time quantisation is given by the value
of Ax; the probability quantisation is given by the oumber of bits on
which the comparator operates. Figure 2.8b gives the P value plotted
for an exponential distribution of mean x=20 . Figure 2.8c shows the D
value expected for a Weibull distribution. (A=0.4, a=3.5).

It can be seen that the error (value of D) reduces as the quantum
time step (Ax) is reduced. Considering Figure 3.£b this is certainly
what would be expected. Put this result only .holds true for small
probability quantum steés (1/2”‘). There is a simple explanation for
this. When the quantum time step is small,‘the values of Wk required
to geﬁerate the distribution are also small. Integer representation of
Wk by wkap is-more accurately achieved if the probability steps are
small. This is particularly important at small values of Wk where the
percentage error 1in the approximation .to Wk can be large. An
interesting characteristic, which can be observed on both figures, is
that accuracy in the generation of the distributions is not always
improved by reducing A x. With large probability steps reducing fhe

time step results in a decrease of accuracy.
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3.9 Improved Calculation of ‘ulk

Figure 2.%a shows a flow-chart of an improved method of calculating
Wi values. It results in generating random time intervals with a
distribution, erk(k‘Ax), that is considerably closer to the desired
ce.d.f. F(x). The method described here 1is rnuch the sare as the
original method described in the previous section, but contains two
alterations.

Firstly, during the calculation of the Uk value at time J the
present c.d.f. value Fk(lex), (represented by FN in the flow chart)
and the previous c.d.f. value, Fk((J—l)A:<), (represented by FO in the
flow chart) are wused. An improvement can be made here by replacing

Fk((J—l.)Ax) by F ((J-1)ax). These two c.d.f. values are

kex

different due to the probability quantisation of the previous VW, wvalues
«

i.es W, k=1,2,+4+,J=-1. The expected p.d.f. f(kax) values

(represented by p in the flow chart) are calculated from the Wkap

values and used to obtain erx(k Ax), which is wused 1in place of

Fk(kdx).
w. = 2M F  (kax) - F, ((k=1)ax)
kap kex kex " '
— Tz
1 -F_ ((k-1)4&x)
m
wkap- 2 . fkeX(I\Ax)

1 - erx((k—l)a x)

using the terms of the flow chart, we have:

7 = m
Rkap 2 ) P
1-FO
P = Jkap . (1=F0O)
Zm

and also FN = FO + P, where P = fkex(k ax) = f(kax)

i erx((kAx) = erx((k—l)Ax) + fkex(kAx)
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Thus by employing a form of feedback the error between the desired
cunulative distribution and the expected distribution can be reduced, by

" reducing the error caused by approximating W, by W

kap

I .
Secondly, to reduce the effects of time quantisation, a ’“tire
shifted” distribution «can be generated in preference to the actual

distribution desired. See Figure 3.9b. Distribution Fq(x) is the

desired distribution shifted by 1/2Aax in time. That is,

FS(X) = F(x + 0.54 %) >
Obviously this is not a proper distribution as FS(O)=O. Bowever if
an attempt to generate Fs(x) leads to a resulting distribution that is
a better approximation to F(x), then the process should be considered
acceptable.
The programmed ordinary renewal process attempts to generate random
time intervals with the discrete distribution Fsk(k‘sx), which is a

discrete approximation to’FS(x). Due to the probability quantisation

of wk, the random time intervals actually have a distribution
£y
Fskex(kzsx). It 1is easily seen from Figure 2.6b that this

distribution 1is® a better approximation to F(x) than would have been
obtained by an attempt to generate Fk(k‘sx)'

Using the methods described in this section to calculate the desired
Wk values, tests have been carried out to estimate the goodness of fit
of generated distributions. As in the tests carried out in the previous
section, it was assumed that a “perfect’ generator of random number Ei

was available. The Kolmogorov-Smirnov test has again been used as the

discriminating test.
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The value D has been plotted for a Veibull distribution, wusing the
feecback technigue to improve the process. Different time and
probability cquantisations have been considered and the results are shown
in Fipure 3.9c. The value D has also been plotted for the same Veibull
distribution generated wusing both feedback and shifting in the
generation process. The results from this test are shown on
Figure 3.9d. It can be clearly seen, from the results obtained, that
the error (value of D) reduces as the quantum time step (Ax) is
reduceé. Unlike the method first proposed to calculate Wk, this result
holds true for any value of probability quantisation. The
characteristic, cbserved with the previous method, of the reduction of
A¥ not necessarily resulting in a lower D value is certainly no longer
true. It can also be seen that when wusing a wvery small prcbability
step, feedback gives little improvement in D value. This is as would be
expected, because an integer approximation of Wk should be Twore
accurately achieved when the ffrobability time step 1is swall. The
effects of feedback, as observed from the results obtained in this
section show that feedback makes it possible to reduce the D value by
reducing A x, when a l;rge probability step is teing used.

The effect of time shifting the distribution can be clearly seen to

have reduced the D value. The characteristics of the feedback process

are unaffected by the shifting.

3.10 Tests on Number Cenerator

The random times between state transition are distributed according
to known functions and the Simulator is expected to generate random time
values wﬁich closely resemble those functions. Techniques have been
developed which are expected to improve the accuracy of the generated
distribution over a range of time and probability quantisation. This

section presents statistical tests employed to confirm the random number
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ceneration process and evaluate improvement techniques.

A reguirement for the operation of the non-uniformly distributed
random number generator (which is another name for the renewal process
cenerator) is a source of uniformly distributed randem numberss. This
need can be fulfilled by the wuniformly distributed random number
generator proposed and tested in Chapter 2.

A description of the statistical tests carried out 1is given in
Appendix Al, along with probability distributiomns frequently encountered
in system modelling. A discussion of the application of the
distributions 1is given, and the theory invoked to calculate the wk
values necessary to program the generator is explained. The results
from the statistical tests carried out, along with a graph of p.d.f.
for each distribution generated, are presented at the end of Appendix
sub=-sections. A table of results along with critical values for tests
carried out is also presented.

The methods proposed in Section 3.9 to improve the celculation of
Wk values, and so improve the distribution “fit’ are investigated. The
abbreviaticn F.B. (feedback) shown in the tables of résults
corresponding to the first improvement proposed in Section 2.¢ viz.

that of replacing Fk((J—l)AJO by F X((J—I)A>d in the calculation

ke
of wy. Abbreviation T.S. (time shift) corresponds to the time shift
improvement; that is generating Fs(x), [Fs(x)=F(x+O.5£&x)], in

preference to F(x). A1l other distributions are generated by the

simpler method of calculating W, [Section 3.&].

k
The effects of the quantisation of probability values are
investigated by experimenting with 8-bit and 16-bit random numbers.
This requires the Wk values to be calculated with an 8-bit and 16-bit
representation respectively. The @8-bit generator 1is the actual

generator tested in Chapter 2, and the 16-bit generator 1is simply an

expanded version.
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The effects of time quantisation, step size A x, are investigated.
Various distributions are generated with Ax values of 1, 1/2 and 1/4.
Altering the step size and the random number size proves an interesting
test for the various rethods of calculating Wk values.

Each test contains 16CC or 220C samples, the lower figure being
chosen when small Ax values are being used. This is because of the

resulting increase in time required to gather results.

2.11 Examination of Statistical Test Results

As explained in Appendix Al, for the frequency test, gaps were
grouped together where the empirical frequency fell below five. A
minimun grouping of five was a requirement of the chi-square test if
accurate results were to be expected. UVhen generating a random number
of a particular distribution with Ax=1.C, the grouping arrangement led
to a test with a particular number of degrees of freedom. (A further
explanation of this is given in Section 2.6.3) Vhen the same
distribution was then generated with ax=0.5 or ax=g.25 the number of
degfees of freedom for the test was maintained at the previous value.
This was not necessary as a larger number of groups could have been
formed each at frequency greater than five. The result cof this is that
the chi-square test did not fully test these distributions, though the
loss of information at Ax=0.5 could not have been too great. The test
was carried out this way because distributions generated with Ax=0.25
were few, and maintaining a fixed number of degrees of freedom for each
distribution enabled a simpler comparison to be made between test

resultse.



The Kolmogerov-Smirnov test, D value, did not suffer from the
grouping arrangerment of the chi-square test. All distributions were
fully tested. A comparison of the test results was aided by keeping the
nurber of samples in each distribution to 2 fixed values viz. 232C0 and
1600.

There are several clear points which can be concluded from the test

results. They are :

1. The feecdback improvement to calculation of Nk values leads to an
improvement in both chi-square and FKolmogerov-Smirnov test

results.

2. The time-shift improvement to the Wk calculation causes a
dramatic improvement in the Kolmogorov-Smirnov test result but has
a disastrous effect on the chi-square result. The effect on
chi-square result was reduced if feedback was also employed or if
Ax was reduced. Certainly time shifting the distribution cannot

be considered as an improvement. A reason for this can be seen by

examining the p.d.f. of the time shifted distribution.

Shifted p.d.f. fs(x) =a°%-(1_5(?\x+0-5ax)) , x30

8—0-57\ ax. ?\e_b(

1l

£ (%)
S

This is obviously an 1illegal distribution, as was previously
stated in. Section 3.9. Integration over the complete range of x

reveals:

Aax L

-1
Fs(x) =g A | }

Which is always less than 1.C, and diverges further as Ax is
increased. Figure 3.1la shows the discrete p.d.f. fk (ka x)

which would be generated to represent the continuous p.d.f. £(x).
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Figure 2.11b shows the shifted p.d.f. fs(x) and the new discrete
psd.f. fsk(kélx) relative to the desired pe.d.f. f(x)e The
fipure displays the effect of T.S., and since the chi-square test

’

is based on the. “fit’ between the actual generated distribution
and f(x), it can be seen that the T.S. technique has a

considerable effect on that fit.

Reducing the probability quantisation of Wk values 1s a sound

method of improving both statistical test results.

If one factor had to be singled out as the most effective way of
improving test results it must be that of reducing the Ax value.
Generally, whenever Ax was reduced, the results improved. In
Section 3.8 it was stated that, when the simple method of

calculating W, was employed, "accuracy in the. generation of the

k
distribution is not always improved by reducing ax". The only
evidence found far this was during the generation of the
exponential distribution when Ax.was reduced from 0.5 to C.25;
the D value reduced from 0.C465 to C.0469 when a reduction in 0D
value would have been expectéd. When feedback was employed for
the calculation of Nk values during generation of the Erlang

distribution, the D value went from 0.054& to 0.03¢ when Ax was
changed from 0.5 to 0.25. This is an improvement which was not
observed with the exponential distribution where feedback was not
employed. However it must be said that the D value improved when

Ax went from 0.5 to 0.25 for the Erlahg distribution without the

aid of feedback.
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It was decided that 1large samples would be generated for each
distribution previously considered, and tests carried out. An 8-bit Wk
value was chosen as it was considered to be the most practical size.
The time step A x was set at 1.0 to enable full use of the chi-square
test. The feedback improvement technique was emp loyed in the
calculation of Wk’ with all distributions except the exponential one.
Using feedback for the exponential distribution results in loss of the
memory-less ability in the generation of the Wk values, which is
considered a great advantage. The sample size was 9600 and graphs of
the p.d.f.’s generated are shown on Figures 3.llc to 3.11f. The desired
p.d.f. has been shown for comparison. Table 3.1lg contains all results
and critical values.

All distributions passed the chi-square test. The poorer result
gained for the exponential distribution is due to the simpler method of

calculating W The D values produced did mnot pass  the

k.
Kolmogorov-Smirnov test but this was expected, and 1is a result of

chosing a large Ax value. The D values which occurred are very close

to the expected values.

3.12 Conclusion

Each component of equipment which makes up the reliability system
undergoes a continual change of state. The random times between state
transition are described by embedded renewal processes. A digital
hardware simulator of the embedded renewal processes can be simply
constructed from a digital comparator and a random number generator.
The distribution of random time intervals, X, generated is completely

controlled by the Wk values, presented to the comparator. Wk values

fange between 0 and 1 and correspond to the probability of instantaneous
renewal. This value may vary with the age of the process. The ability

to simulate W (t), t>0 leads to generation of random times of any
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distribution.

Amplitude quantisaticon of &, and time quantisation of X influence

k .
the generator’s ability to accurately generate time intervals with a
prescribed distribution. However techniques have been developed which
achieve an accuracy at quantisation values previcusly considered poor.

The feedback technique of calculating Wk values was successful in
improving both the p.d.f. and c.d.f. distributions. Tirme shifting
achieved the improvements expected in Kolmogorov-Smirnov test results,
but severely affecged the p.d.f. distribution. This therefore cannct
be regarded as a useful technique in improving random time interval
distributions.

The time step ax had a considerable influence over the statistical
test results. As was expected, from previous investigations , when the
feedback technique is employed, the c.d.f. ‘fit” is consistently
improved by reducing Ax.

The economic hardware.design of the generator, coupled with its
capacity for high speed operation, make it well suited to rodelling
reliability for multi-component systems. Within the Sirulator a single
random number generator 1is employed to nwmodel the behaviour of each
system componente. The parallel stream of independeﬁt unifermly

distributed random numbers required to maintain the component processes

is supplied by the generator proposed in Chapter 2.
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number K-S TEST N TEST
number | of bits of .
L . of random | ftest |expected |crifical fest | crifical
distribution | figure | samples [number | Ax | result | value | value | result | value
EXPONENTIAL L-6c | 9600 8 1.0 || 0.0827 | 0181 |0.0196 | 40.0 56-8
WEIBULL L.6d | 9600 8 1.0 || 0-0464|.0.0558 [0-0196 | 231 522
ERLANG L-6e | 9600 8 1.0 || 00745 | —— ]0.0196 20-4 426
POISSON L-6f 19600 8 1.0 || 0-0792 | —— [0-0196 31.0 438
%
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Stochastic Simulator

4.0 Introduction

1

This Chapter contains an introduction to the philosophy behind the
desisn of the reliability simulator. Consequently it also serves as an
examirnation of the development of an engineering system, corprising
digital hardware and software, to implement design ideas. The basic
philosophy behind the system design was to break down the tasks of
reliability simulation into a number of sub-groups. With simulation
aspects decomposed in such a way, there 1is a mneed for cormunication
channels between the sub=groups to enable the groups to operate in a
unitied fashion. This corresponds to bringing together all the aspects
of a model system during simulation. The -result of decomposing the

simulator into separate sections is:
l. Modular design which lends itself better to system expansion.

2. Simple control of thedtotal system operation due to an efficient

data bus structure.

3. Greater efficiency and a reduction in the amount of hardware

required in each sub-section.

-

4. Ease of sub-section testing, and cf whcle system testing when the

sub-sections are brought together.

The attractions of decomposition can only be achieved 1if the
function of each sub-group is carefully chosen. Decisions about these
functions greatly inf luence the form of the interconnecting
communication chanrels. If the features listed abov are to be
achieved, the interconnection must take the form of a simple, efficient

bus structure.

(o}
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The sub-groups chosen to represent separate aspects of reliability
cirmulation are shown on the block diasram cof the simulator, Fi
and the bus structure is alsc indicated. The following sections of this
Chapter describe and discuss the subsectiocns and other {eatures which

make up the sirulator.

4.1 Component

The simulator may contain any number of Component Modules. Each
Compeonent }odule represents a particular aspect of the real system being
modelled. In the simplest form a component may represent an item of
equipment such as a generator or relay. More abstract system aspects
can also be represented in the same way, aspects such as corputer
software or human operator behaviour. Components interact with each
other, and each component has to be versatile if it is to be possible
for it to model such a wide range of system aspects. All simulator
components acting together describe he characteristic of the real
system under investigation.

The ©behaviour of the éystem components is governed by both
probabilistic and deterministic events. For example an electric rmotor
may have a random time' between failures which is exponentially
distributed. This means that there are stochastic processes going on at
component level and that the processes are expected tc satisfy some
appropriate probability distribution.

In generating the random times associated with the stochastic
processes a supply of random numbers is required. The numbers employed
by each component should be of good statistical quality if the model

behaviour is to appear truly random. Further the number sequences used

by different components are also expected to show statistical
independence. These specifications are difficult to meet, particularly
in a high speed simulator requiring several sequences. A hardware



implementation could have led to excessive amounts of circuitry, but
from investigations carried out, it was found possible to construct
number cenerators for each  -component - using only fourteen
mediurm~scale-integrated (1:SI) circuits.

The modelling aspect dealt with bty each component is updated in
asynchronous time steps. Different components may employ different time
step values so as to achieve high speed and accurate modelling
resolution. The asynchronous progressions undergone by components are
kept relative in time to each other by instructions issued by a Control
Module.

Component Modules take the form of special purpose hardware
implemented with MSI and large-scale-integrated (LSI) circuits. The
interaction between components is dealt with by both hardware and
software features. The hardware features are used to deal with the most
frequent and simpler actions, and the software features are used to give
increased flexibility to the wmodel, allowing it to describ% greater,
more complex variations of system behaviour. Each Compcnent }odule is
constructed on a single printed circuit board and is automatically
interfaced to the simulator system by insertion into the common bus.

The parallel operation of component hardware ensures a considerable
speed of simulation. However, care had to be taken to ensure an
economic design, as with a detailed model the hardware required can be

excessive.

4.2 Simulation Control

At the start of a simulation the Control Module takes charge of the
communication data bus from the host computer. To carry out its
cperation of controlling an asynchronous time simulation it also
monitors a dedicated communications bus, called the Time Increment bus.

Each Component lModule is connected to the Time Increment bus, and on



request from the Control Module it will reveal it cufrent time
quantisaticn value for the randomr tire process going on at corponent
level. The Control Module determines the minimum time quantisation
value currently in use bty any component. & decision is then taken about
how much the simulation should be increwented by in time, and this wvalue
is communicated to the components via the system data bus. Further
control signals are then issued to affect the components which have the
required time quantisation.

Gathering Statistics on the model’s behaviour is also <directed by
the Control Module. Whilst replying to the components, the Control
Module also indicates to the Statistical Gathering odule how much the
simulation is being incremented by.

As noted in Section 4.1, some of the aspects modelled by the
components are dealt with by software. C&mponents, on occasion, make
requests to this software which e:iists in the form of routines held in
the host computer. The Control todule is involved in menitoring these

%

requests and directing them towards the hoste.
¥
The Control Module is constructed on a single printed circuit board

from MSI and LSI integrated circuits.

4.3 Statistical Gathering and Network Specification

The function of the Statistical Gathering Module is to gather
evidence about the model system behaviour. It consists of a number of
binary counters. Each counter within the Statistical Gathering Unit is
programmed, by the simulator operator, to gather evidence about some
particular behaviour of the system. Programming of the counters is
achieved by defining logical events about which condition monitoring is

to take place.



Each component produces a binary output signal indicating that it is
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in an operating or non-cperating state. 4 Eoclean o]
combinations of component states which describe system events and
sub=-events can bhe developed. All logical event expressicns are stcred
in the Metwork Specification !Yodule, which 1is oprogrammed before a
simulation run starts. The Simulator is then in a position to decode
the binary component signals and indicate to the Statistical Cathering
Module the occurrence of a system event, thus enabling monitoring to
take place. Clearly a Boolean function is required for each Statistical
Cathering Unit counter. By making the MVetwork Specification Module
fully programmable, via the comron bus, any interconnection of model
components which describes a system under investigation can be entered

into the Simulator. Further details of the techniques used to specify

the system topology can be found in Chapter 5

4.4 Repair and Maintenance Policy

The Repair and Maintenance Policy Module is continucusly informed of
the condition of each component making up the model system. Should any
component have to make a decision about its future behaviour, it is
required to inform the Policy Module. It should "e noted that only
decisions which influence the overall state of the system, or other
components in the system, are dealt with in this way. The Policy Module
has been initially programmed with the system management scheme at the
start of the simulation and therefore can make decisions effecting the
global system. For example, consider a component representing an item
of equipment- which is due for maintenance. A maintenance request 1is
issued to the Policy Module which ' decides if ’there are maintenance
facilities currently available, or which could be released from a less
important task. This request must be considered. Further the Policy

Module may decide that the system is in a critical state and maintenance
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should be queued for future consideration. Finally the !Module informs
each corponent of its decisicon.
The Policy Module takes the form of a large lookup table [29] which

is addressed DLy cowmponent states and requests. The table contents are

presented to the decision lines returning to the components.

4.5 Bost Computer

The host computer has already been referred to 1in the Component
Module section. It was stated that certain aspects of the component
representation are dealt with in software. This is made possible by the
host computer having access to the common bus which can be used to
effect changes in the simulator hardware.

The ability to manipulate hardware 1is extended to allcw system
initialisation by the host. Examination of the Simula;or's progress is
also possible as the host can request the contents of any register or
counter accessible via the common bus. These are important points and
were carefully considered during the design of the separate modules.

The programs contained in the host computer play an important role
in the overall simulator system. With the ability to set up the
Simulator’s hardware, and store the configuration for future use,
repeated simulation of a particular problem is simply achieved. An
analysis of statistical data, gathered by the hardware during
sinmulation, is carried out by programs resident in the host computer.

To summarise, considerable flexibility is offered by the Simulator.
Operator control of the modelling process is by a visual display unit,
communicating directly to the host computer. Because the operator
communicates with the Simulator via host software the system can be made
much more user oriented and cgdious control of hardware 1is ‘eliminatecd.
It is anticipated that the Simulator’s hardware will be more fully

exploited by such a system.



4.6 Host Computer and Simulator Interface

The interface is based on an ECfS micreprocessor and support chips.

(D

The layout 1is indicated on figure 4.6a. There are two modes of
operation for the interface. 1In the first the VEU is connected to the
host computer, giving normal peripheral terminal operaticn. The second
rode of operation enables interaction of the sirulator hardware with
host scftware to take places

The necessary protocol between the Simulator and host is dealt with
by the interface. Effectively the host behaves like a Simulator Module
tied to the system commen bus. In a similar way to the Control Uodule
the host «can take control of the bus and both enter data and extract

data from it.

The circuitry for the interface is constructed on a single board
which has all necessary input/output connections for insertion into the

common busS.

4.7 System Bus Organisation

The main communication path within the simulator is the common bus.
It comprises a 12-bit address/control portion and a 12-bit
bi-directional data portion. On initialisation of the Simulator
hardware, the bus is controlled by the host computer via the interface.
During a simulation, the bus is controlled by the sirulator Control
Module. However the Control Module may pass contrcl of the bus to the
host computere. Bus contention 1is prevented by a hand-shaking
arrangement between the interface and the Control Module.

An important bus for system operation is the Time Increment bus. It
communicates to the Control Module the time quantisation presently used
by each component. For reasons which will become clear Jlater, high
speed operation can be more easily achieved if it is implemented in open

collector form. A 12-bit bué is used.

O
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4.8 Conclusion

Ir counclusicn, the Siwulatcr described here in offers a powerful
tool 1in determining system reliability.‘ Detailed wodels can be quickly
constructed to simulate a real system with considerable speed. The
unrestricted modelling ability makes this Simulator particularly useful
in varied modelling experiments.

The Simulator operator would find the model very convenient to deal

withe All control and setting up is dealt with by programs in the

host computer.
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Influence of Digital Implementation

5.0 Introduction

The Simulator hardware is fotally implemented in digital circuitry.
This necessitates quantisation of all time and amplitude values in the
model. The effects of quantisation have been investigated and are
reported in Chapter 3. From the results obtained, it was decided that a
12-bit data bus structure would be most suitable for hardware
interconnection. With wvalues represented in twelve binary bits, there
are 2048 resolved levels. This is shown later to give an adequate range
of time quantisation, and also a sufficiently small amplitude
quantisation. An increase to more than 12-bits would give only small
returns in modelling accuracy but would result in a considerable
increase in hardware. |

In Chapter 3 the process of generating random time intervals was
introduced . which in reliability modelling may correspond to life times
of equipment. In essence, a random time value Tn cip be generated in
which Tn is a multiple of a quantum value AT. The minimum time wvalue
which Tn can have determines the resolution of the distribution of
possible Tn values. If aT 4is chosen to be large, the generated
distribution of Tn would not model the desired distributiomn. Further,
the model becomes unrealistic in that essential data may be lost during
a simulation. Selecting a small AT value would solve these problems.
However when considering the problem of reliability modelling it is
found that the distribution being used for modelling depends on the
state of the model. For example, repair distributions have a different
form from failure distributions; Time quantisation values which would
be considered small for one distribution may pot be for another.
ﬁunning the whole simulation at the smallest AT required to model any of

the random time <wvalues would introduce unnecessary detail to the
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simulation. Also, the time required to carry out a simulation would be
much greater than if the optimum AT value.were being used at all times.
It would be also impossible to operate the system with a 12-bit bus
structure, as with very fine ﬁime resolution, an increase in amplitude
resolution is required to maintain modelling accuracy. Clearly there is
a need for a mechanism which can operate with the optimum AT value. The
technique described in this chapter offers a system which not only
achieves this but maintains several random processes all of different aT
values in a parallel mode. This makes possible a simulation possessing
both considerable speed and resolutiom.

This chapter explains the operation of minimum AT value control. It
also describes in detail the hardware structure of the Component
Modules,and other simulator modules, which play an dimportant part in

giving the Simulator its versatilitye.

5l AT Sélection

In Chapter 4 it was reported that each Component Module takes on the
job of modelling a particular aspect of the simulated system. Therefore
a process is going on within each component for which a random time
interval is being generated. All time values are quantised but the
actual AT values uéed by components may be different.

Consider a simulator system in which each component is permitted to
model its particular probability distribution with a time quantisation

value of suitable resolution. There are three points to be noted here.

l. Investigations have shown that the range of AT values anticipated
could all be representéd within .a 12-bit binary pattern. Also the
amplitude resolution required for such AT values could be achieved

with a 12-bit structuree.
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2. All time quantisation values must be integer multiples of an
absolute minimum quantisation value,VATmin. This must be true
if individually modelled aspects are to be kept relative in time

to each others

3. The update of the modelling process corresponds to incrementing
the renewal process. Components would only be considered for
update when the basic counter keeping track of simulated time had
been incremented by an amount equal to their AT value. For
example, if a component had fime quantisation A3Tmin and
another had A7Tmin’ then the first component would have its

modelling process updated more than two times for every one update

of the second component.

For the simulator considered, the job of controlling simulated time
would involve determining the amount to increment the basic counter by

to reach the next component update. The drawbacks of the system would

l. Determination of the basic counter increment could not be achieved

at high speed for a multi-component system.

2. A situation could be reached in which all éomponents currently had
the same time quantisation but were out of phase. This would mean
that the ability to rapidly increment the basic time counter would
be lost, as component modelling would be taking place in a serial

fashion although a parallel mode was possible.

To overcome the problems described in this section the constructed
Simulator limits the range of selected AT values to binary multiples of
ATmin' This makes possible a system which can rapidly determine the

minimum time quantisation present among componentse. Secondly, all
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components which currently have the same AT value, are updated together
and never allowed to fall out of phase. Considerable speed of

simulation can be expected.

5.2 High Speed AT Selection

Limiting time quantisation values to binary multiples of a basic
minimum value, ATmin’ enables a “wired - OR” function to calculate
the minimum AT value in use by any component. Figure 5.2a outlines the
operation. Each component simultaneously presents its current AT value
to the open-collector bus, known as the Time Increment Bus. At the
Control Module, a wired=-or function 1is performed on the bus and the
minimum time value is found. This value is normally the amount the
basic counter is incremented. The only diversion from this rule occurs
when there is a change in minimum AT. In this case the simulation is
incremented by the time required to reach the next scheduled upaate of
whichever éomponents have the new minimum AT. By this method a coherent
simulation 1is maintained. A result of achieving in-phase simulation is
that components experience an initial phase shift, to bring them in lime
with all other components of the same AT value. Shifting obviouély only
occurs when a component changes its AT value and therefore is relatively
infrequent. If small AT values are used, the error introduced to the
model should be negligible.

As an example to simulator operation, consider a system of
components for which simulation has been progressing with AT=z32Tmin-
The time counter has reached A6Tmin and it is found that the minimum
AT is A4Tmin. Figure 5.2b describes the processf It can be seen the
simulation time counter should be incremented by A2Tmin tc reach the

.next scheduled update. At that point, components of AT values AéTmin
and A8Tmin are updated. The Control Module performs the task

described here. The hardware layout of the AT selector is shown on
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Figure 5.2c.
To summarise, the operation of the AT selector portion of the
Control Module:
l. components are chosen for update depending on their AT value
2. components of AT value ATmin are chosen twice as often as those
of AZTmin, and four times as often as those of A4Tmin and so
on.
3. By using the common bus, the controller indicates which components

are to be updated;

5.3 Component Structure

The hardware structure of components 1is a limiting factor to
Simulator’s flexibility. Considerable effort has been directed towards
obtaining an economic design withoﬁt making_major compromises in speed
and flexibility. The final component structure presented here reveals a
system of surprising flexibility with a high speed, parallel mode of
operation. Flexibility is achieved by incorporating a micro=-instruction
controller which can be programmed by the Simulator operator. High
sﬁeed is achieved by parallel hardware operation and careful design.
The parallel philosophy to component operation ruled out a ju=-processer
implementation. A Simulator in which each component is modelled by a
single ju=-processor 1is certainly achievable but would result in
simulation times possibly two orders of magnitudes longer.

A diagram of the'component layout dis given on Figure 5.3a. The

subsections which follow deal with the structure in more detail.
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5.3.1 Status Register

The status register ,Figure 5.3.la, is a 7-bit register which
defines the overall condition of the component at any time. The first
3-bits define eight possible component states. The remaining ‘4-bits are
flags set during the modelling process.

The status bits of the register directly address the time
quantisation memorye. Therefore, on a request from the Control Module,
the memory can transmit to the Time Increment bus, via the component
bus, the time quantisation assigned to the current component state. The
time quantisation memory described above also contains eight hazard rate
values, one for each component state. These values can be presented to
a comparator, along with a random number, via the component bus. This
makes possible the generation of monotonically distributed random time
values for each component state.

The flag bits are used to keep a record of the simulation process.
They communicate to the Policy Module outwith the component, assisting
it with global system decision-making. They also_communicate with the
micro-instruction controller contained within the component, enabling
decisions to be taken about component modelling behaviour. Bit 7 in the
register has the special function of interrupting the simulation Control
Module with a request for software modelling features contained in the

host computer.

5.3.2 Mask and Micro-instruction Control

Due to the parallel operation of components, to make possible high
speed simulation, a considerable amount of decision making has been
devolved to the components themselves. The decision-making policy 1is
contained in a single 1024x8 bit EPROM which issues micro-instructions
to hardware within the component. At all times the ‘micro-controller”’

communicates with the status register, and is informed of global policy,
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decisions. Clearly with this system, modelling aspects are contained
within the micro-controller memory, and if an alteration to the model is
required, then the memory must be re-programmed. A system operator
“would find this very incbnvenient as each component contains a
micro-instruction memory, and any number of these may require
alteraticne. Also determination of the micro-instruction code is a
time-consuming task. To overcome this problem, and maintain the desire
to have a highly flexible simulator, an 8-bit mask register has been
introduced.

The first three bits of the mask connect directly to the
micro-controller, and the remaining five bits are used to operate on
information passing to and from the céntroller. This makes possible the
use of a small micro—controllef Memorye. What 1is achieved is a
micro—controller which contains the instructions to model a wide range
of behaviour without the need for re-programming. The operator has now
merely to define the mask register setting to select a particulaf model.

-

5.3.3 Component Counters

Each component contains three hardware counters. These counters are
indicated on the component diagram, Figure 5.3a and also Figure 5.3.3a,

as Ca’ Cb and Cc.

Counters C , C, are 12-bit programmable counters. Their contents
a

b

are fed directly to digital comparators for comparison with values Ta,

Tb respectively. When Ca;Ta or Cb=Tb occurs, a signal is sent to

the micro-controller which takes appropriate action. The
micro-controller has the ability to increment and clear Ca but only

b Counter Cb is automatically cleared when a match with
Tb occurs. With these counters, control signals (which effect the

modelling behaviour) can be programmed to be issued after fixed periods

increment C

of time or prescribed number of events.
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Value Tb may correspond to a “block replacement’ time. Under a
block replacement policy [35] the component is replaced at the end of
regular intervals of time, regardless of its operation during the time
interval. By employing counter Ca to record operational time an “age
replacement’ policy [35] can be implemented. The component 1is then
replaced when it completes a working time Ta-

Counter CC is intended for statistical gathering use. It is an
8=-bit counter which can be incremented by the micro-controller. This
permits a record to be kept of the numbef of occurrences of a particular
event, such as visits to a particular component state. Use of counter
CC is essential for monitoring system behaviour not observable via the
logical network (see Section 8.7 on Optimal Economic System Operation).
The decomposed statistical gathering system formed by CC counters and
the Statistical Gathering Module enable information to be gathered about
a systems performance in a way not possible by logical networks alone.

-
B

5.3.4 Non-Monotonic Distributions

Each component has the capability of modelling two non-monotonic
renewal processes. It dis known that during the generation of random
time intervals which are not exponentially distributed, the hazard rate
for the «corresponding process is not constant, but changes with time.
To enable high speed generation of such processes, the hazard rate must
be calculated at regular intervals and the values obtained stored in a
memory for use during the simulation.

For this purpose, a 256x8 bit read-write memory is provided on each
component, see Figure 5.3.4a. The first seven bits of counter Ca are
used as the address, with the eighth address bit giving selection
between two stored distributions. With this organisation counter Ca

has the special function of recording the age of the process. The

selection .of non-monotonic distribution memory in place of monotonic
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distribution memory is carried out by the ,micro—controllef. The

micro=controller can also, if dinstructed, join the two distributions

together forming a single 256 interval process. In this case the eighth
bit of Ca is used in place of the distribution select line.

It should be noted that non-monotonic distributions are generated
with an amplitude resolution of eight bit instead of the normal twelve
bits. This does not lead to a poorer standard of modelling as
investigations, reported in Chapter 3, have revealed techniques of
calculating hazard rates which lead to 1increased modelling accuracy.

These techniques make possible the use of an eight bit structure, which

limits the hardware required.

5.3.5 Control of Component

Component control is &evolved in two wayse. Firstly during the
simulation, the process undergone by each component is directed by its
own micro-controller. Each of these micro-controllers is governed by
the Control Module which issues a limited number of instructions causing
the whole simulation to progress. A 3=bit control bus is used.

The second form of control is by the address/control bus section of
the common bus. Instructions issued by this bus would normally be
accompanied.by a value on the 12~bit data bus portion. Components
decode the bus, determining if the information is for them, and further
where it is to be sent. A table of  programming codes 1is given on
Figure 5.3.5a. Each programming instruction is constructed from two
octal characters. In this way micro-instructions can be issued by
combining codes. An . example of micro-programming can be seen when
entering data into the 256x8-bit, read/write memory. Both the
“enable-memory’ and ‘write-to-memory’ codes are required. The resulting

instruction code is 44 octal.
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5.4 Control Module

The Control Module 1layout 1is given on Figure 5.4a. Its basic
function can be easily descfibed. Firstly, a signal is issued to all
components to transmit their current time quantisation wvalue wvia the
Time Increment Bus. After examining the values received, the Control
Module determines the updating quantisation value. All components are
simultaneously informed of the updating value via the common bus. At
this point a second control instruction is issued enabling the
micro=controller of components which have the correct current time
quantisation. Finally a third control signal is issued allowing the
micro-controllers to wupdate the component status registers. It can be
seen because of the efficient bus structure that the amount of
controlling signals required by components is greatly limited.

As well as carrying out the basic function described, the Control
Module has two other functions. It must generate the three-phase clocks
used to record simulated time. The clocking system is fully described
in the following section on statistical gathering. Tze second function
is to stop the simulation at the required point. This is normally when
the digital comparator connected to the 24-bit simulation counter
identifies a match with the pre-programmed stop time. However the
simulation could also be stopped by the simulator operator, host
computer, Statistical Gathering Module or any of the Component Modules
by an interrupt request. Whenever the simulation is required to stop,
the control procedure is the same. That is, control signals are no
longer issued after the completion of the current time quantisation
update. This ensures' that the statistical gathering is correctly

accomplished.
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The Master Control Unit, shown on the module layout, makes up only a
small proportion of the Control Module hardware, but is the key to the
overall operation. It consists of a 24-bit recirculating shift register
which issues all the necessary control signals as a single bit
circulates around the register. The register 1is clocked at 10MHz
leading to an updating of the simulation model every 2.4 microseconds.

Control of the Module itself is via the common bus in the same way
as any of the simulator modules (T@is procedure has been described in
Control of Component section)e. The Control Codes are given on

Figure 5.4b.

5.5 Statistical Gathering and Network Specification Modules

Statistical evidence gathered about the model performance is the end
result of any simulation. Throughout the simulation, data is gathered
at the occurrence of prescribed logical events in counters constructed
on the Statistical Gathering Module. A module layout is éiown in
Figure 5.5a. There are twelve twelve-stage counters arranged in six
groups. Each Statistical Gathering Module provides the Simulator with
four data gathering probes. A probe is an arrangement of counters given
over to gathering evidence about a single logical event. Each probe
contains a 24-bit counter recording simulated time, and a 12-bit counter
recording the number of occurrences of a logical event.

The operation of the Statistical Gathering Module is best described
by an example. Figure 5.5b shows a system flow diagram containing five
components. The corresponding success tree 1is shown in Figure 5.5c."
Success trees are a means of graphically displaying the Boolean
functions which describe logical events. It can be seen that probe Pl
is connected to the final system output (the top ofbtree) representing a

system failure event. Probe P2 is observing the condition of the two

parallel signals corresponding to the logical sub event P2=(1+2)(3+4).



Whenever a pfobe detects a logical O it dincrements its occurrence
counter by one and enables incremeniation of its time counter by the
amount the simulation is progressing until a logic 1 appears. V At any
time during the experiment, and certainly at the end, the host computer
may update its knowledge of the model behaviour by examining the probe
counter values.

The binary signal produced by each component, indicating an
operational or non-operational state, form the input to the look-up
table known as the Network Specification Module The table output
represents enabling signals to the Statistical Gathering probes. The
Netwqu Specification Module is comstructed on a small printed circuit
board which is 1inserted on to the common bus. Figure 5.5d shows the
layout. 1Its operation is simply achieved by a RAM table, where the
mapping between input and output 1is according to Boolean functions
defining logical events. That is, each location in memory contains a
biﬁary word specifiying system top event and sub-event occurrence. With
a large system containing many components this table may be very large
and a RAM decomposition technique employed. This can be achieved by
limiting components to groups which form the input to a sub-table. The
logical sub-event signals produced by sub-tables would then form the
input to a table monitoring the top event. No difficulty should exist
in describing the top event in terms of sub-events, as sub-event probe
points represent intermediate terms for the top event Boolean
expressione.

By employing a programmable Network Specification Module, the
operator 1is freed from the tedious task of connecting components with
AND and OR gate logic to describe each system. The operator mneed only
define the Boolean expression of the top event at the VDU terminal,
allowing the host computer to determine the contents and then program

the Network Specification Module table [40]. Any system configuration can
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be stored for re-use or modified during a simulation with this highly
flexible system. Further development has made possible a graphical
input of the model system success tree, eliminating the need to
determine the Boolean expressions for system events.

Statistical probes are so called because they can be moved around
the system tree, allowing a clearer picture to be formed of sub-events
which lead to the top event. It should be noted that there is mno need
for all probes to be examining the same tree. Alternative system
organisations leading to different trees, can be simultaneously observed
by simply defining different system event expressions.

The size of the binary words contained in the RAM table determines
the maximum number of statistical probes available for gathering
results. With an N-bit word N-1 sub-events and the top event can be
monitored for each combination of component state signals.

Probe number Pl has a special feature in that it can be used to stop
the simulation. If hard@are in the Control Module has been correctly
prepared before the simulation starts (via host software) themn a stop
request 1is issued at the occurrence of the first logical event at probe
number 1. This makes possible such experiments as an investigation of
“time to first system failure’.

The minimum value which any counter recording the simulated time can
be incremented by is ATmin’ corresponding to a single input clock
pulse. When these counters are incremented they may be so by any number
of clock pulses, within the limitation of the maximum time quantisation
value of 2048. It would be impossible to clock the statistical counters
up to 2048 times during the 2.4u seconds cycle. A sol;tion to the
problem would %ave been to replace counters by adders which could have
summed to stored values, the current time-increments. This would have
considerably increased the amount of circuitry required leading to a

greater cost and a longer development time. The solution adopted was to
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use a three phase clocking system shown on Figure 5.5e. All time
increments are constructed from combinations of the three clocks viz.

X1, X16, X256. For example, an increase of 38 time units is achieved by
the combination 6x1+2x16. Care has to be taken to ensure that carries
from early portions of counters are rippled to the inputs of succeeding
sections. No more than sixteen <clock pulses are ever required to
increment the Statistical Gathering units. This can be achieved within

the 2.4p seconds cycle time.

5.6 Repair Policy Module

The rezpair Policy Module is in charge of all system repair and
maintenance resources. Continually, components make demands upon these
common resources. The Policy Module monitors all component requests and
distributes the resources according to the pre-programmed management
policy. A decision-table implementation of the module has considerable
advantages. It offers a method of clearly defining complex conditions
for which decisions musft be taken.

The behaviour of components is interrelated, with respect to global
resources and policy. The complexity of these relations does not affect
the speed of the simulation, which is only concerned with the access
time of the table. The table 1lists all combinations of component
states, and for each combination provides the corresponding management
action. Programming the table before a simulation starts requires a
clear description of the rules governing any action. However once this
has been carried out, modelling of complex systems is achieved with ease

and confidence.
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Consistent with the nature of the hardware simulator described in
this report, the operation of the Policy Moduie is in parallel with
Component Modules and the Statistical Gathering Module. It is expected
that, for systems containing a large number of Component Modules, table
decomposition will be necessary, particularly where components may be in
more than two states. An increase in the number of possible component
states permits more accurate modelling of management policy but would
result 1in a considerable reduction in the number of components observed
by each sub-divided table. The Policy Module could no longer be called
global and would be simply a collection of localised decision-making
teams. Fortunately, smaller tables should be more easily developed and
quicker programmed.

Stochastically and deterministically varying management policies can
be achieved by making the table contents a function of particular
components which need not appear in the system tree. These special
components may represent changes (not failure) of repair crew staffing
or different policies operative only in crises. The module is

constructed in a similar way to the Network Specification Module,

employing a read-write memory.
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Reliability Modelling View of Simulator

6.0 Introduction

The description of the Simulator so far has been kepp very general.
No interpretation of model features, within the context of reliability
simulation has been made. This was deliberate and is due to the wide
ranging nature of engineering systems investigated for reliability
performance.

Versatility of modelling components is achieved through programmable
operatione. Further modelling power is brought to the simulator by the
global Policy Module, which makes it possible to implement complicated
system management policies without affecting simulation speed. Finally
components can, if required, interrupt the simulation with requests for
software modelling features contained in the host computer. However it
is not suggested that this feature should be generally employed, but
only when modelling component behaviour qutwith the scope of the
programmable components. Repeated interrupts during a simulation would
result in longer run times.

To determine the Simulator’s performance and enable the
investigation of engineering systems to be carried out with a view to
improving their reliability, work has continued in the direction of
developing a component arrangement which may be considered universal.
That is, a component description uUsSable in a wide range of reliability
problems.

Coinciding with this development, the mnecessary software enabling
the host computer to prepare the model for simulation, and examine the
results obtained has also been written. This Chapter reports on this
work and although the model presented is general purpose it should be

considered as only one of the possible component arrangements. For
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example the problem of modelling minimal repair, described in Chapter 8,
is not dealt with by the general purpose micro-controller. To deal with
_such additional system characteristics,_a modified micro-control memory
was produced. The operatbr could then select from a library of control
memories to achieve the necessary component operation.

Host software was developed to permit a high level of communication
between the Component Modules and the host. The communication is in
accordance with the general purpose micro-controller view of hardware
operation, and any substantial change made to the micro-controller’s
direction of the hardware would require changes to the host programs.
The higher 1level enables easy operator interaction with the hardware,
and is made possible by the underétanding of micro-controller and mask
register operatiom. Throughouf the development of the software, ease of
operator use has been a prime consideration.

»

6.1 Status Register

"
-

The format of the status register layout is shown on Figure 6.la.
The lower three bits are the actuél component status bits indicating the
current condition of the component. The next three bits are flags set
during modelling. Bits SR4,SR5 are repair (R.R.) and maintenance (M.R.)
requests respectively and are made available to the Policy Module. A
repair request 1is issued dimmediately a component fault is detected.
This corresponds to entry into the requiring repair state. A
maintenance request is issued on reaching a scheduled maintenance time.
However this does not correspond to entry into the component maintenance
state. Transition to this state only occurs when the Policy Module
permits maintenance to start. Throughout the delay the M.R. bit
remains set. With this method, maintenance can be queued during a
“system crisis’ or when maintenance resources are in high demand. The

Policy Module has a single reply line request allowed (R.A.), which
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indicates to the component that the request is granted, corresponding to
a release of global resources to meet component demand. At this point
status register bit SR3 (ack.R.) is set, acknowledging the response from
the Policy Module. The ack.R. bit remains set until the completion of
the requested task.

The final status register flag, bit SR6, is the component interrupt
request (int.). If the mask register setting enables interrupts then
the micro-controller sets the flag when component failure occurs. At
this point, the Control Module stops'the'simulation and indicates to the
host all components requesting attention. No general purpose interrupt
service routine 1is presented in this chapter. In later work, reported
in Chapter 8, the facility was used to model reliability growth, for
which a limited service routine was constructed.

Control of status register flags is simply achieved by the
micro-instruction controller within each component. Any variation of
operation from that described above is possible by re—ﬁrogramming the
control memory.

The eight possible conditions which any component may be in are
defined on Figure 6.1b. The state descriptions given are self
explanatory. A selection of these states may be used by components to
describe quite general systems. Indicated on Figure 6.1b are the tﬁo
states for which non-monotonic transition rates are possible. The
relevant states have been defined such as to allow non-exponential
repair and failure distributions, which for reliability modelling are
most wuseful. Also shown are the states which must have the same time
quantisation if use of the programmable counters 1is made in the way
described by this chapter. The reason for this is as follows. Counters
within components are used to record component age and length of time
since previous replaéement. With this information the micro-controller

can issue maintenance request signals (M.R.). Counter values must be
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kept up to date and an incrementing clock pulse may be issued by the
micro-controller during a Control Module cycle. Each pulse corresponds
to a single quantum time step increment. This makes it impossible to
maintain counter updating and unrestricted asynchronous simulation. To
overcome this problem, counters are only incremented when the component
is in a limited set of states, resulting in certain states having the
same time quantisation. The system is acceptable.because the time
quantisation value is the largest used by the component, and the states
" restricted to this wvalue are the most commonly visited states.
Therefore the amount of simulated time spent in states for which counter

incrementation is not possible is small.

6.2 Modelling Counters

Component . counters Ca and C, are used to implement a maintenance

b
policy based on component operation times. The special task of
recording the amount of time a component is resident 1in a particular
state 1is assigned to counter Ca' This is necéssary if non-monotonic
renewal processes are to be simulated, as only counter Ca addresses the
instantaneous hazard rate memory. Whenever a component fails or is
repaired/replaced, counter Ca returns to zero. For components in
working. condition but not operating, such as cold standby, counter Ca
is not incremented. At all times the value of counter Ca is compared
with Ta. If CaaTa, a maintenance request (M.R.) signal is issued.
This corresponds to age replacement after the component completes Ta
time units of operatiom.

Counter Cb is used to generate maintenance request signals at

periodic intervals of time. This is known as a block replacement

policy. The actual block replacement time is held in register T and

b,
once again a digital comparator identifies the maintenance time. The
incrementation of counter C, is continuous (within the limitations of

b
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Section 6.1) and does not depend on the component working. Counter Cb
is not reset when the component is repaired/replaced but only when a
(M.R.) 1is issued by the cémponent. It should be noted, that the action
of both counters can be separately enabled or disenabled by setting the
component mask register.

Counter CC records the number of component failures, This

information may be used when statistically analysing model performance.

6.3 Component Micro-Instructions

A component models a particular system aspect by drawing upon the
range of available component states. These states have been listed in
Section 6.1. The range of states which can be visited by a component
are determined by its mask register setting. The contents of tﬁis
register constitute inputs to the micro-controller which is responsible
for generating state transition signals. Certain bits of the register
enable modelling options to be selected more directly, operating on

&
component hardware signals without the micro-controller. The layout of
the mask register is given on Figure 6.3a. .The effects of individual

register bits are described in more detail below.

MO; cold standby. When this bit is set the component moves into the

passive standby state 1if the component which it backs up is working
(working states are defined as 3 and 7). The components are numbered
1,2,3,...n, and are positioned in a module card racking system in
numerical order. Further, a passive component at position m backs up a
working component at position m-1, a higher priority position. If a
further passive back up component is added it must be inserted into

position mtl.
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Components which can be in a passive standby state observe a signal;
failure allowed (F.A.), generated by its neighbouring component lower
down the rack. Figure 6.3b illustrates the hardware implementation of
this ripple <signalling. The signal (F.A.) indicates to a passive
component that no active or passive component, of higher priority,
within the redundant group is working and therefore it is required to
become active. It remains in a working state until a component, within
the group, lower down the rack (of higher priority) is repaired.

Always the aim of the redundant group is to have the component of
highest priority working and all others in a passive state. At all time
the highest priority available component is the only component which may
be working.

M1,M2; High start up failure, high start up delay. Setting these

mask register bits selects the respective modelling options. Actual
parameters must be entered into the component 16x12bit RAM.
Deterministic start-up delays are implemented by prograéming a unit
impulse p.d.f. for the state transition time distribution. The delay
is then the time quantisation value chosen for the “random” transit

time.

M3; Interrupte. Component generated interrupts are enabled by

setting this bit. The micro-instruction controller is programmed to
generate an interrupt whenever a component failure occurs.

M4 ,M5; Age replacement, block replacement. To enable the

programmable counters to generate maintenance request signals these bits
must be set. If both bits are set then maintenance occurs at block

intervals only if the component exceeds the age limit Ta.
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M62M75 These bits indicate that non-monotonic renewal processes are
used to describe repair and failure times respectively. Setting any of
these bits results in the storing of instantaneous renewal fates in the
256x8bit RAM in place of the normal 16x12bit RAM.

The micro-instruction input/output signal layout is given on
Figure 6.3c. The output signals are self explanatory and show the
control over component hardware. All input signals have been described
except random event signal (R.E.) which is the random binary output from
the renewal process comparator. Development of the micro-controller
firmware must be carefully carried out if correct component operation is
to result. Stipulation of control signals to be dissued during state
transition 1is somewhat simpler and 1is given 1in Appendix A2. The
specification of the required input binary patterns causing state
transition requires a clear understanding of the nature of component
behaviour. A computer program was writtem to carry out the off-line
programming of micro-controller memories. The program produces the
micro-instructions to be issued during state transition. Appendix A3
presents the derivation of these signals. It also gives a clear

description of the component state transition process.

6.4 Host Computer Software

The operator communicates with the simulator via a VDU terminal.
The ©behaviour of the Simulator is completely controlled from this
terminal via the host computer software. Entering key dinstructions
enables the dinitialisation, execution and analysis of all reliability
system studies. The software has been developed with the aim of
simplifying terminal input/output format, resulting in efficient use of

the Simulator hardware.
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On powering up the Simulator and activating the control program at
the host computer, the operator is presented with the following list of
tasks that the host software is capable of undertaking:

INITIALISATION AND CONTROL OF SIMULATOR
SELECT SUB-SYSTEM LEVEL TO BE AFFECTED
l. « « SIMULATION INITIATE

2. - o COMPONENT MODEL

3. « o STATISTICAL ANALYSIS
4. . . NETWORK SPECIFICATION

5. . . HARDWARE DEBUG
6. « o RE-ENTER SIMULATION
6. « o SYSTEM POLICY
8. « o FINISH SIMULATION
INPUT SELECTION N=. &
To carry out experiments on a system, three files must be created (If
these files have been previously generated then they may be recalled for
repeated use). They are:
l. the component description file
2. network specification file
3. resource policy file.
Generation of new files can be selected at this point in the control
programe All other operations of the host computer are similarly
selected at this frequently recurring branch point. On completion of
each control or file handling task, the program returns to the common
branch point. The following sections outline the entire simulation

process, as seen by the operator, from model preparation to analysis of

results.

6+4.1 Model Description

A model description file determines the characteristics of
components representing system features. When creating or editing the

file, each component is selected and individually dinitialised. A
maximum of six components is permitted by the hardware currently

‘available. On first describing any component, a mask register setting
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is developed by answering eight questions. The mask setting determines
the modelling features to be used during simulation. On the basis of
this setting, parameters are requested by the file handling routines.
The listing given below shows the format of the parameter spécification.
The exact format varies for each mask setting and is unlikely to be as
large as the one shown, which results from selecting every possible

modelling feature.

INPUT NAME OF MODEL DESCRIPTION FILE . .MODO

COMPONENTS IN USE BY MODEL ARE
1 2 3 4 5 6

MINIMUM TIME QUANTISATION = 1.000 HOURS
INPUT NEW VALUE OR RETURN FOR NO CHANGE o o o e

NOTE: 1. ALL TQ VALUES MUST BE A BINARY
MULTIPLE OF TOMIN
2. ALL VALUES IN HOURS
MAXTMUM TIME QUANTISATION = 2048.000 EOURS
SELECT COMPONENT TO BE ADJUSTED (1 TO 6)
ENTER RETURN FOR NO FURTHER ALTERATIONS N=. .3

IS COMPONENT TO BE REMOVED Y/N. .N

DO YOU WISH TO DEFINE A NEW MASK REGISTER
Y/N ANS.= Y

IS THE COMPONENT PASSIVE Y/N. .Y

IS THERE A HIGH START UP FAILURE Y/N. .Y

IS THERE A START UP DELAY TIME Y/N. .Y

ARE COMPONENT LEVEL INTERRUPTS POSSIBLE Y/N. .Y
AGE REPLACEMENT OPERATIVE Y/N. .Y

BLOCK REPLACEMENT OPERATIVE Y/N. .Y
NON-MONOTONIC DISTRIBUTION FOR REPAIR Y/N. .Y
NONfMONOTONIC DISTRIBUTION FOR FAILURE Y/N. .Y

NEW AGE REPLACEMENT TIME ( 1000.000)
ENTER RETURN FOR NO CHANGE. . . o

NEW BLOCK REPLACEMENT TIME ( 2000.000)
ENTER RETURN FOR NO CHANGES. « .«
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TIME SINCE PREVIOUS BLOCK REPLACEMENT ( 0.000)
ENTER RETURN FOR NO CHANGES .« + « .« &

INITIAL AGE OF COMPONENT ( 0.000)
ENTER RETURN FOR NO CHANGE. . .

DO YOU WISH TO CHANGE ANY DISTRIBUTION Y/N. .Y

FAILURE DISTRIBUTION INDICATOR = 1
SELECT DISTRIBUTION

WEIBULL « o o o o 1

ERLANG &« o o o o 2

2 MODE WEIBULL . 3

ENTER RETURN FOR NO CHANGE « - - o

DISTRIBUTION PARAMETERS ( 500.0 , 2.00 )

ENTER RETURN FOR NO CHANGE + « o o o

TIME QUANTISATION ( 8.000 )

MINIMUM VALUE FOR 128 ELEMENT MEMORY = 8.000
ENTER RETURN FOR NO CHANGE « « o« o &

REPAIR DISTRIBUTION INDICATOR = 1
SELECT DISTRIBUTION

WEIBULL o o o o o 1

ERLANG & « o o o 2

2 MODE WEIBULL . 3

ENTER RETURN FOR NO CHANGE . . . .

DISTRIBUTION PARAMETERS ( 15.0 , 2.00 )

ENTER RETURN FOR NO CHANGE . + + o o

TIME QUANTISATION ( 1.000 )

MINIMUM VALUE FOR 128 ELEMENT MEMORY = 1.000
ENTER RETURN FOR NO CHANGE . « o o &

REPLACEMENT DISTRIBUTION MEAN ( 10.000)
ENTER RETURN FCR NO CHANGE =« o & o o &
TIME QUANTISATION VALUE ( 1.000) . »

UNREVEALED FAULT DISTRIBUTION MEAN ( 1000.000)
ENTER RETURN FOR NO CHANGE . .

START UP FAILURE RATE ( 10.000 % )
ENTER RETURN FOR NO CHANGE . .

IS START UP DELAY DETERMINISTIC OR RANDOM D/R

ENTER FOR NO CHANGE e o o« s « R

INPUT MEAN RANDOM DELAY ( 5.000). .

TIME QUANTISATION VALUE ( 1.000).

INPUT STARTING STATE OF COMPONENT ( 71.000). .

SELECT COMPONENT TO BE ADJUSTED (1 TO 6)
ENTER RETURN FOR NO FURTHER ALTERATIONS N=. .
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Where non-exponential distributions are in wuse, an indicator of
distribution type must be entered. The 2-mode Weibull indicator refers
to failure times wh;ch occur according to two modes, each mode described
by its éwn distribution [see Section 8.9].

Time quantisation values for non=-exponential distributions can be
selected freely. However the host computer determines the minimum
quantisation necessary for the distribution c.d.f. to reach 0.95 before
the final hazard rate memory location is reached. The suggested value

is indicated as ‘minimum value for 128 element memory”.

6.4.2 System Success Tree

The second file necessary for complete system description 1is the
network specification file. This file contains information for forming
the system success tree, which must be entered into the look-up table in
the Simulator. There are two separate methods of creating and editing
this file. If a conventional operator terminal is in ‘use then the
system success tree 1is constructed from logical boxes. The operator
specifies the connection of boxes by identifying each with a number. An
example of .the output format for a 6=component system is shown on
Figure 6.4.2a. Describing system success trees by this method is simple
for small syétems but could be. tedious and error-prone for larger
systems. At the completion of the tree description by this method, the
operator 1is presented with a table which is merely a record of box
connections.

The second form of file handling requires an interactive graphics
terminal. This method is by far preferable as the operator need only
“draw’ the component boxes and their connections to specify the system
tree. Figure 6.4.2b illusfrates the tree drawn for the example system
above. The software controlling graphical editing of the tree has been

designed for simple operator use. Both tree construction methods
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require specification of statistical gathering probe positiomns,
corresponding to logical events about which information is to be
gathered. However the graphical method is particularly convenieﬁt to
use as previous probe points can be quickly ‘rubbed out’ and the probe

redrawn in a new tree position.

6.4.3 Repair Policy

The policy file contains information about the utilisation of repair
and maintenance men. A distinction 1is made .between repair and
maintenance actions performed on components. However the men available
to carry out the work are drawn from a common group. The distinction is
neéessary as the response to requests for a man to carry out
preventative maintenance is likely to be postponed during a crigis where
repair men are better employed on urgent repair work. A consequence of.
this more accurate modelling.of system management policy is that each
component requires two binary address lines to describe its condition to
the Policy Modules

With a priority repair and maintenance policy, it is to be expected
that, on occasion, resources released to meet a component request may be
recalled and re-issued to a higher priority component. Later when the
initial component resource demands are of sufficient priority to
continue they commence from the point at which they left off. In the
case of interrupted maintenance the component remains in the unusable
maintenance state. If the (ack.R.) signal is méde available to the
Policy Module then decisions can be made with the knowledge of
previously incompleted repair/maintenance operations within the system
components. To prevent an increase in the number of policy address

lines component signals are coded as follows:
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working order =-- no request flags set
request for repair == a R.R. but no ack.R.
request for maintenance -- a M.R. but no R.R. or ack.R.

task commenced == an ack.R.

With large numbers of components, the policy table may become too large,
with regard to realistic implementation. Grouping components into
sub=-policy tables of six components results in a practical table size of
4096x6 bits.

In programming the Policy Module table, it would be 1impossible to
construct a table describing the actions to be taken for each
combination of component states as the possible number of combinations
could be very large. In practice, statements are made about component
requests of particularly high priority. With the knowledge of these
statements the host computer determines the decision table necessary to
implement the policy and then programs the Policy Module. An example of

programing a policy is given below.

INPUT NAME OF POLICY FILE . . .POL2

REQUESTS OF PRIORITY 1 ARE
COMPONENT 2 R

REQUESTS OF PRIORITY 2 ARE
COMPONENT '3 R

REQUESTS OF PRIORITY 3 ARE
COMPONENT 4 R

REQUESTS OF PRIORITY 4 ARE
COMPONENT 2 M
COMPONENT 3 M
COMPONENT 4 M

NUMBER OF POLICY "MEN" = 2

MINIMUM ACCEPTABLE PRIORITY = 6

COMMENCED TASKS HAVE OVERRIDING PRIORITY

ADJUST SYSTEM POLICY. REQUEST TYPES ARE:
M=MAINTENANCE
R=REPAIR

SELECT COMPONENT
ENTER RETURN TO END. . .2

INDICATE REQUEST TYPE . . .R

SELECT PRIORITY
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ENTER RETURN TO REMOVE PRIORITY SETTING . . .r

SELECT COMPONENT
ENTER RETURN TO END. . .

DO COMMENCED TASKS HAVE OVERRIDING PRIORITY Y/N . . .

MINIMUM ACCEPTABLE PRIORITY ( 6 )
ENTER RETURN FOR NO CHANGE o s e

NUMBER OF POLICY ""MEN'" AVAILABLE . . .

SELECT OPTION

0. EXIT

1. DISPLAY POLICY

2. PROGRAM MODULE . .
Note that component requests of priority below the stated minimum
acceptable priority do not receive attention from repair men. When a
repair or maintenance task is acknowledged by the Policy Module the
component enters the “task commenced” state. This state has the same
priority as the repair state since they both describe a non-operational
component. However by stating that commenced tasks have overriding

priority then repair or maintenance tasks, once initiated, cannot be

discontinued by -the occurrence of a request of higher priority.

6.4.4 Executing an Experiment

After the development (or recall) of the necessary system

description files has been completed, the operator initiates experiments

on the model system as shown below.

NAME OF FILE TO KEEP RESULTS . . RSTI

NO. OF EXPERIMENTAL RUNS . .100

NUMBER OF WINDOWS - . =«
ENTER RETURN TO STOP AT EVENT Pl . .2

TIME (HOURS) AT END OF WINDOW 1 =. .10000

TIME (HOURS) AT END OF WINDOW 2 =. .20000

A file is used to contain results, allowing examination at a later date.

143



The number of repeated experimental runs is entered, each run starting
from the same specified initial system condition but with a different
random number seed. During each run the Simulator is requested to stop
at window points, at which the host computer updates its information
about model behaviour. Any number of window points can be used, the
actual times being entered by the operator. A request to stop at the
first occurrence of logical event Pl can be selected. Clearly in this
case no stop times are entered. The technique is particularly useful if
event Pl is specified as “system down’. |
Experiments run to completion unless interrupted by the operator, an

example of which is shown below.

COMPLETED 10 OF 100 RUNS

" TIME TO COMPLETION = 2.06 SECONDS
SIMULATION STOPED BY OPERATOR

l. . RETURN TO MAIN PROGRAM
2. . CONTINUE SIMULATION

-«
b

‘On interrupt, the simulation 1is suspended and the operatof may
continue the experiment or return to the main feature selection point.
When the operator interrupts the experiment the simulation run may be
pre—examined, aborted, pre-examined, restarted or re-—continued from the
suspended position. Further, on causing an interrupt, the operator is
informed of the‘Simulator's progress and of estimated time to experiment
completion, as determined by the host computer.

In the example interrupt, the time given is for a simulation wusing
at all times only the minimum time quantisation value. In practice, the
time to completion would be reduced due to selection of larger
quantisation values. Set against this is the increase in experimgntal
run times due to delays experienced in wuse of a ‘time shared host

computer.
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The serial: communication link between the host and the Simulator
operates at its limit of 9600 bits/second. At this speed the problem of
communication delays is reduced. It should be noted that run times
reduce as the number of stop windows and statistical probes are reduced
due to the reduced amount of data passing between the host computer and
the Simulator. Probe control signals are not issued for probes
unspecified at the Network Specification files In practice, the
estimated time to completion indicated to the operator takes into

account both of the effects described above.

6.4.5 Results Analysis

On completion of an experiment the operator is returned to the main
procedure selection point of the control program. At this point, a
statistical analysis of a results file can be requested. The format of

the statistical analysis is shown below.

ENTER NAME OF RESULTS FILE . .RST1

MINIMUM TIME QUANTISATION = 1.000

NO. OF EXPERIMENTAL RUNS = 100
TOTAL NO. OF EVENT
PROB WINDOW DOWN-TIME EVENTS DURATION CRV
1 1 60305.2 592.1 101.85 0.012
1 2 59982.8 587.5 102.10 0.015
2 1 12491.6 826.2 15.12 0.011
2 2 12406.2 793.7 15.63 0.009

IDENTIFY PROB OF INTEREST
THERE WERE 2 IN USE =

Results obtained for each probe are analysed separately. The values

recorded by probe counters are averaged over the number of experimental

runs performed to determine mean down time, mean number of events and

mean event duration. Each window is dealt with separatly. Therefore

the table of results presented lists moving ' average values monitored
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between window points. In the final column of the table of results, the
coefficient of relative variation (CRV) for down time is determined.
This measure aids the experimentor in determining if results are a good .
statistical estimate of the true value [see Section 8.1]. If a graphics
terminal 1is in wuse the operator may request a frequency distribution
plot of event times or number of events occuring for each probe window.
A hard-copy graph plotter option can also be selected.

No specific routines were written for analysing simulation results
recorded in Component Module counter CC. However each counter would be

examined and results recorded.

6.4.6 Hardware Debug

A software control section not required by the experimenter is the
hardware debug. This section played a considerable role in the testing

of the simulator hardware modules. It enables specific hardware control

signals to be 1issued requesting and entering data into individual
circuits in the Simulator. Pre-programmed sequences of instructions can

also be issued to further check hardware operation.

6.5 Conclusion

Two main conclusions can be drawn from this chapter.

The universal instruction set developed for the programmable
controllers enables a detailed description of component features
to be achieved. Its flexible operation should free the operator
from the need to re-program the micro-controller. The operator
merely prepafes a mask register setting to select from a range of
modelling characteristics which make full use of component

modelling power.

If an interactive graphics terminal is wused then graphical



specification of the model system tree 1is catered for, and

immediate displays of result distributions can be obtained.
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Verification of Simulator Operation

7.0 Introduction

To verify the operation of the Simulator, a collection of system
arrangements has been studied. Each system contains some different
aspect of reliability engineering, and the range of systems examined
covers the principal system topologies. A further consideration during
each expériment was the full evaluation of the Simulator’s
characteristics. For this reason, system parameters have been varied to
aid with identification of any modelling problems. In particular, the
distribution time quantisation TQ was widely varied, in many cases
outwith the normal working range.

For each experiment carried out, the Policy Module was programmed to
allow repair or maintenance requests to be acknowledged without delay.
That is, system components did not compete for repair men. This 1is
necessary as an 1investigation of policy dependency would not have
permitted any analytical estimation of simulation results, and hence
detracted from the verification of Simulator operatiom.

The following sections of this Chapter describg the experiments 1in
detail and results are presented. In each case, a mathematical analysis
of the system has been performed, an essential task if confidence in the
operation of the Simulator is to be obtained. Many results are
presentéd in the form of mean unavailability (uD) or mean availability
(uA) .

Where preventive maintenance was applied, the mathematical analysis
of the systems considered maintenance to be instantaneous. This cannot
be achieved by the simulator. In practise maintenance times were
prqgrammed to have their minimum values of é}Tmin. Consequently, to

permit any comparison of the Uy values obtained by simulation with the
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theoretically expected values, the results have been adjusted as

follows:
down time = measured down time =T AT .
s ©"min
T
B
where Ts= simulated life time

TB= interval between maintenance

7.1 Single Component with Periodic Replacement

The simplest system conceivable is that of a single component for
which no repair takes place. Initially the component is in petrfect
working order. During its operation it suffers a probability of failure
according to a specified probability distribution. Once failure occurs
the component remains in a failed state until it is replaced. Component
replacement occurs at regular test intervals regardless of the component
still being operational. Experiments carried out on systems of this
simple nature enable the behaviour of the Simulator to be more easily
analysed. Complex systems may have produced results obscuring
behavioural trends which are of important to this Chapter.

The replacement policy described is best simulated by specifying a

block replacement time T The Repair and Maintenance Policy Module

B.
must be programmed to only permit component maintenance requests to be
allowed. Component mean maintenance times are set to a value less than
AT . , this results in an actual maintenance time of AT . . All
min min
systems have been simulated over long time intervals permitting
component unavailability to be estimated with little variance.
Consider a component for which TB=1OOO hours and A&Tmin=l hour.

The component failure distribution 1is exponential, with a mean value
1/0. This arrangement has been modelled for 1/8 values of 200 hours,

1000 hours and 4000 hours where the distribution time quantisation (TQ)

has been varied from 1 hour to 128 hours. Selecting 1/6 values above
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TB enables a check to be madeon the generation of the correct distribution

shape. When lower 1/6 values are used, the results are credible if only
the distribution mean wvalue is gccurately modelled. However, a value of
1/6=4000 hours where TQ=1 hour has been previously shown to be rather
high for accurate modelling to be achieved. (Section 3.8 indicated the
safe limit of 1/8 to be approximately 1500 hours). Theoretically, the

component unavailability is given by [41]:

T
u =_1 P(t) dt
D T/
(e]
1 -T©
gt e )
where T = TB
P(t) =1 - éte , failure distribution c.d.f.

System life times of 107hours have been modelled and the error in
k4

predicted mean wunavailability determined. The results are shown on
Figure 7.la. As 1/8 is increased there is a slight increase in error
due to the greater importance of distribution shape and the difficulty
of accurately representing Wk values. However clearly the most
important trend revealed is that of increasing TQ values producing
poorer results. This is explained by choosing TQ values too large to
make full use of the probability resolution possible. In addition, TB
is not an integer multiple. Hence ifs integer representation must also
introduce error most noticeable at high TQ values.

To further examine the effects of high TQ values, TB was reduced to
100 hours and TQ varied from 1 hour to 16 hours for an exponential
distribution. The mean component life time ranged from 50 hours,

200 hours, 500 hours and 1000 hours. The results are shown on

Figure 7.1b. The error in mean unavailability has now increased at low
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TQ wvalues particularly where 1/6 is greater than TB, indicating some
difficulty in achieving the correct distribution shape. The higher than
previous error occuring dt TQ=16 hours is due to TB integration.
Experiments have also been carried out on a component described by a
Special Erlang failure distribution. The mean wunavailability is

calculated as before, with P(t)=1-(1+t8)e
T

u=_l_/P(t)dt
DT

‘O
-1-2 2% a+em) - 1
T6 2

A model where 1/6=400 hours, TB=200 hours and ATmin=l hour has been
considered. The time quantisation TQ was varied from 1 hour to
32 hours. The results obtained for the error in u, are shown on
Figure 7.1lc. Two curves are presented, showing the advantage of the
feedback improvement developed in Chapter 3, Clearly very considerable
where low TQ wvalues are in.use. This is explained by the‘increased
demand put upon the reduced non-monotonic probability resolution by
small time steps. In such caseﬁgood results are only achieved with the
aid of feedback.

The suggested minimum TQ value shown is the value indicated to the
experimenter (by host computer software predictions) at the time of
experiment initialisation. It corresponds to the minimum TQ value
necessary if the modelled distribution c.d.f. is to reach 0.95 before
the final Wk memory address. (That 1is when CA=127 units). Best
results have been achieved at TQ values equal to half the minimum
indicated. This is explained by the automatic wuse of the extended
memory feature (described in Chapter 6) available when only one

non-monotonic distribution is in use. All 256 Wk memory locations were

available for distribution modelling.
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Further experiments employing Special Erlang failure distributions
have Dbeen carried out with TB once again 200 hours and 1/6 varied from
25hours, 100 hours to 400 hours. The results for the error in predicted
unavailability are shown on Figure 7.1d, and compare well with the
previous exponential distribution experiments. A similar trend of error
at high TQ value is indicated.

Throughout the experiments described in this sub-section a wide
range of parameters have been employed to highlight Simulator trends.
Although the results presented are in the critical form of error between
theoretical value and experimental value, they are believed to be within
acceptable limits. In practice, TQ values would not be selected as high
as those tested here. When non-monotonic distributions are in use,
selection of TQ values according to the minimum indicated by host
software can. be used. Howevef there appears no danger in selecting
values below the minimum as the feedback technique employed maintains
modelling accuracye.

A limitation to selection of TQ Qalues not illustrated by the
experiments of this section is the maximum size of the maintenance
counter CB. For example, selecting TQ to be 1 hour limits the maximum
period between maintenance to be 4096 hours. Periodic replacement times
longer than than 4096 hours require failure distributions to be modelled

by TQ values greater than one hour.
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7.2.1 Series Systems with no Repair

A series system of m components implies that all m components are
required to be .operational for the system to be operational. With
non-repairable systems it is assumed that all components are initially
in perfect working order. Each component suffers a probability of
failure during its operation time, and 1if failure occurs with any
component the system is rendered in the failed state. Periodically, all
components are tested and replaced by new components regardless of any
component still being operational. If the probability of component n
being operational at time t is given by Pn’ then the probability of the
system being operational is given by:

P m
X =,TT Pi
=1
Pn is determined from Pn=1—Pn(t) where Pn(t) is the failure <c.d.f.
of component n.
Consider the case of a two-component system. If component failure
v

distributions are given by Pa(t) and Pb(t), then the probability of

successful system operation up to time t is given by:

P = = -
L= [1 =P ()] - P (t)]
To determine the mean system unavailability, the standard equation below

can be used.

T
u, =_1 [ P _(t) dt
D T J/ﬁ X
0
where T =T,, periodic replacement time

B,

. Px(t) l-PX, system failure c.d.f.

If components have -failure distributions described by exponential
distributions of mean 1/9a and 1/6b respectively, then the solution of
Uy is simply:

@, ] = ] (1 - < Ca T,
(8 +8,) ‘
a b
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Experiments have been carried out on a system where
1/6 =1/8,=1000 hours, AT _. =1 hour and T_=1000 hours. The time

a b min B
quantisation TQ for the failure distribution, and consequently time
spent awaiting maintenance when in the failed state, was varied from
1 hour to 64 hours. The Repair and Maintenance Policy Module was
programmed to only permit component maintenance requests to be allowed.

The results for system u_. are shown on Figure 7.2.la, along with time

D
necessary to simulate ld?hours of operation. All values of u, are very
close to the expected. The slight error occurring at high TQ values is
due to

1. Greater difficulty in accurately representing TB by an integer

value.

2. Not making full use of the probability resolution.

3. Difficulty in keeping component test points in phase. Component
micré—controllers are responsible for the ;pdating of the block
replacement counters, CB. Updating not only depends on
particular state transitions but also time quantisation values for
individual states, a factor mnot fully catered for. Future
development of the micro-controller firmware may include changes

improving simulation results at high TQ. The simulation time was

restricted to 106hours to prevent phase shifts becoming too large.

These problems pose no serious problem to Simulator operation, as
the error in Uy amounted to 1.8% with TQ=64 hours. The time required
by each experiment fell, as expected, with increasing TQ wvalues. A
noticeable ‘flattening”’ of the result curve appears at TQ=16 hours.
This is explained by a reduced probability of selecting a high TQ value

for model up-date when high TQ values are in use.
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The calculation of system unavailability is simpler for a series
system than for a parallel system, due to the resultant system failure
distribution being characterised by a hazard rate fhat is thevsum of the
individual hazard rates of each component [41]. Examining the solution
for u above, it can be seen that 6X=9a+6b. Using this theory the
above system can be represented by a single component having an
exponential failure distribution, mean=500 hours. Such an experiment

has been carried out and the result is given below:

expected system u 0.568

D

I

single component model u 0.565

D

Systems containing components with non-exponential failure
distributions, can also be represented by a single component. The Wk
values necessary for process modelling are calculated from the system
failure c.d.f., Px(t)=1-(l—Pa(t))(l-Pb(t)) .o This poses no problem

to the initialisation software in the host computere.

7.2.2 Series Systems with Repair

The simplest system repair policy is that of commencing repair on
any faulty wunit immediately upon failure occurring. The Simulator can
be instructed to carry out this policy by programming the Repair Policy
Module to respond to all requests. Consider a single component
undergoing a failure repair process. If the failure distribution has
mean Ug, and the repair distribution has mean u_, then the limiting

availability of the component is given by the well known equation:

For a system containing m components each undergoing the above process,

the limiting system availability is known to be :
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The Simulator has been tested on a system containing three identical
componentse. All distributions were exponential, and the mean failure
and repair times were 1000 hours and 50 hours respectively. Life times
of lO7hours were modelled, with ‘ATmin=l hour, employing a range of
failure distribution time quantisations (TQ) from 1 hour to 128 hours.
The repair distribution time quantisation was constant at 1 hour.
Results for system unavailability and simulation time required are shown
on Figure 7.2.2a. The values obtained for u, are acceptable for all
TQ. However a slight error (3.5%) appears at TQ=128 hours. This may be

due to
l. Not making full use of the probability resolution

2. Cross-correlation effects apparent when TQ exceeds the mean repair
time. =When a component failure occurs, the system minimum time
quantisation is 1 hour and remains so wuntil all repair 1isy
complete. Further component failures are not possible until a
time increment reaches the failure distribution TQ value.
Expressed another way, components are unlikely to fail during the

repair process of another component.

As expected, the simulation time required has fallen as TQ is increased.
The wusual flattening of the result curve is present, due to reduced
probability of up-dating the model with high TQ values when high TQ
values are in use.

Systems containing components in series can be represented by a
single component. As discussed in Section 7.2.1, the hazard rate for
the system failure distribution is the sum of the individual component
hazard rates. For the above three-component system, the system failure

-30t

c.d.f. is given by l-e , that is exponential with a mean value of
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333.3 hours. The repair distribution is not exponential for a series
system but can be modelled by an exponential of equivalent mean. The
mean repair time can be obtained by observing the actual three-component
system. This was done during an experiment of 10 rums each lOshours
long. A shorter life time was chosen to prevent overflow of the 12-bit
event counters within the Statistical Gathering Module. The mean values

for system repair and failure times are given below.

mean repair time 54.28 hours

344.6 hours

I

mean failure time

Clearly the failure time was not the expected 333.3 hours, which 1is
used to describe the single component failure distribution. The mean
repair time observed was wused to complete the single component
descriptione. Experimental results for the representative component Uy

are given below along with the expected system Uy .

0.1362

expected system
. U

]

single component model uy 0.1361

7.2.3 Series System with Staggered Testing

Where components within a series system are undergoing no repair,
but receiving periodic replacement, system reliability'can be reduced if
replacement time between individual components is staggered. Unlike the
non-repairable systems considered in Section 7.2.1, components within a
system are then no longer of the same age.

Consider a two=component system which 'undergoes staggered
replacement. Component A is initially new and is replaced‘at time T.
Component B starts new at time kT (0Ogk<l) and is replaced at periods of
T. As in Section 7.2.1 system unavailability is calculated from the

system failure distribution c.d.f., which now changes at time kT. That
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i8¢

kT
u =1 1 = [1-P (t)][1-P (t+(1-kT))]
D KT a b
(6] T
+_ 1 -/1 = [l-Pa(t)][l—Pb(t-kT)]
(1-k)T
kT
This is determined from P (t)=1-P and P=PP .
p’ X X ab

If Pa(t) and Pb(t) are both exponential of mean 1/8 then the above

equation reduces to:

oty kOT s (1-k)eT

u.=1-1 [(l-e

)
D ZeT

)]

Differentiating up with respect to k and equating to zero gives a
worst case value k=1/2. This is as expected and it can be seen that
k=1/2 is the critical value for any system containing two identical
components regardless of there failure distribution. When k=1/2 and
Pa(t)=Pb(t) the system Px(t) is the same over both test ;ntervals
0—>kT and kT-»T, enabling the system to be represented by a single

component. In such case the system hazard rate is calculated from:
Px(t) =1 - [1-P(t)][1-P(t+T/2]

where PX(O) = P(T/2)

In the case of the exponential distribution this reduces to:

=T
Px(t) =1 - gZG{e 2

That is, a failure process characterised (as 1in the case of the
unstaggered replacement) by a hazard rate the sum of the individual
-component hazard rates, and suffers an additional initial probability of
failure l-é%;'. This initial probability of failure corresponds to

replacement of a component mnot rendering the system operable. The

System unavailability can now be calculated by integrating Px(t) over a

165



sub-interval.

- OV geT,
o1

Consider a system of two components described by exponential failure
distributions with 1/6=1000 hours. Critical staggered replacement
occurs for each component at intervals of 1000 hours. A simulation has
been carried out over IOGhours of operation, all time quantisations
being TQ= ATminzl hour. Simultaneously an experiment was carried out
on a single component programmed to represent the system with a mean
failure time 1/6=500 hours and start up failure rate = 39.3%. The

results are shown below

expected uy = 0.617

system model uy = 0.611

I

single component model u 0.621

D
The slightly increased single component uy is possibly due to
considering the start-up failure state as a non operational state.

A single component representation of the system could have been
tackled in other ways, resulting in Fhe desired up value. However in
other parameters a difference would appear. Consider an alternative
component programmed with TB=500 hours and an exponential failure
distribution such that up was correct over the interval TB-
Maintenance requests would be issued at the expected frequency but the
distribution of down time and up time would not model the actual system,
partly due to not including the possibility of properly scheduled
maintenance leaving the system inoperable at time TB. For comparison,

an experiment comprising this alternmative system representation has been

carried out. The results are presented below.
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mean down time mean up time u

D
two-component model 502 hours 318 hours 0.611
Single component model 526 317 - 0.622
Poor alternative 304 198 0.614

7.3.1 Parallel System with No Repair

A parallel system of m components implies that only one of the m
components mneed be operational for ‘the‘ system to be successful.
Alternatively all components must be faulty to bring the system down.
Each components behaviour is described by a probability distribution of
time to failure. The whole system is tested at regular intervals and
components are replaced by new components regardless of their operating
condition. If the probability of component n being operational at time
t is gi?en by Pn then the probability of the system being opefational

at time t is given by:

m
P =1 —j?; P,

where §n=P (t), the failure c.d.f. of component n
n

As in the section on series systems with no repair, consider the case
of a two component system. Where components are identical having an
exponential failure distribution,Thernedn:”é_System unavailability is

given by:
- .
uD=__l_/(l-e-et)2 dt
T

o}
where T=Tn, periodic replacement time.

The solution is:

1 (3+529T-4e" or

20T

[=1
]
=
I
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Unlike series component systems parallel systems are not described by a

failure distribution function which has a hazard rate the sum of the
individual component hazard rates. Limiting system component
distributions to the exponential does not result in an exponential
system failure distribution. If it is desired to represent the system
with a single component then the problem of non-monotonic distribution
modelling presents no difficulty. The necessary W, values <can be

k

calculated from the system c.d.f. equation above.

A system containing two components each described by an exponential
failure distribution mean 1000 hours has been investigated. The time
between component replacement was 1000 hours and failure distribution TOQ
values were varied from 1 hour to 64 hours. System life times of
105 hours were programmed to be repeated fifty times permitting results
to be averaged. Limiting the time to 105hours prevents overflow of the
Statistical Gathering Module event counters - occurting. The values
obtained for u are shown in Figure 7.3.la. The increasing error at
high TQ values has been previously explained for the series system case,
in Section 7.2.2. For the particular case TQ=1 hour,the results " are

presented below.

hD mean down-time mean up-time

0.161 227.9 hours 1181.0 hours

expected u, value =0.168

D

Note that mean down time and mean up time do not add to make 1000 hours.

This is explained by the difficulty of maintaining simultaneous

replacement.
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A single component representation has been carried out. The time
quantisation was increased to 32 hours to allow the non-exponential
system distribution to be fully stored in the component memory. The

results are given below.

uD mean down-time mean up-time

0.169 173.hours 849.7hours

The mean times still do not add to 1000 hours, but this has a new

explanation. The quantisation of the replacement time T, is now poorer

B
at 32 hours. When TB is not a binary multiple there is always an error

in its approximation which increases with increasing TQ values.

7.3.2 Parallel Systems with Repair

As with any parallel system, each component within the system is
required to be operational for system success. The simplest system
repair policy is that of commencing repair on faulty units. immediately
upon failure occurring. Programming the Simulator to carry out this
policy has been described in the section on series systems with repair.

As pointed out for the series component arrangement, individual

component unavailability is given by:

Ur
D U.f*'l..lr

where uf and u_ are mean failure and repair times respectively.
For a system containing m components each undergoing a failure repair

process, the limiting system unavailability is known to be:



§°

The Simulator has been tested for a system containing three
identical components. The failure and repair distributions were
exponential with mean values of 1000 hours and 50 hours respectively.
System 1life times of 107hours were modelled with .ATmin=l hour,
employing a range of failure distribution time quantisation TQ from
1 hour to 128 hours. Repair distribution quantisation was constant at
1 hour. The results produced for system wunavailability are shown on
Figure 7.3.2a. The values obtained for Uy are acceptable, but as with
the series system previously examined, errors occur at high TQ &alues.
The reasons for this error are the same as for for the series case.
However it is noticgble that the effect of high TQ values is now more
damaging. This is understandable considering the much lower probability
of system failure for the parallel case. Cross-correlation occurring at

high TQ values has two effects:

l. It reduces the likelihood of component failure during the repair

process of another component, as explained in the series system

casee.

2. It increases the likelihood of simultaneous component failure.

It is this second reason given that causes the system unavailability to
increase at high TQ values.

Systems containing components in parallel can be represented by a
single components. The previous section showed that the system hazard
rate is not the sum of each component hazard rate. However by a
deduction similar to that of considering the hazard rate for the failure
process of components in series it can be seen that the hazard rate for
the repair process, in a parallel system, is the sum of the individual
component hazard rates. For the above system, the repair c.d.f. “is
é39t

given by 1- , ©=1/50 hours. The mean failure time is obtained by
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obser&ing the actual 3-component system. The values obtained are given

belows.

mean repair time = 17.8 hours

mean failure time 164,629 hours

The repair time observed was not the expected 16.7 hours, to be used to
describe the single component repair distribution. The failure time
mean is very large and requires a large quantisation time if accurate
modelling 1is to be achieved. A value of TQ=128 hours was chosen for an

experiment carried out over a system life time of 107hours. The results

are below:

3-component model uD = 1.081
single component model uy = 0.963
expected u, = -1.079

7.3.3 Parallel Systems with Staggered Replacement

Where components within a parallel system are undergoing no repair,
but receiving periodic replacement, the system reliability can be
improved if the replacement times between individual components are
staggered. Staggered replacement has already been considered for series
systems. The example 2—componeﬁt system given in Section 7.2.3 1is now
dealt with for a parallel configuration. As for non-staggered testing,

the probability of system failure is given by:

PX an ,where aTh e

This equation can be used to determine the system availability by
integrating over the intervals O—>kT and kT-—3T. The solution obtained
would be complex. The problem is therefore simplified by making a few
likely - assumptions. Firstly, all components are considered identical.

This results in the system availability being optimal for k=1/2, for
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which availability 1is the same over each interval. The system mean

unavailability is then given by:

kT
UD=_1_ ][l_éet][l_e‘e(t*l/Z.T)] dt
kT
(0]
-o7
=1+ (l—e-eT) (e 2 =2)
eT

An experiment was carried out for the parallel system, in the same
manner as for the serial system (1/6=1000 hours, TQ=1 hour,

TB=lOOO hours). The results obtained are given below:

I

expected uy 0.1192

0.1187

system uy

A single component representation of the system 1is possible by
applying the rules given in the section on parallel systems with no
repair. For the example system, the single component failure
distribution would be non-exponential. This would present no difficulty
to the host dinitialisation routines. Difficulty would occur in
modelling the probability of selecting a component for maintenance which
resulted in the system remaining operational. (Noting that for the
series case, a start-up failure risk was added to represent the chance
of replacement not rendering the system operational). This problem
cannot be overcome with the current Simulator design. Therefore it
should be expected that the distribution of up and down times ‘cannot
accurately model the 2-component system. An experiment on a single
component system has been carried out, using a failure distribution time

TQ=16 hours. The results are given below.

up mean up time mean down time
2-component model 0.1187 1155.5 hours 149.3 hours
single component 0.1176 445.6 hours 66.7 hours
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7.4 Majority Voting System

A majority voting system is one consisting of m components arranged
such that any n or more componeﬁts are required to be working for the
system to be operational (n<m)-. In examining such systems only
non-reparable systems dre studied. Experience of modelling series
and parallel systems indicates that no difficulty should occur with
simple repair policy modelling.

Consider a 3-component system A, B and C. The probability of a
2-out-0f=3 system being operational is:

P =P P 4P
a

. o P P
b ch PcPa 2Pa c

b

Assuming all three components are identical then the probability of

system failure becomes:

¥ AR

P =1 =3P
X

+2P

Integrating P over the operation time T gives the system mean
X

unavailability:
&
T
u, = _1 j(l —3P2+2P3 dt
D —_—
T
(o]
: . . . . . -6t

If the component failure distribution is the exponential, P=e , then:

u. =1-_3 (1-é29T) + 2 (1-e'3eT)

D
20T 36T
Staggéred replacement can be performed on the components. Consider the
case where component A has just been replaced and components are
replaced in order A, B then C. It can be seen for an optimal

replacement policy that:

2 1
=é-61 ,P =(;_G(t+§-T) =ge(t"3"T)

Pa b

P

Mean unavailability can now be calculated for the new replacement

policy.
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Majority voting systems can be. represented by a single component.
The system failure process cannot be described by an exponential
distribution, but the necessary Wk values are simply calculated from
the system failure c.d.f.. Staggered replacement presents difficulty in
the same manner as parallel component systems. The probability of
selecting a component for maintenance not rendering the system
inoperable cannot be modelled. A staggered policy in majority voting
systems also contains the series system characteristic of maintenance
possibly not rendering the system operable. However this can be
modelled by the start-up failure feature. The actual value of SUF is
given by the system c.d.f. at t=0.

Experiments have sbeen performed on a 2-out-of-3 system. The
components were identical with an exponential failure distribution whose
mean was lOOO‘hours. Periodic replacement occurred at intervéls of
1000 hours »and time quantisation was lh. System life times of lOGhours
were programmed to be simulated ten times, allowing the results to be
averaged. The results obtained for both staggered and non-staggered

replacement are given below:

simultaneous stagered
replacement replacement
expected uy 0.336 0.299
3-component system 0.327 0.292
single component 0.333 0.303 (SUF=13.8%)

( TQ=8 hours )
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7.5 Standby Redundant Systems

A standby redundant system 1is essentially a parallel component
arrangement where not all cémponents are working at the same time.
Certain components have a redundant inactive state and are not made
operational until the failure of another component. The general purpose
micro—controller within each component has the facility to model such
passive standby operation.

Consider the <case of a Z2-component system. The main element
(component) is modelled- by a Component Board at position “m” in the
Simulator. The standby component is positioned at m+l. Whenever the
main element is not operational this second element becomes active, and
remains so until the main element is repaired.

It cannot be assumed that the change-over process is perfect. It is
more likely that some probability can be associated with successful

standby change-over. The change-over process can be viewed in two ways.

%

Firstly change-over is éccomplished by a change=-over component, which
suffers a probability of failure during its life-time. This results in
the probability of a successful change-over reducing, the longer the
standby component waits before coming into operation. Modelling such
behaviour requires an additional component to represent the switch-over
element. However this can be avoided by including the change-over
component failure characteristic with the standby-failure characteristic
of the standby component. The resultant distribution for failure at
change-over cannot be exactly described by an exponential function, as
the change-over and standby components form an OR function to failure at
change-over. To enable modelling to take place, aﬁ exponential
approximation is necessary. It is considered unlikely to intrqduce any

significant error in any result.
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The second method by which change-over failure can be represented by
is constant failure probability. Failure now does not depend on the
waiting time before change=-over is required. This characteristic is
modelled by a start-up failure (SUF) rate for the standby component.

For the purpose of verifying the Simulator operation, a
two-component non-repairable system is examined. The main component is
denoted by A and the standby by B. The probability of the system being

operational is given by :

P =P 4P P
a a

b:q b

In terms of distribution functions;

t
P_(t)=1-P =P__(t) - PbS/ B, (). _(t-u).f,_(u) du
(o]

where subscripts o indicate operational state
d dormant or standby state

s start-up failure probability

The convolution integral, formed by the sug of two random variables,
neceésitates the wuse of Laplace transforms before any algebraic
manipulation can produce a solution to Px(t). Considering all
distributions to be exponential and L[fx(t)]=Fx(S) then

v P 1
eao Pbseao

1 1
S Fk(S) S 8 +S S+(6 +6
ao ao

) S+6

bd bo

now applying tables of inverse transforms

bs ao

P (t)=l-ee°-°t _ -}_7 9 (eebot —e_(euo ’ebd)t)
X .

B ot ond O

The system mean unavailability can be found by applying:

T

u = 1 P(t) dt
B T/
0
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which yields:

up=1 _(1-e"00Y 4 k[ 1000 ObdT_ ,_OboT|
eaoT (eao-'-ebci)T eboT
where k = bseao
eao+ebd—ebo

Two standby system arrangements have been modelled. Each system

contained two components whose parameters are below.

1/eao 1/ebo l/ebd Pbs TB
First system 2000 1250 10000 0 1000
Second system 2000 1250 0 5% 1000

The mean values are given in hours. The Simulator ATmin was 1 hour
and each system was programmed to be modelled one hundred times for
lOShours of operation. The simulations were then repeated with failure
distribution quantisationsTQ varied from 1 hour to 32 hours.

For the first system, the probability of successful change-over
reduceswiﬂ)?ﬁedelay before change-over is requested. It should be noted
that the minimum time before a standby component can respond 1is TQ.
Mathematically the standby component 'respands' immediately. To allow a
comparison of results to be carried out, an adjustment to the measured

down~time is therefore required

down-time = measured down-time - maintenance time

- delay in response

measured time - 105 [1+(1-—;ea° TB)TQ]
1000

The results are presented on Figure 7.5a.
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The second system has a constant change-over failure probability.
For similar reasons to the above, the measured down time also requires

adjustment.

down-time = measured down-time - maintenance time
- delay in respomnse

- time in SUF state

5 S

= measured time - 10

——

1000

[l4Cl=c ao 'B ) (1o+1)]

The results are presented in Figure 7.5b.

Both result curves show a dip at TQ=1 hour, due mainly from selecting a
TQ wvalue too small for accurate modelling of the main component failure
distribution. The usual fall off in accuracy is also present at high TQ
values. With TQ set to the practical value of 8 hours the,error in up

are 4.57% and 1.67% for systems 1 and 2 respectively.

7.6 Consideration of Common Mode Failure

A significant factor of the reliability of complex systems is common
mode failures (CMF). The consideration of CMF for systems in which high
reliability is obtained by application of redundancy techniques is most
important. It 1is not satisfactoryl to consider parallél sub-system
arrangements as statistically independente. Investigations [42] have
shown that CMF can degrade a system’s reliability by one or two orders
of magnitude. Consequently, any simulator intended as a general purpose
modelling tool must be capable of CMF modelling.

CMF can be dealt with by the Simulator in so far as once a failure
mechanism has been identified, its affects on the system performance can
be investigatéd and quantified. Within this section, CMF shall be
considered as the failure of a single component, or group of components,

which result in the loss of separate channels of a redundant system.



Two of the principal types of CMF are hereafter considered for inclusion
in multi-component systems.

Recurring maintenance errors can be expected to be, in the 1long
term, the predominant form of CMF. Maintenance errors arise from human
factor involvement during such tasks as component testing, calibration
and replacement. Statistical observation has indicated a task error
rate of 10—2 per sub-system-year [42]. This value is believed to vary
with certain system conditions although the exact nature of which is not
clearly known.

Maintenance-originating sub-system failures can be modelled by
including a common component in the system network specification. The
common component is then specified to have a start-up failure rate (SUF)
immediately following maintenance, representing CMF. Where a sub-system
can be reﬁresented by a single component, then the system success tree
may not need expanding, as the SUF can be modelled by the single
component representétion.

Random errors account for about 30% of CMF [42]. Such failures are
caused by catastrophic events, environmental extremes and operator
error. Their inclusion in a system . model is via component
representatione.

A further method also useful in dealing with CMF representation 1is
that of determining system success under CMF. This technique avoids the
need for any expansion of the system tree with common mode components
and has found use with network analysis techniques where difficulty
exists in determining minimal cut-sets when allowing for CMF. The

probability of system success is given.by:
= - P
PX Po(l Cl) =+ Cl 1

where P probability of system success with no CMF

(@]
]

probability of CMF
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Pl = probability of system success with CMF present

Consider a system consisting of two temperature sensors and two
pressure sensors arranged such that one temperature sensor and one
pressure sensor are required for system success i.e. two parallel
trains 1in series. Assume that the temperature sensors are identical
each having an exponential failure distribution, mean l/6r=2 years.
Assume that the pressure sensors are also identical and are described by
an exponentia; failure distribution with a mean value of l/9p=l year,
Assume that the temperature sensors are tested and replaced
simultaneously at intervals of twelve months and that the pressure

sensors are maintained simultaneously at six monthly intervals. The

system unavailability can be calculated from:

T

uy = l/?x dt , T=1 year
TO :

©rt_26rt, ,z6pt_26pt

where PX=1-(Zé ) (2e ) from t=0—>6 months

_
Ort;0r4 26r t:8r Ty (,Opt_s26pt)

=1-(2e t=6 months—»1 year

The solution is up = 0.1120

The system has been modelled for an operating iife time of 438 years,
where zﬁTmin=8.76h (chosen from 8760 hours/year). .All exponential
distribution time quantisations (TQ) were Tmin’ and this resulted

in a simulation time of twelve seconds. Later, each parallel train was
represented by a single component with a mnon-exponential failure
distribution. The higher TQ values necessary for memory storage
resulted in simulation times of less than 1 second. The statistical
gathering probes were positioned to observe both the parallei train and

the total system behaviour. The results are presented below.
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System uD Single coﬁponent up ' expected up
temperature sensors 0.057 0.0587 | 0.0582
pressure Sensors 0.0561 0.0587 : 0.0582
Total system 0.108 0.117 ' 0.112

If information from sensors is arranged so that twé cables each carry
signals from a pressure sensor and temperature sensor, then a CMF in a
single cable would result in a system configuration of two series
componentse. During the above experiment this configuration was
monitored to determine the system Up . The results obtained were:

System up (under CMF) expected

0.375 0.374

If the CMF can occur in each cable with probability C1=O.l then the

system up is now given by

u, x 0.117x0.8 + 0.375x0.2

= 0.169

7.7 Conclusion

The simulation results are very close to the theoretically predicted
results for all system configurations examined. lThe time required to
model even long system life times was sufficiently short as to allow
sensitivity analysis to be performed on component parameters. Where
time quantisation TQ values greater than ‘aTmin have been used,the
simulation times are further reduced. Large TQ values (say
TQ>8-4Tmin) do not lead to still greater speed gains due to the
reduced probability of their selection for model updating. Certain

problems can be associated with the use of large TQ values, viz:

l. Cross-correlation effects between components affects the system

statistics. This ' is most noticeable with systems of high
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reliability, due to parallel trains showing 1less than expected

reliability.

2. The rounding of the system parameters to binary multiples becomes

less precise e.g. the block replacement time T This only

B*
appears significant where TB<10TQ.

3. Difficulty exists in keeping scheduled maintenance points in phase
for multi-component systems. With the current Simulator design,
component maintenance is kept in phase by micro-controller wupdate
signals. Updating not only depends on particular component state
transitions but also on the TQ values used for individual states,
a factor not fully catered for. This problem is considered to be

the most damaging to the simulation results.

By limiting the TQ values to TQ<843Tmin, the above problems are
avoided and speed gains in the order of X4 to X8 can be expected.
However certain systems, due go their inherent high ref&ability or use
of non-exponential distributions, require TQ values 1in the order
32;3Tmin. These systems wusually have Ilarge TB parameters and
therefore do not suffer from binary rounding problems. The greater TQ
values produce the required increased simulation speeds for such
sSystems. In the case of short TB values, the wuse of a 12-bit
resolution for exponential distributions and feedback for
non-exponential distributions can bé relied wupon to ensure high

accuracy. When non-exponential distributions are in use, initialisation

routine predictions are useful in selecting TQ values.
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For each system examined, single component representation has been
developed. This 1is intended for use where systems initially have more
elements than the Simulator-has components. In such cases, sub-systems,
whose components do not compete for repair facilities, can be selected
for reduced component representation. The results obtained indicate
that reduction can be successfully applied to many system
configurations. Only where sub-systems contain a parallel arrangement
with a staggered maintenance policy was difficulty observed. The
particular problem encountered cannot be considered limiting as it
concerned matching the Simulator model to a mathematical model which
itself was unrealistic in practical system terms.

Many reduced systems resulted in more accurate reliability
estimates. This is explained by maintenance points being kept more in
phase, particularly between components employing different failu;e

distribution time quantisation values
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Application of Simulator

8.0 Introduction

This Chapter is concerned with the application of the Simulator to a
selection of realistic system reliability problems, many of which would
be unsolvable by analytical means. It will be seen that considerable
flexibility has been achieved within the Simulator design, and that
simulation times are unrestrictingly shorte. The wuniversal component
micro-instruction code is revealed to make effective use of component
hardware the need to re-programme the code only occurring once to
enable minimal repair and economic operation to be dealt with.

Much of the Simulator’s modelling ability dis demonstrated by
application to the example five compoﬁent system, shown on Figure 8.0a.
The system is considered to contain many interesting reliability aspects
such as: series and parallel sub-systems, cold standby and
non-exponential distributions, and various maintenance strategies are
applied. 'The system success tree and probe positions about which
information is to be gathered is given on Figure 8.0c, in the format
acceptable by the Simulator.

Where maintenance schemes have been applied to the example system
optimal maintenance strategies have been sought, and are shown to exist.
The broader problem of unspecified maintenance policy with concern about
necessary system maintenance resources is also dealt with. Simulation
results indicate that effective application of resources produces

improved system reliability.
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8.1 Statistical Estimation and Simulation Time

Where system reliability is high, simulation times are necessarily
“long” to ensure sufficient information is gathered about system events.
A question is posed by this problem, that is “how long should a
simulation last to ensure good statistical estimation?’. Application of
the Simulator to determine the distribution of
time-to-first-system—-event poses a similar question ‘“how many such
events should be observed?’.

To aid the experimenter in determining if results obtained are a
good estimate, the sbftware analysing the results derives a measure of

result variation about its mean. The measure 1is the coefficient of

relative variation CRV [43], and is given by:

I

where 15} standard deviation of result

mean value of result %

ol
It

If a simulation time is long, then it can be expected that the wvalue
for, say, mean unavailability up will have little variation about its
mean value. An increase in simulation time should further reduce the
variation in up producing a smaller CRV value, therefore increasing the
confidence that Uy is a good estimate of the true value. No assumption
need be made that unavailability is exponentially distributed, unlike
alternative tests.

Consider the estimation of up for two sub-systems selected from the
example system. The estimated u values at probe P9 and component #2
are 0.0039 and 0.074 respectively. An experiment to détermine the CRV
for 1increasing simulation time has been carried out for each Uy
estimation. The results are presented on Figures 8.la and Figure 8.1b.

The lower probability event occuring at probe P9 required 0.27 seconds
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of simulation time to achieve a confidence in uy estimation of CRV=0.1l.
For the higher probability, thev same confidence was achieved in
0.015 seconds.

Simulation of the sub-system at probe P9 required 8.8 seconds to
model 107hours of life-time. This indicates a three-~fold reduction in
the simulation time compared with a calculated synchronous time of
24 seconds. The gain 1is due to asynchronous time scaling produced by
component failure distribution time quantisations of 4 hours and
8 hours.

The problem of Statistical Gathering Module event counter overflow
was reported in Chapter 7. If overflow is to be prevented, simulation
times may have to be chosen lower than is desirable with regard to CRV.
In such a case gxperiments can be repeated several times to ensure a

good estimatiomn.

8.2 Probe Positioning

After defining the system succegs tree, events about which
information is to be gathered can be specified. This corresponds to
positioning a statistical gathering probe at a logical box 1in the
success tree. Probes can be easily removed and re-positioned, offering
an opportunity to gain additional information about the system.

For the example system, the four probes available to the simulator
have been located at various positions of the system tree according to
Figure 8.0c. The results obtained are presented in Figure 8.2a. It can
be seen that probes have been connected directly to primary logical
boxes, giving information about particular component behaviour. In such
cases, the probe positioné are indicated by the components logical name.
The results reveal that the parallel paths formed by component #2 and

group #3,#4,#5 have much the same u_, but their mean up and down times

D’

differ considerably.
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The hardware construction of probes specifies that down time ié
recorded. Thus information about up times can be calculated from mean
unavailability and mean down time, or by employing an intermediate NOT
box. For example, probe P2 monitors time between system failures where
probe Pl monitors time-to-system-repair. In the case of a system,
initially in a down state, and information about the distribution of
time to system repair is to be gathered, then a logical NOT box is
essential in defining the logical event at which a simulation run stops.
The distribution of time-to~-first-system=~failure at probe position P3
has been determined for a sample of 1000 events, and is presented on

Figure 8.2b.

8.3 Parameter Sensitivity

The high speed operation of the Simulator makes it well suited to
sensitivity analysis of component parameters. Previous studies [44]
have considered the sensitivity of system unavailability for changes in
component distribution parameters and number of repairmen. It is
proposed here to consider system unavailability, down-time and up-time
sensitivity to varying component life times. Changes in the number of
repairmen is dealt with in later sections of this Chapter.

For the example system, the sensitivity to component failure mean
time (\) is determined for a range of A values. That is O.SAn<x<3.QAn
where An is the normal parameter value. Each component is considered
iﬁ turn, all other components remaining unchanged at their normal An
value, except in the case of component #4 and cold standby component #5
where their ) parameters are varied together. The system was observed
at probe positioﬁ Pl. Results for u,, mean up.time, mean down time are

presented on Figures 8.3a, 8.3b and 8.3c respectively.
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The system unavailability is shown to reduce with improvement in
compohent life times. Certain components effect the up more than
others, in particular an order of component #1,#2,#3, (#4,#5) is
revealed. An examination of the comﬁonent arrangement in the system
success tree intuitively confirms the order of component ‘importance’
indicated.

The mean time between system failure is shown to increase with
increasing component 1life times. The order of importance is different
from the Uy cése. Component #2 and component #3 are the most and least
important respectively. This 1is explained by the component repair
characteristics. For example, component #2 has a relatively long repair
time. Avoiding repair by improving the 1life time of component #2
produces a considerable increase in system up-time.

Results for system down-time are particularly interesting, as both
an increase and decrease of mean-down time occurs for improvement in
component life times. Throughout the modelling exercise mno change of
component repair charactéristics was considered. The result for
mean-down time indicates that the system down time distribution can
increase in mean vaiue for impfovement in component life times. This
does not reduce system reliability because system failure occurs less

frequently.

8.4 Application of Preventative Maintenance

It is well known [35] that application of preventative maintenance
to system components improvés the availability of the components
themselves and therefore the system. To investigate the application of
the Simulator to the problem of reliability improvement, the example

five—compohent system has been studied with age and block replacement

policiese.
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Throughout, modelling maintenance and repair resources are
sufficient to meet all component resource demands, without delay. A
later section of this Chapter investigates the effect on maintenance
strategies under the condition of limited resources. For the example,
system maintenance was considered to require one hour. Component #1 has
not undergone maintenance because of its exponential failure
distribution resulting in a deteriorated performance when msintenance is
applied alongside repair.

Component #2 unavailability has been monitored for varying age and’
block replacement times. The results are shown in Figure 8.4a. Both
replacement policies are shown to have an optimal replacement time. At
time wvalues above 300 hours, block replacement produces a lower value
than age replacement. From 300 hours down to the optimal time value,
block ‘replacement is less rewarding o This 1is explained by the
component micro-controller not incrementing the block rep lacement
counter when the component is non-operational. At time values below the
optimal value, block replacement is also less rewarding due to the
greater number of operational components removed for maintenance.

Unavailability of component #3 is shown on Figure &8.4b for varying
age and block replacement times. The.shorter mean repair time results
in a more pronounced optimal time value. Also, due to the reduced
amount of time spent in a non-operational state, block replacement is
shown to be the better policy for all times above fhe optimal.

The sub-system formed by component #4 and cold standby component #5
has been observed by probe #6 to determine the mean unavailability. Two
alternative actions have been considered at failure of the cold standby
component viz. replacement (correéponding to a maintenance operation),
or normal repair. The results for varying age and block replacement
times, applied to component #4, are shown on Figure 8.4c and 8.4d

respectively. Preventative maintenance of component #4 is shown to be
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most rewarding in the case where the cold standby component undergoes
repair at failure.

An age replacemenﬁ policy has been applied to components #2, #3 and
#4, and the system unavailability determined for varying replacement
time. All components were considered to have the same replacement age.
This reduces the graph of U to a one variate, two-dimensional, plot.
The cold standby component was considered to undergo repair at failure.
Results for the system up are shown on Figure 8.4e. Component #1 does
not take part in the preventative maintenance scheme and causes an
attenuation in the reliability improvements produced. Better
observation of the effects of maintenance can be achieved by observing
the system  at probe P3, that is a sub=-system not containing
component #1. With the age replacement policy described above
sub=system mean unavéilability, mean time between failure and mean time
to repair have been determined. The results are shown on Figures 8.4f,
8.4g and 8.4h respectively. A particularly interesting result is an
optimal mean-up time produced at 300 hours. The down time is shown to
vary from the 1 hour required to carry out maintenance to 7.2 hours, the
value previously determined for the subsystem undergoing no maintenance.

Ihe system as observed at probe P3 has 5een further investigated for
a block replacement policy. Components #3 ana #4 are scheduled for
simultaneous maintenance at intervals of TB. Component #2  also
undergoes maintenance at intervals of TB but starts with an initial
time shift of kTB, 0g<k<l. The system unavailability for TB values of
1000 hours, 500 hours and 200 hours is shown on Figures 8.4i, 8.4j and
8.4k respectively. Reliability generally improves as TB_ is reduced.
The importance of the maintenance staggering parameter, k, is also
greater at lower-TB values, and an optimai k value of 0.6 is indicated.
A value in this region may be considered likely when remembering, during

the repair-only experiments, the mean time  between failure of
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component #2 was found to be greater than the mean time between failure
of group #3,#4,#5. Certainly the difference between the up time
characteristics of the two parallel trains forming the sub-system at
probe P3 is the explanation for the improved reliability at k>0.5 rather

than k<0.5 .

8.5 Maintenance and Minimal Repair

Repair of a failed component may mnot render the component in a
condition %s—good-as—new{ Consider a component, initially new, which
fails at time t. After repair the component 1is younger but not
necessarily as-good-as-new. The age after repair is given by mt, where
0¢mgle For m=0 the repaired component is as—good—-as-new (RGN). And for
m#0 the new component condition 1is better than repaired: (NBR).
Modelling of a NBR characteristic can be dealt with in two ways
depending upon the m value. Where O0O<m<l the component interrupt
facility is required to instruct the host computer to re-programme the
component age counter. The. second modelling technique can only be
applied where m=1. In such cases repair is considered minimal [35,45],
and the repaired component hazard function continues from the point at
which failure occurred. Therefore re-programming of the age counter is
not required. Such a method can only be employed if the age counter
remains unchanged during the component repair process. However,
modelling a non-exponential repair process requires the age counter to
update the process. A compromise condition therefore exists, that is
re-programming of the age counter can only be avoided if repair

distributions are limited to being exponential.
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The example system, as observed by probe P3, has been examined for
an optimal age replacement policy considering a minimal repair
condition. Component micro-controllers were re-programmed to render the
age counters jnneffective during the repair processes. The repair
distributions were modelled by exponential distributions of equivalent
mean value. Preventative maintenance applied to components #2, #3 and
#4 returned components to a good-as-new condition. All components were
considered to have the same replacement age, and replacement was carried
out in one hour exactly. The  results for the system uy and
mean-time-between-failure are shown on Figures 8.5a and 8.5b. Also
shown are the results, obtained in Section 8.4, for perfect repair
(RGN) . It can be seen where repair 1is mnot RGN that preventative
maintenance has an incrgasing importance in maintaining high system

‘reliability. The optimal age parameter appears unaffected by the

success of repair.

8.6 Limited Repair and Maintenance Resources

The assumption of an unlimited resources of repair and maintenance
men 1is frequently encountered 1in system reliability studies. When
considering resources to be sufficient to meet all demands put wupon
them, without delay, the availability of each system component is
statistically independent. Thus the evaluation of system reliability is
made easier by assuming that no waiting for repair exists. Reducing the
number of repairmen increases the waiting times, and therefore degrades
the system reliability.

For systems described by non-exponentially distributed timeé fpr
failure and repair, and containing limited repair facilities, the
evaluation of system performance by analytical techniques 1is extremely
difficult. However, system availability has been determined for such

systems by applying software modelling [8]. The indicated method

202



assumed that repair is conducted on a first-—come-first-served principle.
This cannot be assumed to be true for all systems. It 1is anticipated
that better wuse of a limited number of repair men can be achieved by
investigating a range of repair policies. Two experiments are ncw
described, where not only unavailability but mean up-time and mean
down-time are determined for a range of repair men and policy.
Consequently, a measure of sensitivity to system reliability policy is
obtained.

The example system, as observed by probe P3, has been examined for
an optimal age replacement policy considering minimal repair, NBR. With
the condition new better than repaired, greater demand is put upon
repair facilities, highlighting the repair policy under consideration.
Preventative age replacement, which returns components to the
as-good-as-new condition, was applied to components #2, #3 and #4. The
cold standby component #5 underwent good as new repair, RGN, at failure.
Replacement times were exponentially distributed and of mean value
10 hours. Indfvidual component unavailability has been determined for a
range of replacement times. The results are shown on Figure 8.6a. It
can be seen, for statistically independent components, that the optimal
age replacement time for components #2, #3 and #4 1is 200 hours,
500 hours and 300 hours respectively.

The system unavailability uy, mean up-time and mean down-time has
been determined where components #2, #3 and #4 compete for a limited
number of repairmen. Note that repairmen are also required to carry out
component preventative maintenance. Each component undergoes optimal

age replacement, according to the times given above.
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Where three men are available, no priority policy is necessary as

all component requests can be dealt with without delay. Limiting the

resources to two men or one man, allowed three priority request policies

to be considered.

Policy

Policy

Policy

Note:

#1: Component requests are granted in order #2,#3,#4 where
component #2 is of highest priority. Once a request has been
granted, the repair man cannot be recalled for re=-allocation

until his current task is completed.

#2: Component requests have priority as in policy #1. However

a repair man can be recalled from a low priority task to be

redirected to a higher priority request. After completion of

the higher priority task, the repair man can return to his
interrupted work, unless the incompleted task has been taken up
by another repair man freed by the completion of some other
system taske It should be noted that the component
micro-controllers are instructed to commence interrupte& repair

or maintenance from the point at which it was discontinued.

#3: Component requests have priority #4,#3,#2. Discontinuation

of incompleted requests is not allowed.

For all policies described above, repair requests of any
priority are given preference over maintenance requests.
However, after acknowledgement of a maintenance request has been
made, the request assumes the priority of the compomnent reﬁair
requeste. This achieves a low priority for commencing
maintenance requests (enforcing a delay during crisis) but a

high priority (and therefore less likely) for discontinuation.



The easy operator interaction with the Simulator enabled these
varied policies to be specified and stored for future use in less than
one miﬁute.

‘The results‘for mean unavailability, Figure 8.6b, dindicate that
policy #2 and policy #1 are to be chosen in preference to policy #3.
This is intuitively correct, as examination of the component afrangement
indicates system reliability to be more sensitive to component #2 than
component #4. A more interesting result is that policy #2 is better
tﬁan policy #1, indicating gains in reliability from discontinuing low
priority tasks. The results for mean up time, Figure 8.6c, contain a
further two 1interesting observations. Where two repair men are
available, policy #2 achieves a mean time between system failure as good
as three men. With only one repair man, policy #2 produces a poorer
mean up-time than policy #l. However it must be remembered that the
unavailability is lower for policy #2. Results for mean down-time,
Figure 8.6d, follow the same trend as for mean unavailability, that is
poiicy #2 always produces the shortest time to system repair.

The system has further been investigated for a block . replacement
policy. Components #3 and #4 are scheduled for simultaneous maintenance

at intervals of T Component #2 also undergoes maintenance at

B
intervals ©of TB but starts with an initial time shift of kTB, Ogk<l1.

The maintenance times are again exponentially distributed and of mean
value 10 hours. All repair is considered to be NGR. Components #2, #3
and #4 compete for repair and maintenance men, which are allocated
according to either policy #1 or policy #2 As before component #5

undergoes repair at failure outwith delay from a repair man without the

normal repair team.
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With Tp=1000 hours, the system u, has been determined for a range
of k wvalues under policy #l. The results for varied number of repair
men are given on Figure 8.6e. TB was then changed to 300 hours, and

the system up determined for a one man and three men case under
policies #1 and #2. The results are shown on Figure 8.6f. With
fB=3OO hours, maintenance 1is applied too frequently with_respect to
optimal upy . The one man policy achieves a better system availability
than the three men policy, because many component maintenance requests
~cannot be immediately responded to, and are delayed for later
consideration. With the practical TB value of 1000 hours, system
availability showed an improvement for greater numbers of repair men.
The greater degradation in performance shown for a reduction of two men
to one man, compared with three men to two men, is probably due to the

reduced likelihood  of components#3 and #4 being maintained

simultaneously.

8.7 Optimal Economic System Operation

Preceding sections of this Chapter have dealt with determining the
reliability of the example five-component system. Various age and block
replacement policies were applied to tbe system with the aim of
improving system reliability. Optimum implementations of chosen
policies were derived with the view of minimising system unavailability
and mean repair time or maximising mean time between failures. This
section is concerned with obtaining maintenance stratagies which

minimise total system cost, therefore obtaining best value from the

system function.
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Modelling a system’s economic performance requires all the
information about component behaviour associated with reliability
ﬁodelling, and in addition information about the <cost of repair and
maintenance operations performed on components. The data about cost of
repair men actions is not itself necessary to specify the system model,
but 1is essential in analysing the cost of system up-keep determined at
the end off a simulation. However, knowledge of the format of the
component cost must be known before simulation can take place, as
information about component behaviour not observable by the Statistical
Gathering Module may be required to accurately determine component
costs.

Consider a component undergoing preventative maintenance and repair
at failure. When the component becomes unavailable, due to either
repair or maintenance, the Statistical Gathering Module could only
record a down event, as it is unable to distinguish between different
kinds of events represented by the same binary logic level. Essentially
the  Network Specification Module, through which the Statistical
Gathering Module is connected to the components, forms a window on the
simulation, and not all forms of system behaviour can be observed
through this window. To distinguish between repair and maintenance
events, component micro-controllers have been programmed to increment
component counter CC at the completion of each maintenance task. Thus
the host computer can examine the component counters at the end of a
simulation enabling it to determine the total cost of repair and
maintenance operations for each component.

Frequently investigations into the cost of system up-keep are needed
to aid the selection of an age or block replacement policy [46], or to
determine optimal replacement parameters [35]. Systems are normally
single component with repair resulting in an as-good-as-new condition

(RGN). Also repair and maintenance times are considered dinstantaneous.
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Variation of this arrangement, such as the possibility of ‘unsuccessful
maintenance, has been considered [47]. The restrictions of RGN,
instantaneous repair, and single component system, requires preventive
maintenance to cost less than repair, due to the association of
component failure with system failure.

Where systems consist of several components and repair and
maintenance times are mnot instantaneous but random variables of known
distribution, optimal maintenance policies may exist where maintenance is
more costly than repair. For such systems individual component failure
may not lead to system failure, and the optimal maintenance policy is
the one which achieved the most economic availability of system
components.

The cost of system failure is more likely determined froﬁ the total
system out-time than the frequency of failure events. Whichever is the
case, this additional ‘penalty cost’ and the cost of component repair
will dinfluence the optimal maintenance policy parameters. When repair
is considered to be minimal, an economic maintenance policy [48]’ exists
regardless -of the nature of the repair and maintenance distribﬁtions.

The example five-component system is now considered with the aim of
obtaining an optimal economic operating condition. The system is viewed
as a production plant where loss of the system has a cost penalty per
hour. A linear function for system down time cost simplifies the
problem as only the mean down time value need be known to evaluate cost
of lost production. However the problem is complex and considerable
information is gathered about the system performance. System components
undergo age replacement, and an optimal age is found when repair and
. maintenance resources are considered unlimited. Later a cost penalty is

associated with repair men and the optimal number of repair men is

determined for a varying system outage penalty cost.
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For the example system under investigation component #1 has been
removed due to its exponentiai failure distribution. A component with a
non-increasing hazard rate does not reward preventive maintenance with
improved reliability. If component #1 had been included but not taken
part in the maintenance scheme, the sensitivity of system performance to
maintenance parameters would have been reduced.

Components #2, #3 and #4 have been individually monitored for an age
replacement policy, where mwminimal repair is applied at failure. The
cost of preventative maintenance applied to any component was two units
and the cost of repair was only one unit. Results obtained for the cost
of component component up-keep per 1O4hours operation are given on
-Figure 8.7a for wvarious age replacement times. The cost for the cold
standby component is shown to be dependent on the age replacement time
of component #4, i.e. the component whose failure activates the cold
standby. Optimal, with regard to cost, replacement times for
components #2, #3 and #& are revealed to be 800 hours, 800 hours and
400 hours respectively.

The system was then modelled where components underwent age
replacement according to the most successful time parameters observed
above. Components #2, #3 and #4 competed for available repair men which
were varied from one to three men. Note that repair men were also
required to carry out the preventative maintenance work necessary for
economic system operation. The repair and maintenance facilities were
utilised according to Policy #1 [Section 8.6]. Briefly, repair has
priority over maintenance and component requests have priority #2,#3,#4
where component #2 has highest priority. Component #5 received repair
without delay from a repair man outwith the normal repair team. The
results for the system wunavailability, mean repair time, mean time
between failures, and number of failure events per ld4hours operation

are given on Figure 8.7b. Also shown are the number of repair and
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maintenancé actions per IUQhours operation performed on each component.

It can be seen that as the number of repair men reduce, the overall
‘system performance degrades and the number of repair and maintenance
actions reduce as components are forced to wait for attention. The
total cost of all repair and maintenance actions per 104hours operation
has been calculated and has been given. A cost of 230.1 units for
actions taken by three men is significantly higher than the 90.4 units
for the actions taken by one man.

When the cost of employing repair men is also considered then the
cost penalty associated with lost production must be high to justify a
3-man policy. Let the cost of employing a repair man be 100 units per
10 hours, Figure 8.7c shows the total system cost (that is cost of
repair men, cost of repair and maintenance actions and cost of lost
production) for increasing outage cost per hour. -Where down-time costs
less than 0.3 units/hour, one man is shown to be most economic, and
where  the cost 1is higher than 0.53 units/hour, three men achieve best
economy .

In the calculation of the system penalty cost, given here for the
example system, certain information gathered about the system operation
has not been included. However it is invisaged that other views of the
economic operation of the system may.require the additional information.
For example when planning storage of system output, so as to maintain
the supply of the finished product even when the system 1is
non-operational, information about the mean system down time is

essential.
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8.8 Reliability Growth and Wearout

Throughout reliability modelling, the assumption that repair or
maintenance operations return system components fo their initial
condition 1is frequently made. The assumption leads to the time
homogeneous processes for modelling system behaviour. However it has
been shown [49] that repair of a failed system often results in times to
subsequent failures. which are not independently and identically
distributed. Further, considering systems where design modifications
and other corrective actions are taking pléce, successive failures
should not be expected to be independent. The wuse of homogeneous
processes, whether Poisson or not, cannot accurately model the behaviour
of such systems.

This modification at failure or as a result of failure applies to
both hardware and software systems. In the case of software,
statistical models have been developed with the aim of monitoring
reliability growth and predicting future times of failures [50, 51].
The model paraﬁeters are estimated throughout system development. No
truly satisfactory model has yet been developed.

Reliability growth models employing non-homogeneous process models
have been considered [52, 53], where the times between failures are
exponentialy distributed and determined from the number of errors
remaining in the system. This results in a hazard function, z(t),
reducing in steps as errors are removed at failure. In the case of [52]

the hazard function is simply calculated from:
z, = pIN-(i-1)]

where i=number of errors removed.

N=initial error content.

@=proportionality constant.
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A more complicated function is given in [53], where the hazard rate is
also a function of time.

Application of a non-Poisson process is described by [50] where z(t)
is not only a function of number of system errors still present but also
the amount of time spent debugging, measured from the previous failure.

The hazard function is given by:
z(t) = @IN-(i-D]t,

Note, where non-Poisson processes exist in conjunction with reliability
growth, the hazard function may be increasing between failures, while
the times between successive failures are nevertheless getting longer.
Many reliability growth models have application in describing both
growth and wearout of hardware and software systems. The general
application of Poisson processes however must be treated with caution
until statistical testing confirms a constant hazard function between
system modification or repair. However an interesting development of
LY
the simple Poisson model described above has been made [54]. That is a
hybrid geometric-Poisson process, taking into account random error and

error removal/introduction which occurs in reducing/increasing groups.

The hazard function is given by:
z, = Dki"1 +A
i

where A=random error rate.
D=initial failure rate of geometric process

k=growth/wearout ratio
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Within the Simulator, the modelling of non-homogeneous processees is

dealt with by host software modelling routines accessed by the interrupt

facility incorporated in each Component Module.

updated, the

distributions are re-programed, after

The method

When the model is to be

simulation is halted wuntil the necessary component

which simulation 1is continued.

equally well copes with Poisson and non-Poisson processes.

The generation of an interrupt can be micro-programmed to occur after a

~prescribed

length

of time or a specified component operation or a

stipulated number of events such as failure.

The Simulator has been used to study a

each

component

two=-component system where

undergo a non-homogeneous Poisson processe.

may

Components are in a redundant arrangement and statistical information is

to be gathered about the distribution of time to first system failure.

Consider

first

components undergoing reliability growth. Each

component has initially an expected life time of l/ei, but after a long
LS

geometric growth period components have life times of 1/9i+1/eg, as

shown on Figure 8.8a.

1/6 =

For the

1/9i=500 hours,

quantisation of 8 hours.

n
_1/ei + (1-k )1/8g

The expected component life time is given by:

sN=0,152, 000

example system, components are identical with,
1/eg=500 hours and a failure distribution time
The repair was carried out immediately upon

failure and was exponentially distributed with a mean value of 50 hours.

The Simulator was programmed to

gather 1000 samples of time to

failure starting from an initial all-working state, for growth k values

Of' 0075 and 0050

“smoothed’

distributions of time to first failure for systems with

fqr

The results were pldted ona50 bar histogram then

clarity as shown on Figure 8.8c. Also shown are the

no growth but

starting with initial component life times of 1000 hours and 500 hours.
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It can be seen that reliability growth has a considerable influence
on the mean time to failure, and as expected the more rapid growth of
k=0.5 produces the better system reliability. Where growth is applied,
the distributions tend to be initially peaky, corresponding to a large
number of failures before significant reliability growth has occured.

Reliability wearout has also been considered for the above system.
The components have initially expected life times of
1/ef+1/ew=1ooo hours which reduce gecmetricaly to 1/9f=500 hours, as
shown on Figure 8.8b. At any instant the expected component life time

is now given by:

n
1/6 = 1/6, + 1/8_k ,0=0,1,2,...

O<k<1

This wearout process, unlike the wearout processes previously
described sets a limit to the deterioration of expected life time due to
wearout. The failure distribution time quantisatios 1s again 8 hours
and the repair times are exponentially distributed of mean value
50 hours. The distribution of time to first system failure obtained
from 1000 samples is shown on Figure 8.8d, for k values of 0.75 and 0.5.
The expected system life time is shown to be considerably reduced by
wearout. Where wearout 1is rapid, i.e. k=0.5, a peak is shown to
develop at 3000 hours corresponding to extensive reduction in component
life times. For the slower wearout process the peak is shallower and

broader indicating better system survival.
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8.9 Valve Failure on Gas compressor (Industrial Prdblem)

The Simulator is well suited to tgckling problems which are
mathematically difficult. To further confirm this aspect of the
Simulator, an industrial problem encountered by an o0il producing company
operating in the North Sea has been studied.

The particular item of equipment chosen for study was a
reciprocating gas compressors. In certain applications a significant
portion of the repair effort applied to the compressor was directed
towards valve failure. For this reason, modelling of preventative
maintenance schemes was undertaken, with the object of assessing
reliability dimprovement techniques, and most importantly determining
strategies of repair and maintenance.

The compressor has six cylinders and each cylinder has a low and
high pressure stage, termed first and second stages. All stages have
suction and discharge ports, each consisting of two suction and two
discharge valves. For the compressor to work successfully all valves
must be operational. Thus in reliability terms, the valve system 1is
series. The preventative maintenance scheme is block replacement and no
staggering of the replacement policy is allowed due to the series system
arrangement. Modelling of the entire valve system is not required to
determine reliability-improving maintenance policies. Any improvement
experienced by a single valve directly contributes to the overall system
improvement. In addition the optimal maintenance parameters for a valve
operating alone remain optimal when considering that particular valve’s
contribution to overall system reliability. The simulation  has

therefore been concerned with modelling single valve behaviour.
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The operational life of any valve was found to be terminated by one

of three possibilities:
l. The valve fails and is replaced by a new valve.

2. The valve is suspended during the repair process of another valve

which itself has failed.
3. The valve is suspended at the block replacement time.

Only first-stage valve operation has been considered as second-stage
data could not confidently be associated with a mathematical probability
distribution. Two tables of data relating to suction wvalves and
discharge valves respectively were constructed. For each table, a
cumulative distribution plot was produced and a computer program used to
determine the parameters of the best-fitting straight line through the
data points. From the parameters obtained, the Weibull distribution
describing valve life times was found to have a decreasing failure rate
(DFR). Experience of the compressor operation indicated that the valves
had a wearout characteristic, that is an increasing failure rate with
time (IFR). The difference between the derived Weibull parameters and
that anticipated from experience was confidently believed to be due to
failure occuring via more than one type of failure mode. By assuming
failures that occur within 200 hours of start-up to be due to first mode
(early-death mode) failure, the data was re-~examined, and a
three-parameter IFR Weibull distribution obtained for second mode
(wearout mode) failure.

To enable modelling to take place on the Simulator, data ‘for a
two-parameter DFR first‘mode failure and a two-parameter IFR second mode
failure must be specified. The second-mode parameters were estimated
from the graph of cumulative hazard rate for failure times greater than

200 hours. Figures 8.9a and 8.9b show the graphs for suction and
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discharge Vaives‘ respectively. The method [55] is not as accurate as
the cumulative distribution plot, but due to the small number of samples
it should be sufficient. First-mode‘failures were estimated to have a
mean value of 100 hours and a cumulative distribﬁtion function reaching
90% at 200 hours. This results in a DfR at B=0.4 [56]. The cumulative

distribution function of failure is given by:
F(t) = PlFl(t) + P2F2(t) ’Pl+p2=l

cumulative distribution function of first mode failures

where Fl(t)

cumulative distribution function of second mode failures

F, (t)

and, Py is the probability of first mode failure (Ml). From the data
tables, P, was estimated to be 28.67% and 25% for suction and discharge
valves respectively.

A two-parameter Weibull distribution was used to describe the wvalve
repair times. In particular, B=1.12, C=7.31 giving a mean value for
repair of 7.01 hours. The minimum time value for the three-parameter
distribution was one hour and the c.d.f. value at one hour for the
two-parameter approximation is.10Z.

The aim of simulating valve operation was to improve the quality of

decision-making relating to maintenance policies. The three following

questions were posed:
1. What is the optimal block replacement time?

2. Should suspension at block replacement time be foregone 1if the

valve was replaced within the block interval?

3. Can suspension during the repair process of some other faulty

value be recommended?

To examine the effect of block replacement time (TB), valves have been
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modelled for wvarious TB values ranging from 2000 hours to 12000 hours
and the mean unavailability determined (maintenance is assumed to take
place instantaneously). The results are shown on Figure 8.9c. Also
shown is the unavailability achievable if first mode (Ml) failures are
removed.

The suction valve reliability is improved by reducing TB’ the
improvement being most noticeable when Ml failures are removed. The
discharge valve reliability also shows a large improvement when only
wearout failures are considered, but the inclusion of early death
failures in the model results 1in destructive maintenance for all
replacement times. It 1is concluded that the generally more reliable
discharge valves should not wundergo preventative maintenance as it
appears better to run the risk of wearout than to be subjected to
possible early ‘death of the replacement valve._

With regard to the second question above, a block replacément policy
of TB=4500 hours (6 months) has been modelled where replacement is only
permitted if the wvalve operation time exceeds the operation time, TA.
The results are shown of Figure 8.9d. For suction valves, a small
improvement in unavailability is achieved at TA=1500 houré, and the
reliability reduces as TA is increasea towards 4500 hourse.
Contrastingly, discharge valve reliability improves as TA is increased.
This, to some extent, confirms the block replacement results above,
because as TA approaches TB’ the probability of wundergoing block
replacement reduces and such replacement was previously shown to be
unsuccessful.

To investigate the final question, that of suspending a valve at
some random time point, an age replacement.policy has been used. Under
the policy, valves were instantaneously replaced at time TA. The

assumption that replacement is instantaneous can be justified by

carrying out suspension during the repair process of the existing faulty
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valve. The results for wvarying TA values are shown on Figure 8.9e.
The suction valve results indicate a considerable improvement in
unavailability for TA values above 2000 hours, and suspension at
lifetimes greater than 2000 hours can be recommended. Suspension below
1000 hours 1is shown to degrade valve reliability. The more reliable
discharge valves show a very small improvement due to suspension after

5000 hours, and suspension below 5000 hours leads to increased

unavailability.

8.10 Standby Power Supply System (Industrial Problem)

The following section describes a problem concerning a standby power
supply system [57]. The problem was initially encountered by the
National Center of Systems Reliability and has been successfully
investigated by thier réliability. simulation program ATMONA.
Consequently an analytical solution of the probability of system failure
is available.

A schematic arrangement of the standby power supply system is shown
on Figure 8.10a. The 3.3kV switchboard is normally supplied through the
two transformers #1 and #2 operating in parallel. That 1is sections A
and B are normally connected together

In the event of loss of the normal supply, it 1is necessary that
sections A and B are separated and the emergency generators started to
supply the essential loads on each section. Loss of the normal
electrical suppiy is detected by two undervoltage (UV) relays, any one
of which will initiate operation of the standby system. The events

taking place following undervoltage detection are as follows:
1. Starting-up of both diesel generators.

2. Tripping of both transformer isolating circuit breakers.
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3. Tripping both bus-section circuit breakers. Operation of any one

vcircuit breaker is sufficient to isolate sections A and B.

4. Tripping all six load circuit breakers.

Following the completion of the above, the essential loads can be

re-connected by:
1. Closing both diesel generator circuit breakers.

2. Closing the four circuit breakers associated with the essential

loads.

The system is considered successful if any two of the essential loads
are re-energised.

Each component in the standby system undergoes simultaneous
inspection at yearly intervals i.e. TB=876O hours. Faults which have
occurred between inspection times are detected and components are
returned to an as=-good-as-new condition. The 1inspection time is
considered to be instantaneous and the simulation results have been
adjusted accordingly.

By modelling the system using the stochastic Simulator, the
probability of unsuccessful operation at one year after the system was
last tested was found. Also the mean unavailability was determined.

Component failure distributions are assumed exponential and are

listed below.

Failure to trip Failure to close (F/yr)
Transformer CB 0.005 —_—
Bﬁs—section CB 0.005 ——
Generator CB — 0.01
Load CB 0.005 0.01

UV relay failure rate = 0.0l (F/yr)
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Diesel generator probability of successful start = 0.98

The flow diagram for the system is shown on Figure 8.10b. " The load
circuit ©breakers are shown twice, to represent the probability of
opening and closing so as to re—energise the essential loads.

The system contains eighteen components, therefore in its present
configuration it cannot be modelled by the Simulator, which is limited
by hardware to only five components. To overcome this problem the
system was sub=divided into manageable sections, and the results from
each section used to determine the overall system performance.

Figure 8.10c shows the equivalent flow diagram.

Section A and B Isolation. This.is accomplished if at least one UV

relay detects a voltage drop and at least one bus-section CB trips. The

probability of successful isolation at time t is given by:

2

I I
P (t) = [1=(P (€))7 T[1-(Py(t))~]

where ﬁu(t)=probability of UV relay failure.

§£(t)=probability of bus-section CB failure.

Modelling this section would require four component modules. However
bus=-section circuit breakers cannot be modelled with confidence.
Consider a minimum time quantisation TQmin=8'76 hours. The expected
life time of 200years for the CB would necessitate a distribution time
quantisation of TQ=128 hours [Section 3.9]. ' The results from Chapter 7
indicated that block replacement time TB must be TB>10TQ. Therefore
for successful modelling, T is required to be greater than the

B
8760/12g hours in use.



Two component modules have been employed to simulate UV relay

. operation only. The theoretical mean wunavailability, for the

U.D,
relays has been determined by integrating Pu(t) over O——TB. The

analytically determined results, together with those obtained from the

Simulator are given below:

Expected Simulator result
?u 9.99x10—5 9.42x10'5
. 3.31x10’5 3.4ox10'5

Because of the high reliability expected from bus-section CB operation,
the mean wunavailability of this section cannot be obtained with
confidence. However the probability of failure at TB can be determined

by combining Pu(t) above with the theoretical Pb(t):

Expected Simulator/Analytical
P 1.24x10% 1.19x10°%
=5
Unt 4.14%10 -

Section A and Section B. These are identical, each consisting of five

components connected in series. Consider section A. The probability of

this section working at time t is given by:
P,(t) = P (£) Py (P_(£))°
A t d o

where P _(t)=probability of the transformer CB tribing.

Pd =probability of the diesel genmerator startingand C3 closing.

Po(t)=probability of a load CB opening.

The mean unavailability of the section, u is obtained by

DA’

integrating PA(t) over O——TB.
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With a series arrangement the failure hazard rate is the sum of the
individual component hazard rates. This enables the section to be

simply modelled by a single component module. The results are given

below.
Expected Simulator results
P, 4.9%10 2 48310 2
3.46x1072 3.42x10 >
Upa 46x 42x

Closing the Load CB. If both section A and section B are isolated and

successfully operating, at least two of the four load circuit breakers
must close to supply the essential loads. The probability of the

two-out-of~four operation is given by:
PVé(t) = 6Pc(t)—8PC(t)+3PC(t)
where Pc(t)=probability of a load CB closing.

A four-component model has been used to determine the probability of

success after one year and the mean unavailability.

Expected Simulator result
- -6 -6
PV4 3.9x10 5.12x10
; -7 -7
Uyy 9.84x10 19.8x10

Should section A or section B fail, the two circuit breakers on the

remaining section must operate. A simulation of two circuit breakers in

series produced the following results.

Expected Simulator result
P, 2 2.15%10
PV2 1.98x10 ] «15%
Uy 9.94x10 10.75x10
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System Operation. To determine the mean unavailability for the complete

system, seven component modules would be required, i.e. one for each of
the above sections and one for the four essential load circuit breakers..
A six component model is possible by representing the two-out-of-four
system by three components. However, in a similar manner to the reduced
sub=-section isolation model, the component parameters would be outwith
the modelling range allowable

The probability of system failure at the one-year point can be
determined by combining the results of the above sections. If PS is

the probability of system success, then:

Pg = P[P PpPy, +P PpPyot+P PpPys]

The analytical and simulation results are then:

-3
Theoretical P, 1-4.37x10

S
=3
1-4.43%10

Simulation PS

10.11 Conclusion

The Simulator has been applied to several reliability problems which
would have been difficult to solve by analytical means. The systems
studied were either derived from an interesting 5-component example
system, or obtained from industry.

Extensive use of the preventative maintenance modelling features of
the Simulator have been made. The results produced show that the
Simulator is a convenient mechanism for deriving reliability-improving
maintenance policies where the characteristics of the system under study

are complex. Throughout the modelling exercises, the simulation times

have been consistently short.
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Conclusions and Suggestions for Future Work

9.0 Overview of Project

The thesis begins with a discussion of the advantages and
disadvantages of alternative reliability evaluation methods. The
simulation approach is shown to be most useful where systems are complex
and lead to analytical solutions which are intractable. For example, a
system described by non-exponentially distributed random event times and
limited repair facilities can only be investigated by simulation
methods, unless the system is somehow ‘simplified’. Complex systems
generally require considerable system simplification before the system
can be investigated by analytical means. This simplification, avoidable
by simulation, can lead to results of questionable accuracy.

FWhen modelling large complex systems, the simulation times
experienced as a result of using conven£ional simulation methods are
normally long. The Simulator developed avoids long simulation times by
employing specially-constructed circuitry in place of the more
conventional general purpose computer hardware,

Logical network techniques are frequently encountered in reliability
studies, particularly due to their close resemblance to the functional
system layout. Within the Simulator, the arrangement of components to
form a system under study is conveniently achieved by specifying the
system network.

Chapter 2 was concerned with the generation of random n-bit numbers.
These numbers are essential to the modelling process as they determine
the stochastic behaviour of system cbmponents. A  technique was
developed to generate multiple streams of statiséically independent
numbers. The necessary circuitry was limited by employing software

techniques to initialise each number-generating circuit.
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Statistical tests performed on software models of various number
generating circuits indicated that the proposed technique yields highly
random numbers. It 1is considered that the care taken during the
development of the multiple random number sources has been reflected in
the accuracy of the results obtained during later simulation
experimentse.

Chapter 3 described the wuse of the n-bit wuniformly distributed
random numbers, produced by the circuitry within each Cgmponent Module,
to produce random event signals. These signals indicated the instant in
time at which a change in the component state occurred i.e. from
working to failed. A circuit that could generate event signals whose
times Dbetween occurrence may follow any distribution was investigated.
The effects of quantising both'the probability and time values on the
circuit operation were extensively researched, and a technique relying
on error feedback was develope& to gain greater modelling accuracy,
whilst requiring less circuit memory storage.

&

Software modelling of the event signal circuitry was undertaken, and

proved useful in determining the necessary binary word size by which

component parameters are represented. A 12-bit representation was -
decided upon and this resulted in the 12-bit common bus for

communication between the Simulator, host computer and the component

modelling circuitry.

The modular format implementation of the Simulator was described in
Chapter 4. Each of the key modelling elements required during
simulation was explained and the role of the host computer made clear.
Essentially the host enables the Simulator’s operator to conveniently
prepare the Simulator for a wide range of experiments, and after

simulation is complete to extract the simulation results.



Although the detailed operétion of the Simulator circuitry is
complex, the Simulator’s operator need only understand the system being
studied in terms of its reliability features. That is, the operation of
the circuitry is completely transparent to the operator.

The modular construction used throughout enables simple expansion of
the Simulator to take place. Other advantages are that modules can be
more easily tested during construction and the communication between
modules is simplified by use of a common data/control bus.

A detailed description of the modules which make up the Simulator is
given in Chapter 5. The operation of the Control Module in determining
the time by which the simulation is to be incremented by, to reach the
next minimum time quantisation value in use by any Component Module, is
essential to the Simulator’s operation, and is dealt with in detail.
The use of a special bus to communicate each Component Module’s time
quantisation value to the Control Module simultaneously, ensures high

a
simulation speeds.

The Network Specification Module and Repair Policy Modules are
implemented by RAM decision tables. This allows'complex networks and
repair policies to be modelled at high speed, as the simulation time is
partially determined by the access time of the table. A single
examination of the respective tables produces all the necessary
information for model updating to proceed.

The hardware structure of the Component Module 1is the limiting
factor to the Simulator’s flexibility. Considerable effort was directed
towards obtaining an efficient design. The use of a re-programmable
micro—instruétion controller was very successful in achieving component
flexibility. Re-programing of the control memory was avoided by
employing a programmable mask register, which selects the component
modelling features from a range of features containgd ~in the memory.

High speed component Module operation is achieved by parallel hardware
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operation.

The reliability modelling aspects considered necessary by a “general
purpose’ reliabilify simulator are presented 1in Chapter 6. The
Component Module hardware was arranged to achieve just such a general
purpose model, and the micro-control memories were programmed to carry
out the control of the modules. From the description of the Simulator
hardware operation required to sustain the general purpose model, the
host computer software was devéloped. At this stage, the goal of making
the Simulator’s internal operations “transparent’ to the operator was
achieved.

Use of an interactive graphics terminal greatly simplified the
specification of system networks, and enabled the simulation results to
be viewed in a graphical format immediately after the simulation was
complete. A very convenient method of specifying é priority policy for
component requests for repair men was also developed. This enabled
changes 1in the policy or number of repair men%to be easily made and the
effects on system reliability to be rapidly determined.

To gain confidence in the Simulator’s operation selected systems
were studied in Chapter 7. Each system emphasised some particular
aspect of reliability engineering, and mathematical analyses were
performed on the system to confirm the simulation results. In all cases
simulation results were very close to the theoretically predicted
results, and the simulation times were short.

Two problems however were encountered. Firstly, the use of large
time quantisation values lead to errors in the results, due to rounding
error and cross—-correlation effects. Secondly, the component scheduled
block maintenance could vary, slightly, in time. These problems could

be limited in their effect by careful use of the Simulator.
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For each system examined, a single, or reduced number of component,
representation was considered. The ' results obtained indicated that
reduction can be successfully applied to many systems. By such methods
the Simulator is able to tackle problems that have more components than
the Simulator has Component Modules.

In Chapter 8 the Simulator is applied to a number of realistic
system reliability problems, many of which would not be capable of
solution by analytical means. The high speed of the Simulator is put to
use 1in determining parameter sensitivity for a five component system.
The actual system contains several interesting features and is employed
for many of the simulation problems of Chapter 8.

Preventative maintenance schemes were investigated for system
components, and optimal maintenance times were found where repair is
considered good-as-new or minimal. Maintenance schemes where also
investigated under the restriction of limited repair men. In such
circumstances, priority request policies must be applied to obtain best
performance from the repair men resource.

By extending the information gathered about system behaviour, the
economics of system operation were investigated. Stratagies which
minimise total system cost where found by assigning costs to:

l. component repair

2. component maintenance

3. repair men

4. loss of system
The results from the modelling of economic system operation proved very
interesting and it is believed the Simulator is particularly useful when

dealing with such problems.
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After further development of the software at the host computer,
non-time-homogeneous processes were able to be modelled. The Simulator
was shown to be able to model components described by reliability growth
or wearouts A two-component system was considered, the growth and"
wearout rates were varied, and the distribution of time to first system
failure determined.

Finaly in Chapter 8 two industrial problems where considered viz. a
standby power supply system and a reciprocating gas compressor. Each
system contained features which are difficult to deal with analytically.
The Simulator was shown to be a practical method of solving such

reliability problems.

9.1 Hardware Versus Software Simulation

A hardware simulator is a system of electronic circuitry whose total
system operation is affected by changing the interconnection between the
circuit elements. The variations of interconnection must be performed
by physicaly manipulating features of the circuitry.

Software simulators exist in the form of collections of code, viz
programs. A program may be decoded to produce the instruction signals
to direct a system of electronic hardware (computer) to perform the.
Simulatioﬁ task. The computer circuitry is different from the hardware
simulator circuitry in that its operation is determined by coded

instructions contained in a memory. Variation of the computer operation

does not require any adjustment to the physical computer hardware, but
only to the instructions contained in memory.

Within the definition given above the simulator developed during the
research project ‘may be ‘defined as software, when viewed by the
simulator operator. However, it must be remembered that the actual
simulation is carried out by digital circuitry dedicated to reliability

modelling. Although the operation of the circuitry is programmable, it
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may only Be varied in the context of reliability modelling. The title
of the ﬁroject arises from the investigation of the construction of the
computer hardware.

The project has involved the constructién of the simulator hardware
and the development of a Fortran program, on another general purpose
computer, which produces the code controlling the Simulator’s circuitry.
The general purpose computer is physically connected to the Simulator to
allow the code to be entered into the Simulator’s memory before
simulation stagts. The hardware of the Simulator is almost entirely in
the form of special purpose circuitry, to achive considerable speed.
The wuse of a network of general purpose microprocessors for the
realisation of a hardware simulator was rejected because of the
inherently slower operation that such a system would possess.

The arguments for and against software simulators intended for

general purpose computers and hardware simulators where the special

)
hardware is controlled by a program contained in a general purpose
computer associated with the hérdware)favour the latter,

In terms of the financial cost to the experimenter, the amount spent
on purchasing computer tiﬁe for a lérge general purpose computer quickly
exceeds the cost of constructing the special hardware. Including the
cost of the small computer connected to the hardware still results in
substantially lower simulation costs for all but the most trivial
experimentse.

Comparing the simulation speeds for complex reliability problems,
the special purpose computer ié significantly faster than even a high

speed general purpose computers. The high speed 1is achieved by a

multi-processor architecture and efficiency of programming code.
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The simulator described in this thesis offers a very powerful tool
for reliability dinvestigations. The necessary hardware is inexpensive
and forms a peripheral device to a general purpose (host) computer. The
software controlling the operation of the special hardware is developed
in a high level language and is run on the host computer.

Setting aside the logiséics of supporting the special hardware,
which has itself been effectively achieved, the varied simulation
problems carried out during the research work indicate the flexiblg
nature of the arrangement. Further, system models need not be

compromised for simulation speed.

9.2 Possible Simulator Developments

The current simulator design offers a high degree of flexibility
whilst maintaining considerable speed. The experiments reported in
Chapters 7 and 8 confirm the flexible operation by their varied nature.
Many of the systems studied could not have been analysed by analytical
methods, endorsing the Simulator as a means of investigating complex
systems. Throughout the reliability experiments performed, the design
decisions made during the Simulator”s construction have been questioned
and the strengths and weaknesses of ﬁhe Simulator determined. This
section is intended to review the weakpoints in the design and suggest
how they could be overcome in any future simulator.

The principle aim of the research undertaken was to investigate the
design of a stochastic reliability simulator. The fundamental
philosophy inherent in the design arrived at through the research work
appears successful. In the most simplest terms the philosophy has been:
Firstly the decomposition of the modeliing task into separate modules
which operate in parallel. Secondly the wuse of a host computer to
achieve easy control and communication with modules. Most of the

problems encountered with the Simulator have been in connection with
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module implementation. Because of the special purpose hardware
construction of the modules (so producing high speed operation) the
elimination of certain problems would unfortunately require partial
hardware re-design. Aspects’ to which attention should be given during

any possible re-design are now dealt with separatlly below.

1. The component Modules are the most sophisticated hardware units
within the Simulator. Each module contains seventyeight I.C.
devices of which fiftyseven are soldered into printed circuit board
locations (see Figure 9.2a). The remaining TI.C. packages are
located in wire-wrap holders in the top right hand corner of the
board. Several Component Modules are required if the simulation of
large systems is intended. This necessitates the repeated
construction of component circuit boards which is a time consuming
task. The elimination of the wire wrap area would considerably

simplify the module construction and testing procedure.

2. During a simulation, errors in the expected results have been shown
to occur where large time quantisation (TQ) values are used. The
problem arises where components have long expected life times, and
therefore require large TQ values to ensure:

(a) good probability resolution of the haz;rd function (Wk)
values.
(b) the c.d.f. of component life time approaches wunity
before Wk memory storage runs oute
When modelling life times which are exponentiauy' distributed, a
12-bit Wk value is employed and (b) is not applicable.
Investigations reported in Chapter 3 dindicated that exponential
distributions up- to mean value 1/A=1500 hburs could be modelled with

TQ=1 hour. This is satisfactory for all but the most extreme cases.

HoWever when modelling non-exponential distributions, only 8-bit Wk
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values are possible and memory storage is limited to 256 Wk values.
Because of the feedback technique used to calculate non-exponential
Wk values the selection of TQ values 1is dependent, to a great
extent, on the memory size alone.

Consider a Weibull distribution with parameters A,a (a=1). For
the c.d.f. to approach 0.95 when the last memory location is

reached then a memory containing 3x1/A W, values is required. This

k
means that the maximum 1/)\ value possible for a Weibull distribution
(a=1) modelled on the Simulator is 85.3 hours, where TQ=1 hour. Lt
can be seen that modelling of non-exponentially distributed time
values frequently result in the wuse of large TQ values.
Fortunately, where the distribution hazard rate is increasing, a>Il,
then a factor of less than 3x1/)\ results.

A future simulator should contain more memory to store Wk
values. Preferably as much memory as to achieve similarity between
TQ values used by both exponential and non-exponential
distributionse. For exponential -distributions, TQ values are
determined by the memory word size: If n is the word size measured

in bits, and if a probability resolution of 0.5 is specified then

the smallest W, value representable is given by:

k
1 -kA
Wk=2 ?1- = l-e
=> %i = Zn"1 ,where A<<1

This approximation can be used to determine the amount of memory
required to ‘match’ memory size to memory word size. Figure 9.2b
shows the memory size plotted againsf memory word size for the
approximation. It can be seen that about 6K memory words will

achieve similarity in TQ selection when considering a 12-bit Wk

value.
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When modelling with non-exponential distributions, the time

quantisation values are selected by the host computer to ensure the
distribution c.d.f. reaches 0.95 before distribution Wk value
memory runs out; This does not always ensure selection of the best
TQ value, as many components undergo replacement before their

expected ced.fo reaches 0.95. Host computer initialisation

routines should take such effects into consideration.

The problem of maintaining block replacement times in phase for a
group of components could be solved by removing the function of
determining block replacement times from the components themselves.
The Control Module should determine the block replacement times and
inform the Component Modules. By this method, block replacement 1is
centralised and the problems encountered with the present

distributed scheme solved.

When modelling repair which results in a new compoﬁént being Dbetter

*
=

than repaired (NBR), repair distributions are limited to being of an
exponential form unless ﬁse of the component interrupt facility 1is
made. The only practical way of overcoming this problem is to
employ a microprocessor in the Component Module design, to store age

values during the repair process.

Programing the Simulator to run for‘ a time ts, results in the
statistical gathering probes observing the number of occurrences of
particular events, and also the total duration of all events. This
enables the mean duration of an event to be determined but not the
probability distribution of its duration. The probes were equipped
with a 12-bit event counter, so that up to 4096 events could be
observed before overflow of the event counter occurred. Probe

counter overflow was a problem where very long simulation times
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where used to ensure good mean value estimates. This suggests that
the event counter should be increased in size or that the simulation
should be stopped when the event counter limit is reached.

To enable distribution information to be gathered about event
duration, some memory/counter circuitry should be incorporated in
the Statistical Gathering Module. With as 1little as 4K memory
words, a sufficient number of event durations could be observed to

enable the distribution to be examined.

7. Systems which contain cold standby components suffer from the
problem of a delay (TQ) before the standby component responds to a
primary component failure. Design changes made to enforce
immediate cold standby response, regardless of the time quantisation

values in use.

An increase in simulator flexibility, as well as a solution to
several of the problems listeed above, could be obfained by constructing
Component Modules from microprocessor based circuitry. Such an
implementation was previously rejected because of its slower operation.
However the simpler circuit construction and increased flexibility may
be regarded as more rewarding.

Considering a microprocessor based Component Module, the usé of a
micro=instruction memory would be retained to accomplish complex
modelling decisions at high speed. The memory contents could be down
loaded from the host computer prior to Simulation run, eliminating the
need for a mask register, and offering greater flexibility for component
operation. The program running in the microprocessor would itself be
down loaded from the host, thus enabling the operation of the
microprocessor to be varied whilst operating at any particular time with
the minimum program size. Essentially the microprocessor program would

be concerned with preparing the input signals to the micro-instruction
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table and, following receipt of each model updating instruction,

carrying out Component Module updating.

9.3 Conclusion

A general purpose programmable reliability simulator has been built
largely according to designs originated during the three years of
research. The Simulator, shown on Figure 9.3a, 1is constructed from
special purpose digital circuitry to achive short simulation times.
Stochastic signals, describing system characteristics, are manipulated
by the circuitry in a parallel fashion.

The Simulator was shown to operate according to theoretical
predictions. Systems which cquld not have been investigated by
analytical techniques were studied. The Simulator was revealed to be a
convenient and flexible method of sﬁudying complex systems. The special
purpose circuitry employed enables several hundred years of system

lifetime to be modelled in seconds.
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Figure 9:3a

Simulator and Operator Terminal



10.

11.

12.

13.

14,

15.

REFERENCES

Sinch C ,Billinton R , System Reliability Modelling and
Evaluation’, Hutchinson & Co. Ltd, 1977

Carradus R J ,“Analysis of Repairable Systems”’
The Marconi Review , Vol XLI No. 208 1978

Doyon L R ,”Solving Reliability Models of Nuclear Systems’,
Proceeding Annual Reliability and Maintainability
Symposium 1977 pp 322-31

Tillman F A ,Lie C H ,Hwang C L ,"Simulation of
Mission Effectiveness for Military Systems’
IEEE Transactions Reliability Vol R-27 NO.3

pp 191-4

Singh C ,“Reliability Calculations of Large Systems’,
Proceedings of Annual Reliability and Maintainability
Symposium 1975, ppl88-193

Singh C ,Dhiion B S ,”On Fault Trees and Other Reliability
Evaluation Methods’® , Microelectronics and Reliability
Vol 19, 1979 pp 57-63

Bazovsky I , Fault Trees, Block Diagrams and Markov
Graphs “, Proceedings Annual Reliability and
Maintainability Symposium 1977 pp 134=41

Basker B A ,Martin P ,“Availability Predictions by Using a
Method of Simulation’, Microelectronics and Reliability,
1977 Vol. 16, ppl35-141

Alan A ,Pritsker B ,Kiviat P J ,”Simulation with GASP II’,

Kumamoto H ,”State-Transition Monte Carlo for
Evaluating Large, Repairable Systems®, IEEE Trans.
on Reliab. ,Vol R-29, Dec. 1980, pp376-380

Davidson A T G ,MacDonald I F , Evaluation of Reliability of
Complex Systems”

Advances in Reliability Technology , Symposium at Bradford
1976 , art. No. 19

Proctor C L ,Kothari A M ,”Fault Tree Analysis with
Probability Evaluation “, Proc. Annual Reliability

and Maintainability Symposium 1978 pp 306-11

Camarda P ,Corsi F ,Trentadue A ,” An Efficient
Algorithm for Fault Tree Automatic Synthesis From
the Reliability Graph “, IEEE Trans. Reliability
Vol R-27 ,NO. 3 , 1978 pp 215-21

Brock P ,’The Reliability Analysis of Logical Networks by
the Computer Program ALMONA’, Nov. 1977 NCSR R14

Misra K B ,Raja A K ,”A Laboroty Model For System

Reliability Analyzer °, Microelectronics and
Reliability Vol 19 pp 259-64 1979

280



16‘

17.

18.

19'

20,

21.

22,

23

24,

25.

26,

27.

28,

29,

30.

Laviron A ,Berard C ,Quenee R , ESCAF - failure
Simulation and Reliability Calculation Device

Second National Reliability Conference 1979
pp 6¢/4/1 to 6c/4/10

Thakur R ,Misra K B , Monte Carlo Simulation for
Reliability Evaluation of Complex Systems’,
Int. J. Systems Sci. ,1978 ,V0l 9 n0O.1l1 ppl303-8

Rothbart G B ,Fullwood R R ,Bailey P C , Experiments with
Stochastic Systems (ERMA)”, Proceedings of the Annual
Reliability and Maintainability Symposium, 1981 ppl85-90

Golomb S W ,”Shift Register Sequences’ , Holden-Day Inc. 1967

Hoffman de Visme G ,’Binary sequences’
English University Press Ltd 1971

Maritsas D G , The Autocorrelation Function of Two Feedback
Shift-Register Pseudorandom Source’
IEEE Transactions on Computers 1973 pp 962-64

Tausworthe R C , Random Numbers Generated by Linear
Recurrences Modulo Two’, Mathematics of Computation
1965 Vol. 19 No. 90 pp 201-9

Birolini A , Hardware Simulation of Semi-Markov and Related
Process”’ '
Mathematics and Computers in Simulation XIX(1977) 75-97
North-Holand Publishing Company

Maritsas D G ,Correspondence “On the Statistical Properties

of a Class of Linear Product Feedback Shift-Register
Sequences’, IEEE Transactions on Computers Oct.1973 ppS561-2

Hartley M G , Development,Design and Test Procedure for
Random generators using Chaincodes’

Proc. IEE Vol 116 No. 1 1969 pp 22-34

Green D H ,’Nonlinear Product-Feedback Shift
Registers ° Proc. IEE Vol. 177 No. 4 1970 pp 681-86

Schwind M ,“On Generating and Applicating a set of
Independent Bernoulli-Sequences’ Proceedings of lst
International Symposium on Stochastic Computing
and its Applications, Toulouse, 1978 pp 103-12

Hurd W J , “Efficient Generation of Statistically Good
Pseudonoise by Linearly Interconnected Shift Registers”
IEEE Transactions on Computers 1974 pp 146-52

Maritsas D G, Arvillias A C, Bounas A C ,”Phase

Shift Analysis of Linear Feedback Shift Register
Structures Generating Pseudorandom Sequences’

IEEE Transactions on Computers c-27 No. 7 1978 pp 660-69

Mars P, Miller A J , Theory and Design of a Digital
Stochastic Computer Random Number Generator’ .
Mathematics and Computers in Simulation XIX 1977 pp 198-216
North-Holland Publishing Company

281



31.

32.

33.
34,
35.

36.

37.
38,
39.

40‘

41.

43.

44.

45,

46.

47.

Latawiec K J ,Correspondence ‘New methods of Generation of
Shifted Linear Pseudorandom Binary Sequences’

Proc. IEE Vol.121 NO. 8 1974 pp 905-6

N D Deans, D P Mann, “Design of High Speed Random Number
Generator”
To be published in Mathematics and Computers in Simulation

Siegel S , ’Nonparametic Statistics for Behavioural Science’
New York , McGraw Hill Ltd. 1956

Maisel H ,Gnugnoli G ,” Simulation of Discrete Stochastic
Systems’, Kingsport Press Ltd. , 1972

Barlow R E ,Proschan F , Mathematical Theory of Reliability
Wiley 1965

Allan R N ,Antonopoulos C G , Modelling Non-Exponential
Distributions in Systems Reliability Evaluation”’,

5th Symposium on Reliability Technology,

Bradford 1978

Mihram G A ,”Simulation Statistical Foundations and
Methodology’® Academic Press, 1972

Daellenbach H G ,George J A , Introduction to Operations
Research Techniques® Allyn and Bacon Inc., 1978

Davies N R ,“Decision Tables in Discrete-System Simulation’
Simulation Journal 1974 pp 39-44

D P Mann, N D Deans, ‘Programing a Logical Network Decision
Table”’,
Submited to Computers and Digital Techniques : -

Green A J ,Bourne A E ,”Reliability Technology’,
Wiley, 1972

Edwards G T ,Watson I A ,”A Study of Common-Mode Failures’,
Safety and Reliability Directorate, SRD 146, 1779

Mueller K F ,Schuessler H L ,Costner H L ,"Statistical
Reasoning in Sociology”, Houghton Mifflin Company 1977

Basker B A , Sensitivity Analysis of Availability of
unit in a Production/electrical System’, Microelectronics
and Reliability, Vol. 16 1977, pp259-71

Ohashi M ,et al ,’Optimum Preventive Maintenance Policy
for Two-Unit Priority Standby Redundant with Minimal
Repair’,Microelectronics and Reliability,

Vol. 18 1979, pp535-38

Berg M ,Epstein B , Comparison of Age, Block, and Failure
Replacement Policies”, IEEE Transactions on Reliability,
Vol. R-27, 1978, pp25-29

Murthy D N P ,Nguyen D G ,“Optimal Age-~Policy with

Imperfect Preventive Maintenance’,
IEEE Trans. Rel. ,Vol. R-30, No. 1 1981, pp80-~81

282



48.

49.

50.

51.

52.

53,

54,

55,

56.

57.

Nakagawa T , Replacement Models with Inspection and
Preventive Maintenance’, Microelectronics and
Reliability, 1980 Vol. 20, pp427-433

Ascher H ,Feingold H ,”Is There Repair After Failure’,
Annual Reliability and Maintainability Symposium,
IEEE Proceedings 1978, pp 190-167

Schick J G ,Wolverton R W ,“An Analysis of Competing
Software Reliability Models”,
IEEE Trans. on Software Eng. ,Vol. SE-=4 1978 ppl04-20

Soi I M ,Gopal K ,”A Comparative Study of Software
Reliability Models”, IE(I) Journal-ET,
Vol. 59 1978, ppl-6

Moranda P B ,Software Religbility Research’, Statistical

Computer Performance Evaluation,
Academic Press, 1972, pp 465-484

Musa J D ,’Validity of Execution-Time Theory of
Software Reliability”, IEEE Trams. on Reliab.
Vol. R=-28, No. 3, 1979, ppl81-91

Moranda P B , Event-Altered Rate Models for General Reliability
Analysis’, IEEE Trans. on Reliab. , Vol. R-28, No. 5, 1979
pp376 381

British Standards Institution, BS5760:Part 2, 1981
Reliability of Systems, Equipments and Components

Janke E, Emde F ,”Tables of Functions with Formulae and

Curves’, Dover Publications, New York, b

Bourne A E ,National Centre of Systems Reliability,
Safety and Reliability Directorate, Culcheth

283



BIBLIOGRAPHY

Green A J ,Bourne A E ,"Reliability Technology”’,
Wiley, 1972

Maisel H ,Gnugnoli G ,° Simulation of Discrete Stochastic
Systems”, Kingsport Press Ltd. , 1972

Barlow R E ,Proschan F ,’Mathematical Theory of Reliability
Wiley 1965

Siegel S , Nonparametic Statistics for Behavioural Science’
New York , McGraw Hill Ltd. 1956

Golomb S W , Shift Register Sequences’ , Holden-Day Inc. 1967

Hoffman de Visme G ,”Binary sequences’
English University Press Ltd 1971

Sinch C ,Billinton R , System Reliability Modelling and
Evaluation’, Hutchinson & Co. Ltd, 1977

Cox D R , Renewal Theory’,
Butler and Tanner Ltd., 1962

Tocker K D , The Art of Simulation’, English Universities
Press, 1963

Hartley M G, “Digital Simulation Methods”,
Peter Peregrinus Ltd. for the IEE, 1975

Davidfon A T G ,MacDonald I F ,’Evaluation of Reliability of
Complex Systems’

Advances in Reliability Technology , Symposium at Bradford
1976 , art. No. 19

Walton D ,”P.c.b. Layout for High-speed Schottky t.t.l.”,
Wireless World, Feb 1978 '

284



Appendix Al

Tests on non-uniform distributed random number generator

The probability distribution observed, for each random variable
generated, has been plotted as a continuous distribution. The method
used enables simple comparisons and judgments to be made on the

generated distributionse.

Al.l.l Empirical Frequency Test

An  empirical frequency test the 7(2 test, described in
Section 2.6.3, dis wused to compare the generated p.d.f. against the
programmed p.d.f fk(k‘Ax). The discrete time intervéls (gap) Dbetween
renewal points were recorded and the empirical'frequency of each gap
calculated. The theoretiéal absolute frequency for each gap was also
determined and the TLZ tests used as a measure of goodness of fit
between the generated distribution and expected. Note that. gaps have
been grouped together where the theoretical absolute frequency has
fallen below 5. The X? values obtained for each distribution have been
given on each p.d.f. graph. The tables at the end of each distribution

section contain critical values for the'X? testse.

Al.l1.2 Cumulative Distribution Test

The Kolmogorov-Smirnov test, described in. Section 2.6.6 has been
used to compare the experimental c.d.f. observed with the expected
c.def. . The test is based on the value D which is the difference with
greatest absolute magnitude befween the two distributions. The value D
obtained for each distribution has been given on the p.d.f. diagram,
and on the table of results at the end of each distribution sectiomn.

Critical values for the test are also given in the table of results.

Al==1



Results.for exponential and Weibull distributions also contain
expected values of D. These values are based on the work of
Sections 3.8 and 3.9. They are tﬂe D wvalues ‘predicted for the
distribution erx(kzsx) considering a ‘perfect’ random number

generator is used.

Al.2 Exponential Distribution

The exponential distribution [1,34,35] is used widely to represent
component operating times. Data collected on the life time of equipment
has led to this assumption. The family of exponential distributions is
now the best known and most thoroughly explored. Figure Al.2a shows the
c.def. F(x), p.def. £f(x) and hazard rate @(x) for an exponential
distribution. It has the property that if failure of a component has
not occurred by time t then the probability distribution for its future
life is the same as if the component were new. Only the exponential
distribution has this property and it 1is explained by the monotonic

&
hazard rate.

The exponential distribution has been applied to the' repair times of
components, though there 1is evidence that this 1is not an accurate
description [36]. However, modelling both repair times and operating
times with exponential distributions, leads to a Markovian process which
enables an analytical solution to the reliability problem. The
exponential distribution can be regarded as a continuous analogue of the
discrete geometric distribution.

Calculation of W(k) values (simplified method):
D : . -AX . o
ensity function, f(x)= e »%20

mean interval time =

——
A



£ At
GallEs Fi(x) jAe dt
(o]

- AX

1 -e

To form a discrete approximation to F(x), F(k ax)

Fkax) = 1 - anaxk

The W(k) values can now be calculated:

W(k) = F(kax)=-F((k-1)Ax) .
1-F((k-1) A2 %)
_1oodXk o nex(k=1), .
1= (146 A% (k=1
W(k) = H ( 1-62%7)

It can be seen that this method leads to a constant wvalue of W(k),
as would be expected from a monotonic failure rate. Generation of this
distribution is greatly simplified as the memory ability to store W(k)
~ .
values is not required.

Statistical tests have been carried out on an exponential
distribution of mean=1/A =10. The p.d.f. generated for various methods
are shown on Figures Al.2b to Al.2j , and a table of all results is

given on Al.2k.

Al.3 Weibull Distribution

The Weibull distribution [lpg30, 36] is a continuous distribution
which 1is especially applicable whenever the process at hand is yielding
a random variable that is essentially the maximum (or minimum) value
among a large set of random variables. For example, if a system, such
as an electronic instrument, is deemed operational until such time as
any omne of its components has failed, then the time S between repairs

will be a random variable of the Weibull family, since S is essentially

Al 3



defined as the minimum of its components lifetimes.

Figure Al.3a shows the c.d.f. F(x), p.d.f.' f(x) and hazard rate
P(x) for a Weibull distribution over a range of parameter (a) values.
Weibull distributions with increasing hazard rate (a>1) have been found
useful in simulating equipment lifetimes [14].

The following describes the calculation of W(k) wvalues necessary to

generate a Weibull distribution.

a
cod.f. F(x) = 1 - alAx)
O ax k)
discrete approximation F(kax) =1 - e ax
1 =(ax)®

density function, f(x) = Aoyt é% A , x>0
calculation of W(k) wvalue:

W(k) = Fkax)=-F((k=1) ax) ‘H

1-F((k=1) ax)
a a
a =l—e-(AAx) _l+e—(AAX(k—])) _H

L pchax(k-n)

a a k
W(k) = Ho( 1-a K =(R=D7) ax)™

Statistical tests have been carried out on a Weibull distribution of
parameter A =0.04, a=3.5. The p.d.f. generated for various methods
employed are shown on Figures Al.3b to Al.3j ,and a table of all results

is given on Figure Al.3k.

Al.4 Erlang Distribution

It is possible‘to ‘simulate’ a number of arbitrary distributions by
a compound system of negative exponential distributions. The resulting
distribution is known as an Erlang distribution [36,37]1. By
experimenting with the number r, it is possible to match any observed

distribution. Figure Al.4a shows the c.d.,f+, p.d.f. and hazard rate

Al 4



for a range of parameter r values. For large values of r, the Erlang

distribution approaches the normal distribution.

U xr—1 e—?x X

(r=1)!

density function f(x) =

consider the case when r = 4

4 4 _
f4(x) =§%x3e Ak x>0

the corresponding c.d.f. is given by :

X
F(x) = jff4(t) dt
o

1 AR et

Xt

t

4

-2t X

_Abe ]

31 A - \2

I

3!
In general:
' 1
F (x) =
r (r=1)t
r-1
F(x) =1-¢"%5 " (ax)"
n!
n=0
discrete approximation:
r-1
F(k A x) =1_e-7xaxkE (Aaxk)
n!
n=0

The W(k) values can be calculated:

W(k) = F(kax)=F((k-=1)Ax)
1-F((k-1) A x)

r-1

33

o

n
r-1

Aax (k-1)"
, n!

n=0

Al =5

[6-6 2% a3x3 +A23x% 26x +6) 1

[Cr-)! =& (ax)T s ()2 (r=1)

+

3G

e (r=Dh)

]



Statistical tests have been carried out on an Erlang distribution of
parameters A =0.3, r=5. The p.d.f. generated for various generation
methods are shown on Figures Al.4b to Al.4m, and a table of all results

is given on Figure Al.2n.

Al.5 Poisson Distribution

The Poisson distribution [36] is another discrete distribution of
importance 1in system simulation. It gives the probability of exactly x
independent occurrences during a given period of time 1f events take
place independently and at constant rate.

For example the simplest waiting line models assume that the number
of arrivals occuring within a given interval of time, t, follows a
Poisson distribution with parameter X\t, where Xt is the average number
of arrivals in the interval of time t. Note A represents the arrival

rate, and x the number of arrivals in the interval t.

X =At
density function f(x) = SzL%%rji— ,x=0,1,2..
v
X
Sedef F(x) = Ej' (At)ké_xt
x!
k=0

The W(k) values can be computed from :

Wk) F(kax)=-F((k=1)ax)

1-F((k=1)ax)

X
(tAa)/ x!

= ,X=k A X

-t E (apk
S
k=0

Statistical tests have been carried out on a Poisson distribution of

parameter At=25. The p.d.f. generated for each generation method
employed are shown on Figures Al.5b to Al.5d, and a table of all results

is given on Figure Al.5e.
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K-S TEST

EXPONENTIAL | |"amber Ko, JEST
DISTRI BUTIQN of random Ax test value |critical critical
method | figure | samples [ number -result | expected| value | resulf value
simple | 42b 3200 8 1.0 0.0875-| 0.181 0-034 613 56-9
simple | &4-2c 3200 16 1.0 0-0850 0.181 0.034 35.2 56.-9
TS, 4.2d 3200 8 1.0 0-0422 e 0.034 | 1353 56-9
simple | 42e | 1600 | 8 | 0.5 | 0.0456 | 0.095 | 0.048 | 539 | 569
simple | 4.2f 1600 16 0.5 0-0555 0.095 0.048 52.6 | 56.9
TS L-2g 1600 8 0.5 0-0419 — 0.048 72.2 | 569
simple | 4-2h 1600 8 (0-25 0-0469 0.-0488 | 0-048 48.0 56.9
simple | 4.21 1600 16 0.-25 00316 0-0488 | 0.-048 342 56.9
TS L.2j 1600 8 0-25 0-0456 0-048 61.2 569
Table A1.2k  Table of results and critical values (o¢= 0.95)
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- number | - 2
WEIBULL e | SFRSY K-S TEST KhLEST
of random Ax value of value value critical
mefhod | figure| samples | number resull | expected | crifical result { value
simple | 4-3b 3200 8 1.0 0.0612 | 0.0710 | 0.034 k7.9 522
FB L-3c 3200 8 1.0 0.0577 | 0-0558 0-034 40-0 522
TS L-3d 3200 8 1-0 00549 | =——— 0-034 126-7 52-2
FB&TS | 43e 3200 8 1.0 0-0365 | 0.0286 0-034 67-5 52.2
FB L.3f 1600 16 1.0 0-0487 | 0-0538 0-048 30-2 50-9
simple | &4.3g | 1600 8 0-5 0-0455 | 0-0693 0048 348 L0 1
B L3h| 1600 8 0-5 00474 | 0-0286 0-048 367 401
FB L31 | 1600 16 0-5 0-0499 | 0-0268 0048 21-5 401
FB & IS | 4-3j 1600 8 0.5 0.0162 | 00155 0-048 38-0 L01
TableAl-3k  Table of results and critical values (o< = 0.95)




pdf f(x)

/\M

T=1
X
J
1_-
x r=1
5
=X
J
§ r>1
2
E r‘:"
g |
o
X

Figure A1-4aErlang distribution



12:00 16-00

8-00

0-00

00:05Z

000C

00051
Aruanbayy

00:00L .

0005

000

aan



/ Graph No. A1- kb
Description: Erlang
( data)
sample size = 3200
method = SIMPLE
AX = 1.0
H = 28
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frﬁmph No. Al-Lc
Description: Erlang
( data)
~ sample size = 3200
method = FB
AX = 1.0
H = 28
xX: = 384
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Graph No. Al 4d

Description: Erlang
( data )
sample size = 3200
method S TS
AX = 1.0
H = 28

X = 762

D = 00495 j
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Description: Erlang
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sample size = 3200
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("Graph No A1 - Lf
Description: Erlang
[ data)

sample size = 1600
method = FB
&ax = 1.0
H = 216
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/ Graph No. A1-Lg

Description: Erlang
(data)
sample size = 3200
method = SIMPLE
AX = 05
H = 28
X2 - 1108
D = 00469 W
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/Graph Na Al .Lh
Description: ~ Erlang
( data )
sample size = 3200
method = FB
AX = 0-5
H = 28
x2 = 366
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Graph No. Al.-L14
Description: Eriang
(data)
sample size = 3200
method = FB8
AX = 05
H = 216
X = 412
D = 00525 /
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(Graph No. Al- L)
Description: Erlang
( data )
sample size = 3200
method = FB and TS
AX = 05
H = 28
x? = 75.7
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/Graph Na Al- L1
Description: Erlang
( data )
sample size = 1600
method = FB and TS
AX = 0-25
H = 28
X! = 356
D = 0-024 J
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("Graph No A1 Lm

Description: ~ Erlang o
[ data )
sample size z 1600
method = FB
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2
X TEST

Table Al-4n

ERLANG | number K-S TEST
DISTRIBUTION | Pumber | of bifsof . _

: of random | Ay crifical crifical
method | figure | samples | number result | value | result | value
simple | &-4b | 3200 8 1.0 1 0-0857| 0.034 § 584 L2.6

FB L-Lc | 3200 8 1.0 | 0-0789 | 0-034 384 L2.6
TS L-4d | 3200 8 }1.0 [0.0495| 0.034 1 76-2 £2.6
FB &TS | L-be | 3200 8 1.0 | 0-0504 | 0-034 | 68-7 426
FB L.Lf | 1600 16 10 | 0.0776 | 0.048 21-6 426
simple | 4. 4g | 3200 8 05 10-0469| 0-034 | 110-8 L0
FB L-Lh | 3200 8 05 | 0-0548 | 0.034 | 366 401
FB L.bi | 3200 16 05 100525 | 0034 | 41.2 £0-1
FB &TS | 4-4] 3200 8 05 [0.0269 | 0-034 | 757 401
- simple | 44k | 1600 8 025} 0.0270 | 0-048 341 28.9
FB. & TS| 441 | 1600 8 0.25]0.0240 | 0-048 35.6 289
FB LLm | 1600 8 02500239 | 0.048 | 451 289
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Graph No. A15b

Description: Poisson
{ data)
sample sijze = 3200
method = SIMRLE
AX =
H = 28
X2 1242
D = 00723
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Graph No. Al-5c

Description: Poisson .
( data )
sample size = 3200
method = FB
DX E —
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/Eiraph No. A1.5d
Description: Poisson
[ data )
sample size = 1600
method = FB
axX = —
H - 216
'X'z = 7-2
D 0-0890

48.00




N No. K-S fest x> test
POISSON > ° foc €3
distribution of samples| of bits
. of random| value |critical fest critical
method | figure number| resulf value resulf value
simple L.5b 3200 8 0-0723 0-034 | 124-2-| L3-8
FB L.5c 3200 8 0-0881 0-034 63-4 L3.8
FB L.5d 1600 16 0-0890 0-048 14.6 40 -1
Table A1.5e

Table of results and critical

values

(¢ = 0.95)




APPENDIX A2
Control Signsls Generated at State Transition
Appendix A3 presents the the necessary input signals to the
micro-controler czusing state transition. The output signals generated
by the micro-controller to update the component model are presented
here.
A * in the table of output signals indicates the generation of the
particular control signal. The possible control signals are:
Ca -—— Clear counter A,
I: ,— Increment counter A
:b — Increment counter B
I /int. == Increment counter C and flag Compoment interrupt.
C E
Clear — Clear Policy Module request flags.
«»
Transition to working state from:
C 1 I, I /int. Clear
El %2 b
=
% ®
* %
%
[ransition to umrevealed fault state from:
C I Ib I /int. Clear
cold standby = = * -
unrevealed fault %
A2 1



Transition to SUD state from:

C T I I /int. Clear
SUD a a b é
maintenance * *
repair * ' *
cold standby %

Transition to maintenance state from:

¢ I I I /int. Clear
working *2 & %P ¢
unrevealed fault * *
SUD *
maintenance
SUF *
cold standby * *
unattended failure * *

Transition to SUF state from:

C I I I /int. Clear
SUD a a b (e
maintenance * *
repair * *
cold standby *

Transition to repair state from:

C I I I /int. Clear
working *3 a «P x
unrevealed fault * ‘ *
SUF * %
repair 0
unattended failure *

Note O: Ia only if request allowed (R.A.)

Transition to cold standby state from:

c I Ib I /int. Clear
working a #2 * ¢
SUD
maintenance
SUF
repair *
cold standby * *

A2 2



Transition to unattended failure state from:
, Ca ia Ib

repair

unattended failure *

Ic/int. Clear

A2 3



APPENDIX A3

State Transition Equations

Figure A3a presents all possible state tramnsitions on a transition

'diagram.

7. Present state = working

PRIORITY
possible next states: undergoing repair 1
maintenance 2
cold standby 3
working 4
[working— repair] transition requires RE.FA

There is no higher priority state

[working s maintenance] transition requires MR .RA. (PASS+PASS.FA)
(Note: Passive components in operational state afe not permited
maintenance)
Hardware reductions reduce this to MR .RA. (PASS+FA)
Working— maintenance AND (Not any higher priority state)
=MR.RA. (PASS+FA) . (RE+FA)

=MR .RA. (PASS .RE+FA)

[working— standby] transition requires FA
working-y standby AND (Not any higher priority state)
=FA. (MR+RA+PASS . FA) . (RE+FA)

=FA. (MR+RA)



working—working AND (Not any higher priority state)
=(RE+FA) . (MR+RA+FA.PASS).FA

=FA.RE. (MR+RA+PASS)

6. Present state = unrevealed fault

PRIORITY ’
possible next states: undergoing repair 1
maintenance 2
unrevealed fault 3

[unrevealed fault-yrepair] transition requires FA

There is no higher priority state

[unrevealed fault- maintenance] transition requires MR .RA
unrevealed fault-> maintenance AND (Not repair)

=MR -RA-F_A

unrevealed fault- unrevealed fault AND (Not any higher p#iority state)

=FA. (MR+RA)
= gtart up delay (SUD)

5. Present state = start up delay (SUD)

PRIORITY
possible next states: maintenance 1
cold standby 2
SUF 3
working 4
SUD ‘ 5
[SUD-> maintenance] transition requires MR .RA. (PASS+FA)

There is no higher priority state

A3 2



[SUD- standby] transition requires FA
SUD->standby AND (Not any highervpriority state)
=FA. (MR+RA+PASS.FA)

=FA (MR+RA)

[SUD= start up failure risk (SUF)] transition requires RE.SUF
SUD— SUF AND (Not any higher priority state)
=RE.SUF.FA. (MR+RA+PASS .FA)

=RE.SUF.FA (MR+RA+PASS)

[SUD= working] transition requires RE
SUD- working AND(Not any higher priority state)
=RE. (RE+SUF) .FA. (MR+RA+PASS .FA)

=RE.SUF.FA. (MR+RA+PASS)

SUD=>SUD AND (Not any higher priority state)
=RE . (RE+SUF) .FA. (MR+PA+PASS.FA)

=RE.FA. (MR+RA+PASS)

be Present state = scheduled maintenance

PRIORITY
possible next states: cold standby 1
SUD 2
SUF 3
working order 4
maintenance 5

[maiﬁtenance-)standby] transition requires RE.FA

There is no higher pricrity state

A3 3



3.

[maintenance—SUD] transition requires RE.SUD
maintenance —-SUD AND (Not any higher priority state)
=RE.SUD. (FA+KE)

=RE.SUD.FA

[meintenance =SUF] transition requires RE.SUF
maintenance - SUF AND (Not any higher priority state)
=RE.SUF. (FA+RE) . (RE+SUD)

=RE.SUF.FA.SUD

[maintenance->working] transition requires RE

maintenance->working AND (Not any higher priority state)

maintenance — maintenance AND (Not any higher priority state)
=(RE+SUD) . (RE+SUD) .RE. (FA+RE)

s
e

=RE

Present state = start up failure risk (SUF)

PRIORITY
possible next states: repair 1
maintenance 2
cold standby 3
working 4
[SUF>repair] transition requires RE

There is no higher priority state

[SUF- maintenance] transition requires MR.RA.(PASS+FA)
SUF-» maintenance AND (Not any higher priority state)

=MR.RA. (PASS+FA) .RE

A3 -4



[SUF - cold standby] transition requires FA
SUF—>standby AND (Not any higher priority state)

=FA.RE. (MR+RA+PASS.FA)

=FA.RE. (MR+RA)

SUF— working AND (Not any higher priority state)
=FA.RE. (MR+RA+PASS.FA)

=RE .FA. (MR+RA+PASS)

2. Present state = requiring repair

PRIORITY

possible next states: cold standby 1

SUD 2

SUF 3

working 4

repair 5

unattended failure 6
[repair—+standb;] transition requires RE.FA

There is no higher priority state

[repair - SUD] transition requires RE.SUD
repair— SUF AND (Not any higher priority state)
=RE.SUD. (RE+FA)

=RE.SUD.FA

[repair = SUF] transition requires RE.SUF
repair - SUF AND (Not any higher-priority state)
=RE.SUF. (RE+FA) . (RE+SUD)

=RE .SUF.FA.SUD

A3 5



[repair—>working] transition requires RE
repair— working AND (Not any higher pricrity state)
RE. (RE+FA) . (RE+STUD) . (RE+SUF)

=RE.FA.SUD.SUTF

[repair- repair] transition requires RA
repair-> repair AND (Not any higher priority state)
=RA. (RE+FA) . (RE+SUD) . (RE+5UF) .RE

=RA.RE

repair < unattended failure AND (Not any higher priority state)

=R—E OE-A.

ls Present state = cold standby

PRIORITY
possible next state: unrevealed fault 1
SUD 2
SUF 3
working 4
maintenance 5
standby 6

[standby - unrevealed fault] transition requires RE

There is no higher priority state

[standby—SUD] transition requires FA.SUD
Standby->SUD AND (Not any higher priority state)

=FA.SUD.RE

[standby— SUF] transition requires FA.SUF
=FA.SUF. (FA+sud) .RE

=FA.SUF.S5UD.RE

A3 -6



[standby—3working] transition requires FA
standby—- working AND {(Not any higher priority state)

=FA.SUF.SUD.RE

[standby— maintenance] transition reguires MR.RA.FA
standby- maintenance' AND (Not any higher priority state)
=MR.RA.FA. (FA+SUD) . (FA+SUF) .FA.RE

=MR.RA.RE.FA

standby-> standby AND (Not any higher priority state)

(MR+RA+FA) .FA . (FA+SUF) . (FA+SUD) .RE

FA.RE. (MR+RA)

0. Present state = unattended failure

PRIORITY
possible nekt state: maintenance 1
repair 2
unattended failure 3
Note: hardware ensures a MR is not issued unless ack.R. = 0

This prevents a transition to maintenance when repair has been
started but temporarily discontinued.
[unattended-»>maintenance] transition requires MR

There is no higher priority state

[unattended-)repair] transition requires RA
unattended-»repair AND (Not any higher priority state)

=RA.MR

unattended-» unattended AND (Not any higher priority state)

=R_10:M:R

Ad- -7



X
1 &
empirical ™ean = T =
= ) , i
i=1
2% - 1 _
expectad valie = ——— = 127.5

he results are shown in the SHrst colum of
:ach table of results.

(ii) The variance of each sequence was
calculated, a easure of the d.soers:.m of the
randam variable

N
A
¢ = L (B, -E) px,) , N =28
i=1 T :
. ~ = (NZ -l) ﬂls_ l
Ipectad vale 2|, ¢? = —— = -
€ 2 ¥, =

1

5461.25

Te results ars shown in e secand colum of
gach table.

({ii) To test the generated orcbability
dstrbutdan fincian of E;, the chi-square
(X*) wst (11, 12| was used to camare the
Gsered | ”:quE"C.V with the theoretical
axpectad za.x.e To carry out the t:es‘_, the
interval 9, 25:1 was sub-cdivided into
uzccz*'cm ,rcms civing sixtoythres &egreses cf
feedmm for the “est. Critical values of X° are

Given =1cncr with results in the third colum
jf gach :.:ble. The level of sianiZFcancs for
~€ t=st, 1, was cicsen =o e 0.05.

iv) Independence tests were carried cut m
Icer oairs. Firstly number cairs,

“Br2 icsen and camparad to determine the
::au‘*z of cnsecutive numbers, (E;, E,_,)
C., Iollowing in <he sarme grow. “For 56t
4@0&’10&!‘” tests aplied, the interval
0,255 was stbdivided into sixteen equal-
fnlrzi';ff’us This meant that the expectsd
T O doservatians in each crowp was

N
/! *6. X 18). The secné indecendence test
Was i0r nu_’r:ev- Oal"s,

E = ™ - -

(-.-il ul) r (Ei, :ai) r eeoe (Li, Ll)

6,1
= 29ain the numbers were chserved for

j:;ei}‘@esa. that is both lying in the
“hen ;.:.;m_ The test was mly carried cut
as us C’ef;—l"ate“ nuter seguence tecmique
e ef" e X° tast has been used to
Tine the goodness of the results. The

X? values dbtained and critical values for the
tast, Xi5,0.05, are given in each tsble of

eyt ]
- —S e

(v) The Rolmcgorovw-Smimov =est 5 ﬂ was used to
campars the experimental ammalative distribution
finction doserved for Z; with the expected
dstrbutiqn. The valte D, given in the sixth
colum in each tzble, is the diifsrence cbsered
with greatest abscluts magnitude. Cxitical
vales for D, with ¢ = 0.5, ars alsc civen.

(i) A mms test |11 was employed to determine
if ther= were long rms of larce or smail
nuners. t is cansidered to ke a3 very
discximinating test, that is it 'fails' mors
sequencas of randam numbers than cther tssts.
Valwes cbtzined for the test and cxrZitic

valles chtained from tables of the ncrmal
distributin (o = 0.05) arse given am the last
colum cof each table of results.

4 COMPARISQN (OF TEST RESULIS

The cerformance of number cenerators based an
the Zollowing teciniques has zeen consider=d

(1) The miltiple msequence methcd, described
in Sectian 2.1. A circuit diagram cf -'*.e
cenerator built to test this method is shown in
Flgure 1, anc the axperimentzal resulis cbtained
are given in Table L.

These indicate that the sequences procucsd
'*cssessed "el_atively ocor inderencence

characteristics. Only 38% of the sequences
ﬂa.d 7alues in excess of the criticzl value Zor
the number-pairs testad and 15% Zailed the t=st
Zor cansecutiveness. On the cther hand,
sequencss produced by this method ars proved to
have good distribution characteristics, 36%
vassing a1l tests.

(ii) The caminatim of wo-m-seguencss
sacdmique using as described in Sectims 2.2
and 2.3. The generator used to t=st the
method is shawn in Figume 4. Yo decimatic

of the randam number sequencss was per=crmed.
However the cenerator was rn sixtaen times

o procduce the necessary cutout sequences. The
results are shawn m Table 2.

The sequences produced perfcrmed averzcely
well in both thcese tests examining their
distrdbution charact *".l.s*""c and their
independence charactaristic. Only 13% failaed
to pass the former and 19% failed to mest the
critical test values. Overall, 63% cf the
sequences passed all tests.

(iii) Shifted m-sequence technigques wers
investigataed v testing three &ifferent
generators. 211 of the generzators employed the
nhase shifting tecmiques descriked in Sectim
2.5. The staces required to be mcduleo-2 added
to produce the phase shifts ars given in Figurs
lo.h iy e, shown in Figurs 9, has the



approx. feedback frem poinfs 18ard 31
phase
shift required MOD-2 addifion stages

27

1 % 2 2,8,9,18 19 28
2 x 27| 4,51475

Lx 78,1019

8 x 27| 7,16

approx. feedback from points 24 and 31
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Flgure 10 Additions raquired to produce
phase snifts

Tocsed tachnique implementad =0 produce
slhasen symchronous streams of random numbers.
Te msults of the statistical tests m this
ferater are sham in Table 3. The cther
0 generaters, of the “vre shown in Fiqurs 7,
R ecimated to produce sixteen sequences.
;e:: nvestigations concluded that decimatian
mrnea}- nrelizble methed of producing severai
i Cbsescf'uez*@s but it may crove interesting
TR the effects (if anv) @ the tasts.
e Sults cbtained are given in Tables 3 and
* +t should be nctad that the auly diffsrencs

Setvieen
“ieen these tvo generztors is in the choice of
\SQM-EZ"‘\ sad,

'-u-~'- uSing shifte ted r:x-saﬂ.encas, che

Ccoc i =ef’12pcss -u.e_v.cs cmsistently
- u—*— Althcugh two secrences failed the
:nﬂ b 1d <ou’r>gorov—-~mr.::cv dist=ibution tests

S ICur €=
Qur failad to fass the independence test,

the majcrity, eleven, passed zll tasts

suceesssall 157,

A sumary of the results is given n Table 6.
For each methcd tested the number ¢f sequences
which failed a particular test is indicated.
Finally the number of seguences which passed
all tests hnas been czlculatsed for sach methcd.

5 CONCLTSIN
Various tacmiques for producing several
statistically "1de:encent streams of randam
niumbers have been 1’xv‘est;gat.c.

The use of multiple m-sequences was casider=d.
This tecmigwe czn e =asi"y implementad, and
the n-pit numbers procduced oy a single generztor
whese cutput sequence is fecimatad have the

same statistical quality as the original single
aurcer str2am. Cross-correlaticon characteristics
cetween different mesequencss rule out this
generator as 3 highly inderendent nunber scurcs.

The se of a2 wo-m-segquencs combinatim was
cansidered for two quits diffsrent
implerentatims. Mcdule—2 additian of
me-sequences Orif=rs a ecanay cf harcwars

'mlr;ncarehas to be tzken to ensurs that an
adequate cthase shift exists beteen cuttut bit
sequences. The use CC cascaced shilt registars
eliminates the chase shiZt problem out a2t e
cost of adéitinal hardwars. Inwestigatio of
the autc- Wr:E]zat_cn finctian of an n-bit
numter produced by this technigee indicated
that the numbers ar=s not of hich statistical
quality. In addition, proeer decimaticn of
Such a2 nurber seguence may result in
sicnificant corrmlatia tetween the cuiput
aumeer secuences.

Finally the principle of preducing n outsut
sequencss Zrom 2 single m-sequence was
cansiderad. This may be achiewved oy ::ec::m_:csec
moistar tecmiques. Cmsiderable effcrt |
involved in ensuring that the n sequencess
oroduced are wicdely spacsd. Medulo-2 adéitiam
of selected staces of a Ifsedback shift =gistar
also vields thase shifted seguences. The
necessary cabinatian of staces is more simply
calculated. 2rocer Gecimatim of a singls
nuer sequence producad by this technique may
result in crcss-corzelatiom se*'«iean the outout
nunber sequences.

A new pseudo-randam nUnber cenerstor is
proocsed.  Each cutput number sequencs is
simultznecusly ceneratsed, making the
tacmiqe well suited to high speed problems.
The technigue relies cn phase-shifting pre-
cnditicned sequences, and lends *“:se” to a
MSI croumtry implementatian. Statisticzl
tests ce-_n.msc o the cenerator confirm the
nich statistical quality of the sequences
nroduced vis-a~vis altsmative techniques.
Of the sequences produced by this new methed,
69% passed 211 the statistical tests. althouch



pass rate Was achieved Lsz.ng he
cfiquratian i1l lustrated in

drci g
Nowe 7, the mesults civen in Table
indicate that this technique cannct be regarce

5 ceing relisble.
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expected
values

eXpected
values

No. of elements in each seguence

SEQ MEAN VAR CHI  TEST1  TesST2 K-S RUNS
1 1264 S4t12 913 12.2 12.2  0.011  -0.06
2 1267 5555.3 564 19.3 10.7 0013 -0722
3 126-6 54071 647 26-8 147 0.013 1.06
L 1257 85292 642 17.2 126 0.016 0.92
S 1255 5476.8 1156 564 18.0 0.015 0-98
6 1272 53978 556 28.5 5.7 0.012 0.77
7 1261 5585.8 481 259 307 0.915 0.14
8 128.7 55051  64.6 12.3 171 0.01% 0.48
9 1279 53453 S0 25.2 21.0 0.015 0.66

10 1278 54820 640 28.0 260 0.009 1.7

11 127.0 53884 66.6 11.7 15.5 0.009 -019

12 128-4 5544.6  50-3 9.4 5.2 0.012 0.0&

13 1269 54332 614 200 11.2 0-008 -0

14 12841 S457.4 449 15.9 187 0.012 -0.89

15 125.9 53832 9533 19.6 161 0-017 1.02

16 127.6 56022 535 12.9 177 0.011 -0.38

(1275 5600) (B25 269 249 0.030 1.9
Table 1 Multiple m - sequence

No. of elemenfs in each seguence = 4000

SEQ MEAN VAR CHI  TEST? K-S RUNS
1 128.5 55793  °B8.8 8.8 0.010 -0.-91
2 1257 SL7M4 849 14.7 0.016 -0.39
3 1274 54702 633 11.0 ©0-012 0-49
4 128-0 S4ges 828 734 J-009 1.36
5 127-4 5480.4 73.4 7-9 0.09 -0.73
8 1277 54369 571 17.3 0-00S 1.05
7 126.6 589 702 1.5 0.012 -0.41
3 128.5 S5482 797  18.7 0.3 - -1.28
9 127.2 5483.8 5S40 14.5 0.010 0-85

10 1274 5479.6 292 168 0.C04 1.14

" 126-8 53769 785 328 0.011 -0.43

12 1275 55531 482 263 0.011 -0.09

13 127.5 S411.6 719 1541 0.012 2-30

14 129.4 5435.2 65.0 11.7 0.017 2-60

15 128.7 5494.5 724 220 0.011 =-0.85

16 128-6 ~- 5506-&4 617 181 0.012 -0.-81

(1275  5u400) (825 249 0.030 *1.76)
Table 2 Combination. of two m - saguences

T crifical values
~—_ " {x=00m

critical values
(e =0.05)



SEQ MEAN VAR CAI TEST1T TEST2Z K-S  RUNS
1 1255 54655 713 19.7 19.7 0.019 0.50
2 1284 S491.0 452, 184 194 0.011 -0.32
3 1268 55186 574 19.9 16.6 0.-011 -1.26
L 1271 S5727.2 533 1.4 16.7 0.010 -0-9%2
5 127.2  5450.8 443 258 L.8 0.006 -0.97
6 12862 54191 S6.0 146 214 0.007 0.19
7 1282 53942 643 153 103 0.010 -0.84
8 129-4 54897 49.2 18.8 14.9 0.016 -0.03
- 127.2 5559.0 S5.4 12.4  16.4 0.011 -0.98
10 127-3  SL4664 L33 8.3 171 0.007 -0.53
11 128.9  5433.9 668 209 6.2 0.022 -1.82
12 1282 53809 529 134 12 0.011 0-39
13 126.0 54795 860 171 208 0-916 -1.77
14 127.5 55019 652 208 52 0-006 1.55
15 128.8§ 55358 588 223 140 0-014 3.08
16 128.0 S374.4 56.7 2840 236 0-010 -0-36
7 Q S e +
onches '\__(127/3" swo) (825 %9 269 0.0 =1.7)
values ,
Table 3 Shiffad m-sequence
_ rechnique
No. of elemenfs in each sequence = 4000
SEQ MEAN VAR CHI TESTT TEST2Z K-S  RUNS
1 1264 55197 556 263 26.3 0.012 -0.060
2 127.0 5416.6 663 8-9 4.6 0.009 -1.26
3 128.0 55104 696 5.7 64 0.010 0.22
A 1271 56390 906 252 36 0.004 0.7
5 1263 55901 470 333 62 0.-012 Q-2
6 126.4 55283 935 172 203 0.014 -0.50
7 1261 53620 500  2%3 112 0.1 0.87
8 1283  S4299  65.6  30.1 528 0.-009 -1.1
Z 1280 54205 381 14.8 2.8 0.008 -0.92
10 1263 55%-4 935 4.4 175 -0.016 ~0.54
M 1268 S399.0 467 186 133 0.011 -1-14
12 1279~ 5500:6 < 1068 202 21:3--0-013 =022
13 1274 53%.7 527 7.6 26 0.006 -0.-25
14 1282 55364 175.9 401 16.0 ~ Q-0 132
15 1277 53361 9.0 178 87 0.010 Tk
16 1262 35340 69-3 9.8 189 0017 059
| (175 swo) (825 %9 %9 0.00 1.7)
eXpectad T
NellfEs e et \__/'
. Table &  Shiffed m-sequence

No. of elements in each saguence = 4000

technigue

critical values
(e = 0.05)

crifical values

{e<= 0.05)



No. of alemenfs in each sequence = 4000
SEQ MEAN VAR CHI  TEST1 KS  RUNS
i 1283 53904 674 21.0 0.010 -0.79
2 1265 53879 457 22 0.012 -0.40
3 1282 54857 %27 253 0-009 0.62
L 1263 54108 375 236 0.012  0.02
5 1262 56717  60-8 §8 0.015 2.4
6 1271 54138 410 2846 0.0M -2.33
7 127.0  S4217 28 140 0.009 -0.28
8 1288 52945 658 248 0.018 -1.97
9 1287 54810 501 100 0.012 -Q.19
10 1258 54608 660 148 0.018 0.48
11 126-4 55391 S4.0 75 0.0712 -0-N
12 1252 5322 &0 196 0-Q018 -1.25
13 124.5 34265 841 284 Q.0% (.56
14 1212 54329 1051 462 0.041 0.76
15 1269 54129 782 13.6 0.012 -0.M
16 1227  S4L57 748 179 0.028 0.95
(175 se00) (825 249 0030 £1.76)
l/"
~ expected S crifical value
value (o< =0.05)
Table S  Proposed methed
| _ | b | proposed
| multiple m-seq.! 2-mseq | shiffed m-seq. . merhcd
Table : IERERT
CHI -test | 2 L2 -1 17 @ & }-2 -4
Test 1 | 6 3 1 2 s 3
Test 2 | 2 T P by - o
K-S test | 0 0 1 0 10 1|
Runs test 0 Lonide e 30y ' Ze
number of | ; | ; | {
seg. which | 3 3 |
~ passad all ; | 19 h i : I !
fests ' | : =

In section A each box contnins @ number of sequencss
failing fhe narticular test (<= 0.05)

Table 6

Analysis of results
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THE DEVELOPMENT OF A NEW' HARDWARE RELIABILITY SIMULATOR

N. D. Deans and D. P. Mann
Robert Gordon's Institute of Technology, Aberdeen

A new concept, based on the use of random signals, is
proposed for a computing instrument for simulating the
reliability aspects of a system. Randcm signals ianteract
with deterministic signals. A Simulator has been designed
and constructed using large-scale integratad circuits. A
hich degree of parallelism has been incorporated in the
design, and the use of asynchronous time-scaling technigques
have yielded operaticnal speeds of the order of 10°
computations per second. Experiments have been carried out
on unreliable systems using the Simulator and typically,
system lifetimes of 107 hours are simulated by the equipment
in approximately one second.

INTRODUCTION

Two basic arproaches tc the calculaticn of the reliability of a system exist,
viz ' :

1 Analytical methods in which the solutions to the eguations describing a
mathematical mcdel cf the system ars sought. However, the investigaticn
of systems whose behaviour cannot be accurately modelled by exponential
distributions and/or which contain complex repair and maintsnance
policies presents difficulty.

2 Simulation techniques in which sampling experiments are carried out on
the model. For acceptable accuracy of solution, such an analysis carried
out on a digital computer with a von-Neumann architecturs necessitates
leng computational times.

A new stochastic reliability simulator based on Monte-Carlo simulation technigues
has been developed to enable the reliability of complex systems to be studied.
The technique relies upon the generation of randem variables with known
statis+tical distributions to describe particular properties of the components
which make up the system. By allowing these properties to 'interact' in
accordance with a mathematical model describing the overall system,

Observations on the overall system reliability can be made.

The generation of number distributions with prescribed properties is described
by Birolini (1) and can be easily realised with medium or large-scale integrated
Circuits. In addition the processing of random number seguences can be carried
out at high speed using special purpose digital circuitry. By allowing the
Modelling of each compcnent to proceed simultaneously with all cther components,
2 high degree of parallelism can be achieved.

A block diagram of the Simulator is.shown in Figure 1. It consists of a number
Of subsystems acting collectively as a special-purpose peripheral device to a
host computer. In operaticn, the host computer initialises the Simulator
Specifying in particular : :

a the failure distribution of each component
b  the repair distribution of each component

€ the compcnent interconnectiocn pattern

1B/3/1
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-

i de=ails of age or block replacement policies for each compcnent

details @f any start-up delays asscciatad wiith any cooponent

®

informaticn rslating to any high start-up failure risk

e

g details cf the tize span over which the study is £0 be made and ke
sime rascluticn Sactors to be usad zhroughcout she simulaticn duzing
the time that the companent is cperaticnal and dusing the =4 it is
being maintaized or zepairad.

a details 2f golicy rslating to rsscurces etc.

The nest computsr then rslinguishes centzel of the Simulator and the lattez
proceeds £o act am:cncmcusly. Individual comreonents coperatz in 2 wmiced
"ashicn, =ac.‘1 orocessing sandem aumber d..s*--"’-t:"' ens in senjumicticn with £
:rasc:" ned failure znd repair distzibuticons to detszrmize iis cperaticnal
condiszion. Duzing =he simulaticn gericd, intaracticns fetween compcnents may
:a.ke place. Iz pa:-'.icula:, reqguests £or maintesnancs, rspaix 2tc ars cdeal: with.
by “he Policy Mocdule. The Statistical Gathering Module is daesigned to czllact
statistics -..-at_...q ts the behaviour <¢f tke ~ve-a.._ systam nedel or 22 the
gerformance of specific sub-units within the model; it acts in effact as a
'statistical prche’. :

Subsaguent £0 a simulaticn zm, the hest coomputsr re-engages the Sizmulator and
transiers intc its main memory, data relating to the perfcrmancs ¢ tRe xmocel
nd its compcnent sazts. A suite of progTams witlhiz the hcst computer process
Wis data and present it &2 the experimentar as tabulated numezrical infsrmasion
or directly in grazphiczl form oan catkode-ray displays.

TIME QUANTISATT

"he compenents which comprise the overall system ars continually wmdergeing
chanqes ef stats. At amy time, 2 compcnent 2ay fail and fall in®® 3 'aan-
Srerating’ state; scme time later it willi Se repairsd and 2ove dack inte
'dDerating’ state. Mathematically, this changing seguence is dasc=ized by &She
cza.ng;ng r2newal process, in which thers ars smbedded renewal 2Tccssses. Ths
fandom time intsrvals used in the renewdal procssses ars generatad usiag ssaudce-
‘arc.om oumbezr cenez3tsrs c.escribed:v Deans and Mann (2). A zandem =ime izzszval
"a is gemeratsd iz which Tp i3 a m:i:.‘.e Qf 2 guantum time values AT. Ths AT
7alues used by diZferent compenents will vazy, and a..l AT values ares comsicersd
0 se intscex multizles of an absoluts miximwoe guantisaticn wvalue AT/ Eiz). The
Wwdating of tae mcc.ell_...q Procass corraspends to incrementing the renewal procsss.
A compenent is enly consi darad feor wpdating when a2 basic countar Keezing account
of the time ins = the sizulaticn has been ;:.::eme_'z-ﬂd by an amcunt egual o its

AT value., Thus a component with a time quantisation value of 4T = 3 AT (min)

“ould hawve its mcdall:.nq process updatad twice as of=an as the compeneat Ior whem
AT = 4 AT(minm). i

A__CCMPCNENT MODULE

*ach Cempcnent Module represents a particular aspect of the actual svs:tem teing
Todelled. Ix its sz.m:lest form, a ccmponent may represent an itsm of sguipment
Such as a genezater or a relay. More abstract system aspects such as computar
Software or human ‘*ehavict._ can also be rerpresentad, and the design of the
C$m°°nent Mcdule utilises m.c:corcg*'amng technigques to yield the degree of
flexibility reguired. A bleock diagzam of the Module is shcown in Figure 2.

=Y
g
-

g&:* age and block zeplacement times ars 2eld in registers Ta and Tb raspectively.
- *f contants ars ccntinucuslv ccmpared with the current values r.:el.: o :
Jmters Ca and Ch. The former records the age of the compenent, the latter the
L-“e elapsad sinces the last block *ez:lace.merc cperaticn. When eguality of
Sither compariscn occurs, 2 siqnal is sent to a miczocontroller which *'*en takes
the ag TozZcDziate ackicn. .

l‘;’tatus Register ts used to maintain a kit pattemm indicative of
;t:tccmcnent. At any tize the commenent may te in any one of the Icllewing
ﬂs e - ] oot : >

18/3/2
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In working order
Undergeing repair
Undergoing scheduled maintenancs
In a2 failed state - unattsnded
Cn cold standky
Possessing an umresvealed fault conditicn
Unavailable during starting delay
Suffering additicnal risk during start-up
In additicn, the Status Registsr contains the follcowing f£lag bits

(1) A ‘repair reguest' £lag, set immediat=ly a compcnent fault is
detzcted

(1) A 'maintenances request' £lag that is set cn rsaching a scheduled
maintsnance time -

(1ii) An 'acknowledge reguest' £lag indicating that the r=guest Ior assistance
nas keen recorded by the Simulator and that glckal rescuzces ars being
released to satisfy the resgquest.

A Mask Registar and a Micro—instructicn Control Unit contained within each _
Component Module allow a considerable amount of decisicn-making to be devolved
to component level. The decisicn-making policy is stored as a series cf
controls in a 1024 x 8=pit programmable rsad-only-memory. I operaticn, o=
by the compcnent for attention are acted cn by the microcontroller conly afier i
carries ocut an examination of the state of the component in conjuncticn with th
2it pattarm held in the Mask Regisiter. 3v setting different bit pattsms in th
register, particular features of ccmponent behavicur can be enabled or disabled

H- 0 ¢t ¢t

[}

Zach compcnent has the ability to model two ncn-expenentially distributed stata
transition times. This is achieved by storing the repair and maintanancs
distributicons in read-write memories, these being written to by the Acst computer
during the initialising phase and rs=ad Srom during the simulation phase.

CCNTROL MODULE

follcwing the initialisaticn phase by <he hcst computer, the Control Module

takes control of the internal data buses of the Simulator. I4s prime functicn

== to determine the amount by which the system simulation is £2 be advancad in
ime. It achieves this by investigating each Component Module's time quantisaticn
value (At) ie the time resoluticn on which that Component Module is curzently
Coperating. The Ceontrol Module selects the smallest AT value found, and advancas
the simulation in time by that amount. Taus the simulaticn procseds by leaping
iorward in time eg in steps of days when nothing significant is happening, sut
advancing slewly eg in steps of minutses while a ccmpcnent is undergcing repair.

STATISTICAL GATHERING MODULE

Puring a simulaticn run, information relating to the number of times prescribed
events occur, and their durations, is recorded in the Statistical Gathering
Module. It censists of a number ¢f binary counters each of which can be
Programmed sy the host computer, during the initialisaticn phase, tc record the
occurence of specified events eg deown time of a particular compeonent Qr group
O compenents, time to first system failure, number of maintsnance requests.

At the cenclusien of a simulatien run, “he host computar r=gains access to the

various data buses within the Simulator and is able to access and read data frem
€ Counter.racorders of the Statistical Gathering Module.

18/3/3
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REPATIR POLICY MODULE

™e behaviour and state of any component in a system is inter-related to that of
each of the cther constituent components in that systam es.,ec..‘.ally if limited
maintenance and repair resources are available. The Module is programmed by the
host ceocmputer during the initialisation phase with data *e’aning to the charactar
and extent of the rssources available for use. Throughout a simulation run,
compcnents issue requests for repair and mzintenance support, and it is the
responsibility of the Repair Pol:.cy Module to accede to these reguests within

the bounds of the awvailable rascurces.

EXPERIMENTAL PROCEDURE

During the initialisation phase, the experimenter defines the compcenent and
system specification by responding to a series of cuestions displayed cn a
serminal. In particular the fcllcwing parameters ars required for each
component

{1) the time gquantisation values to be used

(1) whether an age replacement policy is to be used

(154) whether a block replacement policy is to be used

i) the age and blcck replacement times
(v) whether or not the cumpcnent has a high start-up failure probability
(vi) whether or not the ccznpdnent has a start-up delay associated with it

(vii) the repair distributicon
(vili) the failure distribution
(viiii) the initiél age cf the compcnent

The canfiguration of the compcnents which comprise the system must also ke
specified. A pregram within the host computer allcws the experimenter to enter
the topology of the system being studied on an interactive graphics terminal.
The position of the components together with their ccnnective relati ionships ars
éntarsed as a success tree and the points in the network at which the Statistical
Gathering Module will collect data are defined.

finally, the time over which the benavicur of the system is to be cbserved, is
specified.

SXPERIMENTAL RESULTS

To Venfy the creratiecn o¢f the Simulator, a selec‘" ocn of system arrangements
have been studied. As an illustraticn of the Simulator’'s nerfomance and
asynchronocus operation, the resulis of a two-component series system are
Presentad.,

The components are identical, each having a failure distributicn described by
a1 exponential function of mean 1/68. Global maintenance rssources ars
sufficient to ensure that a policy of simultaneous block replacement of
components is successfully carried out at intervals of Th. With no repair
Permitted, the theoreticzl mean unavailability, up, for the system is g" ven by :

£ ik -28Th
LD=L-§'7§T—5(1‘G )

A block replacement time of 1CO0 hours was selected and 1/8 chosen to be 1COQ
hours. The parameter Hp, is then egual to 0.568. The minimum time guantisation
AT(mln) was selected to be 1 hour and the failure distribution time guantisaticn
(TQ) was varied from 1 hour %o 64 hours. The results for the mean unavailability
and the simulation time neces ssary to model 10° hours of operaticn are shown cn
flgure 3. High TQ values are shcwn to produce short simulation times. However,

1B/3/4
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3

very high TQ values ars nct rewarded with significant speed gains, as the
nrobability of & component existing in a state employing such a TQ value
reduces. :

The example svstem described utilises little of the modelling fsaturss
available. To demenstratz a selacticn of these Zeaturss, consider the five-
compenent systam shown in Figure 4. The compenent failure and repair
distributicon parameters are shown in Figure 5 along with other ccmponent
featuras. The system success tree and zrcbe positions at which information is
to be gathersad are shown in Figqure 6 in the format directly acceptable to th
Simulator.

The sensitivity of systam rsliability to individuval ccmponent f£ailurs
distribution parameters can be quickly detarmined. The distribution parametszr )
has been varied from its normal value \p through the range 0.3 An < A < 3.0 Ap
for each compeonent in turn, all other components remaining unchanged. The
system mean unavailability up has been detarmined by probe Pl for system liZs
times of 10° zours. Each simulaticn lasted 0.9 seconds and the rasults ars
shown cn Figuze 7.

The systam as cbserved Dy probe P3 has teen investigatad for an age sesplacement
oolicy. Compenent L is removed because its expeonential Zailure distribution
results in an impaired performance when maintanance is applied alongside repair.
The four-component system can then te medelled for 1life times of 10° hours in
C.88 seconds. Cnly components 2, 3 and 4 tcok pazrt in the maintanance
programme. The cold standby unit, comocenent 35 wmderwent ncrmal repair at
failure, The system repair and maintenances rasources werz2 such that all
reguasts macde by components could be allcwed. That is, thrse 'men' wers
available to carry out the repair and maintsnance policy. Repair at Zfailure for
the components undergoing maintsnance was considersd to 2ake twe possisle forms.
Firstly revair resulted in a compcnent bBeing as good as new (R G M policy).
Secondly, repair was minimal, that is the repair did not recurn the failure
hazarxd functicn to its starting value. In this case, the nsew ccmoonent

cendition achieved by maintsnance was bettsr than the repairsd condizion ( ¥ 3 R
palicy). The time required toc carry out maintsnances<n any comeponent was 1 acur,

.and the age at which maintenance was applied was varied cover a wide range of
values. The results for system up ars given in Figure 8, and for the mean-time-
detween-svstem=£ailuras on Figure 9.

The system nhas further been investicated for a block replacement »
Campenents 3 and 4 are scheduled for simul:ianeous maintanancs =zt
Ts. Compcnent 2 also undergces maintenance at intervals of Th tut 3
an initial time shift of X Th, 0 < k < 1. The maintenances zimes a
exponentially distxibuted with mean wvalue of 10 hours, and repair is R G M. The
maintenance and repair rasources can be sither 'cne man', 'two men' or 'three
men', applied according to twe rescurce policies viz 2olicy L cr Policy 2.
These policies assign a pricrity order to compenent requests £or use of the
shared resources. Of highest priority is compcnent 2 followed by compenen
then 4., The policies differ ia that Policy 1 dces not permit a low priori
Tequest to be discontinued by the arrival of a higher priority r=zguest alte
tle low priority task has commenced.

< z)

With T = 10CO hours, the syster %p has teen detarmined fZor a rance of x values
Sor Pelicy 1. The results for varied numbers of repair 'men'’ars given on

Flgurs 10. Tb was then changed to 3CO hours. The system up was determined for
a2 'ne man' and 'three men' case under Policies 1.and 2. The results are shown
OR Figqure ll. With Tg = 3C0 hours maintenance is applied too freguently with
fespect to optimal up. The 'one man' policy achieves a better system
availability than the 'three men' cne because many component mnaintsnance reguests
cannot be immediately respended to, and ars delayed for later consiceratioen.

CONCLUSIONS

A design, based cn the use of random signals is proposed for simulating f:L:xe
T2liability aspects of a system. Randem signals interact with detarministic
Slf.gnals representing features of a system in a stochastic digital prccessor. A
Simulator has been designed and constructeé using L § I devices. A nich degree

Of parallelism has been incorporated in the desicn, and the use of asynchrenous
time-scaling techniques allcws system lifetimes of 107 hours toc be simulated in

--18/3/5
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approximately ocne second. The centrol logic of the Simulator is implementad
using microprogramming techniques, enabling complex system featurss to be defined
and modelled.

The Simulator has been desicned to be general-purpcse and has wide applicaticen.
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HIGH-SPEED STOCHASTIC RELIABILITY SIMULATOR

N D Deans

and D P Mann

Robert Gorden's Institute of Technology, Aberdeen

A hardware Monte-Carlo simulator is proposed, employing logical trees to

define the topology of system components.

Component modules are employed by

the simulator to model particular system aspects and they may be programmed

to accommodate a wide range of behaviour.

The highly flexible operation of

the component modules yields a simulator well suited to the study of complex
unreliable systems. Characteristic failure and repair distributions are
selected during an initial programming phase, together with a definition of
any maintenance and resource-management policies to be referred tc during an
experimental run. The design and operational behaviour of such a simulator
is reported and the results of a series of experiments carried ocut using the

simulator are presented.

1. INTRODUCTION

Conventicnal methods of calculating
the reliability of a system require a
mathematical model of the system to be
developed. A measure of the
reliability is then obtained by either
solving the system equations by
analytical means, or by carrying out
simulation exercises on the model
using a digital computer. Using these
techniques, investigators face
difficulties

(i) in establishing appropriate
mathematical models for anything other
than simple systems.

(ii) in dealing with components
whose characteristics of reliability
cannot be modelled by exponential’
distributions.

(1ii) in producing results within
acceptable times.

Attempts are often made to minimise
these difficulties by simplifying the
original model, but this leads to
results of guestionnable accuracy.

A new computing instrument, based on
the use of random signals, is proposed
for simulating the reliability aspects
of a system. Random signals interact
with deterministic signals
representing features of a system in a
Stochastic digital processor. As a
result, a departure from the
conventional von Neumann preccessing
structure can be made, and a
considerable degree of parallelism
achieved.

The Simulator is in effect a high
Speed special-purpose digital system
acting as a dedicated peripheral

device to a host computer. It is
comprised of a number of identical
programmable 'Component Modules'. Each
Component Module represents a
particular aspect of the actual system
being modelled. In its simplest form,
this may be a resistor or transistor,
but more complex items of equipment or
abstract aspects of a system such as
human behaviour can be represented,
provided their particular operaulonal
characteristics can be defined.

Each component in the system undergoes,
during a simulation run, a series of
failure and repair processes. In
operation, values with prescribed
distributicns are compared with randcm
numbers, producing prcbabilities for
the instantaneous state transitions for
each component.

Two techniques of time-scaling can be
used in the simulator. In the first,
referred to as synchronous operation,
the 'real' lifetime is subdivided into
a number of equally spaced time
intervals. At the start of each new
interval, all aspects of the model are
brought up to date.

The second method produCLng a much
faster simulation time can be achieved
however using an asynchronous mode of
operation. In this mode the updating
of a component occurs when a high
probability of a state transition
exists. The reliability behaviour of
all components is simultaneously being
modelled and the time at which updating
takes place is selected on the basis of
the shortest time-to-next-probable-
event. According to the event selected,
the model is updated. In this mode,
the quantum of time that the simulaticn
is incremented is not a constant; for
example, during times when the system
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is working, the simulatcr leaps
forward in large time periods (e.g.
weeks) whereas when the system is
undergoing maintenance or repair, the
simulator moves forward in relatively
smaller periods (e.g. hours).

The simulation process is controlled
by three 'levels' of definition viz

{i) At a Primary Level, special-
purpose digital circuitry is used to
store the distributions for the
failure, maintenance and repair
characteristics of each component,

and these, together with an internally
generated random number source,
determine the state (operational,
requiring repair, undergoing scheduled
maintenance etc) of that component.

alp) component
MODULE signals

Simulator block diagram

(ii) At a Secondary Level, reprogram-
mable memories are used to provide
microprogrammed control of key system
features. The particular states that
any component can exist in can be
individually defined, as can the power
devolved toc the component to enable it
to unilaterally issue requests for
maintenance and repair. In addition,
particular features may be masked out
of a simulatiocn, restricting the range
of behaviour of the component.

By redefining the system features,
component behaviour can be altered
dramtically.

(iii) At a Tertiary Level, a suite of
camputer programs exist in a main-
frame (host) computer to which the



Simulator is connected. These are
designed to allow the user to define,
inter alia, the topology of the system
being simulated, the characteristics
of individual components, the specific
type of information to be collected
during the simulation, and the length
of time theat the simulation should
continue for. Logical networks and
tree analyses are used to define the
system topology anc operatiocnal
conditions, and graphical entry
techniques are used in the host
computer to enter such data.

2. MODELLING HARDWARE (PRIMARY LEVEL)

The Simulator takes the form of a
number of sub-units interconnected by
a common data bus as shown on Fig 1,
the whole being connected via a
communications processor to a host
computer and an operator terminal. A
number of Component Modules, each
capable of simulating a particular
feature of the system being studied,
model the reliability characteristics
of that system. The remaining sub-
units serve to monitor, support and
control the Component Modules.

2.1 Component Module

Each Component Module is comprised of
the following circuit units : 4

(1) "Memory devices that are used to
store the failure and repair
distributions. These are reprogram-
mable, enabling a wide range of
distribution types to be used.

(ii) A source of random numbers [1]
to interact in a stochastic manner
with the component reliability
characteristics. The random number
generator used [ 2] ensures a high
degree of statistical independence
between component behaviour.

(iii) A number of counters to
record age replacement times, block
replacement times, compcnent age,
number of event occurences etc.

(iv) A 'status register’ defining
the condition of the campcnent at
any time. As a result of entering
certain states, the Component
Module will issue requests for
assistance via the Policy Module.

(v) A reprogrammable 'Mask Register'
that allows the user of the Simulator
to indicate whether or not certain
states and features are required.

(vi) A microprogrammable control
unit. This enables a considerable
amcunt of decision-making to be
devolved to individual Component.
Modules.

In operation, data from the memories
interacts with binary patterns from
the number cgenerators, the results of
these interactions determining the
state of the component. At times
specified by counters, certain major
events eg the replacement of that
component may take place.

2.2 Network Specification Module

Logical trees are used to provide the
specification of the topology of the
system whose reliability is being
studied. The component interccon-
nections are programmed by the. user
prior to a simulation run by writing
data intc look-up tablesin this module.
In addition, the nodes in the lcgical
tree at which statistical data is to
be ccllected are defined.

2.3 Statistical Gathering Module

This unit consists of a number of
counters. Data is collected during a
simulation run in these counters and
transferred to the host computer at
the end of a run for inspection and
further processing.

2.4 Policy Module

This unit is initially programmed with
data relating to the available repair
and maintenance resources and to the
management policies to be used for the
distribution of these resources. The
Policy Module is continuocusly informed
by the individual Component Modules of
their conditions, and responds to
demands for assistance.

3 MICROPROGRAMMABLE FEATURES |
(SECONDARY LEVEL)

To enable the Component Modules to
simulate a wide variety of system
features, a number of key control and
decision-making circuits within the
Simulator are microprogrammed. In
particular, the behaviour of the Mask
Register and the control electronics
in the Component Mcdules is determined
by firmware contained in a series of
reprogrammable memories. By writing
different data patterns to these
memcries via the host computer, the
response of the Simulator to component
behaviour can be altered.

4, OPERATIONAL BEHAVIOUR
(TERTIARY LEVEL)

The operation of the Simulator is
controlled at the tertiary level by
commands issued to the system softwars
in the host computer via a visual
display unit. ZInitially, the
characteristics of each component must
be entered. In a typical simulation,



the following parameters must be

specified

(i) the failure distribution

(ii) the repair distribution

(iii) the age replacement time (if
applicable

(iv) the block replacement time (if
applicable)

(v) whether or not the component has

a high start-up failure risk

n
i | 51—
il

standby

(vi) whether or pgt the component'has
itstdrt—up delay time asscciated with Figure 2 System s cansierabion
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Figure 3  Component specification
(vii) the initial age of the component Following an experimental run, the
) host computer re-engages the data
(viii) whether the component can buses of the simulator and gains

interrupt the simulation with demands

for attantion.

The topology of the system is then

entered.

The component positions in

the system and the connections that

access to the statistical gathering

counters.

These are read into the

host computer and subjected to various
analysing procedures prior to being
presented to the experimenter as
tabulated results or as graphical

specify the success tree are defined
using an interactive graphics terminal.
In addition, the positions in the tree
at which statistical information is to
be collected during a simulation run
are identified. This latter action
causes a number of hardware counters
in the simulator to be assigned to the
task of recording data relating to
system performance, e.g. the number of
times a particular component was in a
non-operational state. Finally the
time for which the simulation should
run is defined, either as a total
elapsed time or as the time to the
occurrence of a specified event.

information.

Ss EXPERTMENTAL RESULTS

A five-component system has been
studied. The flow diagram for the
system and component parameters are
given on figures 2 and 3. When
determining system reliability, 'long’
simulaticn times are necessary where
event probabilities are low if
confidence in the simulation results
is to be ensured. To aid the
experimenter in determining sufficient
simulation run times, the host computer



software determines the Coefficient of
Relative Variation (CRV). The CRV can
be used as a measure of gcod
statistical estimation and is given by
the ratic of standard deviation to
mean value. For the example used, the
CRV of the unavailability for the
system and for component 2 have been
determined for various simulation run
times. The results are presented in
figure 4.

A _.-component 2
" % system
S
>
==
Ya
(")
=3
o

0t 10 100 10
simulated life time (hours)

Figure 4 CRV of unavailability

The time required to carry out the
investigation and reach a CRV of O.1
was C.27 seconds for the overall
system and 0.015 seconds for
component 2.

The reliability of the system with
component 1 omitted has been
investigated when a block-replacement
policy is adopted.

Component 1 was removed because its
particular exponential failure
distribution characteristics concealed
the significant effects of various
preventative maintenance policies. In
this truncated system, only Components
2, 3 and 4 took part in the
maintenance programme. The cold-
standby ccmponent (Component 5)
underwent normal repair at failure
without delay and by a repairman
cutwith the normal repair team.

Components 3 and 4 are scheduled for
simultaneous maintenance at intervals

of T hours but start with an initial
time skift of kT, O € k < 1. The
system repair and maintenance resources
were such that all requests made by
components could be allowed. That is,
three 'men' were available to form the
normal repair team. The time to carry
out maintenance on any component was 1
hour, and the time at which maintenance
was applied was chosen to be 1000 hours,
500 hours and 200 hours. The system
mean unavailability has been determined
for a range of k values and is
presented on Figure 5.
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.Figure5  Block replacement

Further investigaticns have been
carried out for an age replacement
policy. The repair of components- 2, 3
and 4 was considered to be minimal [3]
i.e. repair did not return the failure
hazard function to its starting value.
In this case, the new component
condition achieved by maintenance was
better than the repaired condition
(NBR}. To implement this peolicy,
component repair distributions were
modelled by exponential functions of
equivalent mean. The component
maintenance times were exponentially
distributed with a mean value of 10
hours. An investigation to determine
best age replacement times was carried
out. The results for ccmponent up are
shown in figure 6. From the results,
maintenance times of 200 hours, 500
hours and 300 hours were chosen for
components 2, 3 and 4 respectively.
The maintenance and repair resources
could be either 'one man', 'two men' or
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'three men'. applied according to
three resource policies. These
policies assigned a priority order to
component requests for use of the
shared resources. Policy 1 gave
highest priority to componsnt 2
followed by 3 then 4. Policy 2 was as
policy 1, but allowed lower priority
requests *to be discontinued by the
arrival of a higher priority request
after the low priority task had
commenced. Policy 3 gives components
priority 4, 3, 2 with no discontinuing
allewed. Varying the global policy
and number of policy men, the system
unavailability mean up time and mean.
down time has been determined. The
results are presanted in figures 7, 8
and 9.

6. CONCLUSIONS

The concept and design of a stochastic
reliability simulator has been
presented. Special-purpose circuitry,
representing compcnents in the system
being studied, controls the inter-
action of deterministic and random
number sequences. This interaction
results in a definition of the
components' states. The component
and network specification is
initialis=d by allowing a host “
computer to access memories installed
in the Simulator, and that same
computer re—accesses various registers
and counters following a simulation
run to determine the component and
network's operaticnal history.

A series of experiments. are reported,
confirming the speed .and flexibility
of the simulator. Lifetimes of 10°
hours are shown to be simulated in
less than one second and the ease with
which global resource policies can be
studied are demconstrated.
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