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Abstract
The computational modeling and analysis of traditional Chinese painting rely heavily on cognitive classification based on 
visual perception. This approach is crucial for understanding and identifying artworks created by different artists. However, 
the effective integration of visual perception into artificial intelligence (AI) models remains largely unexplored. Addition-
ally, the classification research of Chinese painting faces certain challenges, such as insufficient investigation into the 
specific characteristics of painting images for author classification and recognition. To address these issues, we propose a 
novel framework called multi-channel color fusion network (MCCFNet), which aims to extract visual features from diverse 
color perspectives. By considering multiple color channels, MCCFNet enhances the ability of AI models to capture intri-
cate details and nuances present in Chinese painting. To improve the performance of the DenseNet model, we introduce a 
regional weighted pooling (RWP) strategy specifically designed for the DenseNet169 architecture. This strategy enhances 
the extraction of highly discriminative features. In our experimental evaluation, we comprehensively compared the perfor-
mance of our proposed MCCFNet model against six state-of-the-art models. The comparison was conducted on a dataset 
consisting of 2436 TCP samples, derived from the works of 10 renowned Chinese artists. The evaluation metrics employed 
for performance assessment were Top-1 Accuracy and the area under the curve (AUC). The experimental results have shown 
that our proposed MCCFNet model significantly outperform all other benchmarking methods with the highest classification 
accuracy of 98.68%. Meanwhile, the classification accuracy of any deep learning models on TCP can be much improved 
when adopting our proposed framework.

Keywords Visual cognition · Multi-channel color fusion network (MCCFNet) · Regional weighted pooling (RWP) · 
Chinese painting classification

Introduction

Chinese painting, referred to as “Traditional Chinese Paint-
ing (TCP),” is a traditional form of painting in China span-
ning thousands of years. Being painted usually on silk or 
rice paper with a brush dipped in water, ink, or painting 
pigment, TCP reflects the artists’ understanding of nature, 
society and the related politics, philosophy, religion, moral-
ity, literature, and art.

By using the blank-leaving way in painting, TCP is fea-
tured by the artistic effect of the “coexistence of the virtual 
and the real.” Furthermore, TCP values the combination of 
calligraphy and poetry, decorating with seals, emphasizing 
the connections between the art and the nature with the con-
cept of “writing the spirit with shape”. From the perspec-
tive of techniques, TCP can be categorized into “Gongbi,” 
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“Xieyi,” and “Baimiao.” The ‘Xieyi” technique is featured 
by exaggerated forms and freehand brushwork. On the other 
hand, the brushwork in “Gongbi” paintings is fine and visu-
ally complex [1]. The “Baimiao” is one of the steps of Chi-
nese “Gongbi” painting, which is a classic ink and brush line 
drawing, and is referred to a linear art due to its concise and 
monochrome attributes. It will become a Chinese “Gongbi” 
painting if we color it; alternatively, it can be an independent 
art style. Figure 1 shows specific examples of the painting 
images used in this paper, including the genre of each paint-
ing and its corresponding techniques and painters.

As a cultural heritage of China and even the whole world, 
TCPs have eternal value due to their inimitability, espe-
cially those extremely precious ones that have been handed 
down for thousands of years. Specifically, these should be 
mounted and stored in a place with extremely low humidity, 
no sunlight, and dust. For some reasons, special TCPs can-
not be mounted, and their storage needs to be particularly 
extra careful without any folding or stacking. Otherwise, 
break-off and black seal at the fold part will occur, caus-
ing permanent and unrepairable damages. Due to these 

restrictive requirements, the way to the preservation of 
TCPs usually takes much manual labor and resources. To 
foster the preservation effectiveness and the efficiency of 
archiving and retrieving the TCPs as well as reduce the staff 
workload and prevent unexpected damages from manual 
operations, it is crucial to explore the artificial intelligence 
(AI) driven computational analysis of TCPs for automated 
classification. Due to its rich expressiveness, characteriz-
ing TCPs usually rely on cognition and visual perception 
[2], which has inspired our proposed multi-channel color 
fusion framework (MCCFNet), aiming at exploiting the 
global attributes of the TCP. Given an input color image of a 
TCP, we will first convert it into multiple color spaces. Each 
color space map will be fed into an improved DenseNet169 
where the final layer will be extracted as the global fea-
ture vector. Finally, multiple feature vectors will be concat-
enated together followed by a classifier, i.e., support vector 
machine (SVM), for classification. In the experiment, we 
compared our approach with 6 benchmarking models. The 
experimental results have fully validated the effectiveness 
and efficiency of our method.

Fig. 1  The theme, painting tech-
niques and painters of Chinese 
painting
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The main contributions and the innovation of this paper 
can be summarized as follows.

1. Inspired by visual cognition, we propose a multi-channel 
color fusion framework (MCCFNet) for the classifica-
tion of TCPs.

2. Taking the DenseNet169 as the backbone, we intro-
duce a multiple color channel fusion module and a new 
Regional weighted pooling (RWP) to improve the fea-
ture effectiveness in MCCFNet. RWP can overcome 
average pooling caused feature loss and maximum pool-
ing caused gradient spread faults.

The remainder of the paper is organized as follows. The 
“Related Works” section describes the related work of TCP 
classification. The “Proposed MCCFNet Model” section 
details the proposed MCCFNet. The “Experimental Results 
and Discussion” section presents the experimental results 
and corresponding discussions. Finally, some conclusions 
and future directions are summarized in the “Conclusions” 
section.

Related Work

There are two commonly used features for the classifica-
tion of painting images, including color features and texture 
features [3]. Color is the most intuitive factor of represen-
tation in paintings. In [4], color moments, hue and color 
range information are used to identify the subject matter 
of landscapes, flowers and birds, and people, as well as the 
authors of TCP. In [5], superpixels are generated for seg-
menting the region of interest, followed by the convolutional 
neural network (CNN) to extract semantic features before 
classification.

Texture is a visual attribute that captures the surface struc-
ture and layout of objects with gradual or periodic changes, 
representing homogeneous patterns in images. Unlike pixel-
based color features, texture features rely on region based 
statistics. Consequently, texture alone may not effectively 
represent the intrinsic characteristics of an image, limiting 
its contribution to classification based decision-making. To 
validate this, we compared the efficacy of color and texture 

features using a deep learning model on our own dataset, i.e., 
three color feature domains (RGB, HSV, L*a*b*) and one 
texture domain (gray co-occurrence matrix), as presented 
in Table 1. An evident drawback of texture features is their 
sensitivity to the changes in image resolution, which can 
lead to significant deviations in calculated texture values.

In contrast, color characteristics offer distinct advantages. 
Firstly, each Chinese painter exhibits their own unique style. 
For instance, Qi Baishi’s paintings are characterized by rich 
and vibrant colors, highlighting their prominent color char-
acteristics. Pan Tianshou’s works feature intricate interplay 
between ink and color, resulting in a dim color palette. 
Zeng Xiaolian’s paintings primarily focus on the physical 
characteristics of objects, showcasing relatively simple and 
elegant colors. Secondly, in Chinese painting images, the 
background typically consists of off-white paper, while 
the painted areas depict the artist's interpretation of object 
colors. This leads to noticeable regional color differences in 
the global color features. Compared to texture features, color 
characteristics are more effective in expressing the most rep-
resentative attributes of the image itself.

In [6], edge detection from the Sobel operator and mor-
phology processing is applied to connect the stroke features 
of paintings. In [7], a multi-task joint sparse representation 
algorithm is proposed for extracting texture features before 
the classification of TCPs. In [8], an end-to-end multi-task 
feature fusion method is proposed to fuse the semantic 
features and texture features. Gram matrix [9] is used to 
represent painting styles, where the style transfer work has 
achieved good results. It has also been used to represent 
painting techniques and stroke styles [10]. In addition, fre-
quency domain decomposition is also used to extract texture 
features, such as using the discrete cosine transform (DCT) 
and edge features to identify “Gongbi” and “Xieyi” [11].

With the wide applications of deep learning, automatic 
feature extraction and classification are implemented in par-
allel in an end-to-end manner [12]. Starting from AlexNet 
[13], a series of improved models are introduced, such as 
VGGNet [14], GoogLeNet [15], Inception V3 [16], and 
DenseNet [17]. In [18], the performance of different deep 
networks are compared using the same dataset of painting 
images. By taking style classification as an example, as 
shown in Table 2, Inception V3, ResNet [19] and DenseNet 

Table 1   The accuracy of 
different networks in different 
spaces (accuracy)

Feature domain Models

DenseNet169
[17]

MobileNetV2
[38]

ResNet50
[19]

VGG16
[14]

VGG19
[14]

Xception
[39]

RGB 0.851 0.777 0.859 0.761 0.647 0.869
HSV 0.839 0.746 0.819 0.703 0.5989 0.685
L*a*b* 0.829 0.812 0.816 0.717 0.6374 0.867
GLCM 0.639 0.582 0.637 0.503 0.5519 0.650
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have produced better results than other networks, due mainly 
to the residual connection used.

In addition, optimization of the deep learning network 
can further improve the performance, such as [20], where 
the feature layer of VGG16 network is cut to constructed 
the new structure of VGG15, leading to reduced error rate 
of TCP subject recognition by 8.8%.

Although the dataset configurations are not exactly the 
same, some interesting observations can be found from 
Table 2. For the large volume of the WikiArt dataset, deep 
learning-based automatic feature extraction is widely used, 
because of their flexible feature extraction capabilities. 
As the amount of data increases, there are fewer manual-
crafted features used, yet more expert knowledge is added 
in the form of fused features to improve the classification 
accuracy. Accuracy of painting style classification from dif-
ferent  deep  neural  networks  (%), where the results are 
adopted from [21–24], V* and R# denote VGG and ResNet, 
respectively.

In addition, Jiang et al. [1] proposed a classification 
model combining the discrete cosine transform and CNN. 
Eli David et al. [25] proposed to use deep convolutional self-
coding neural network for classification of TCPs even with 
a small number of samples, which reduced the error rate by 
63% compared with the traditional methods in the classifica-
tion of three painters. Lecoutre et al. [26] integrated a pre-
trained deep neural network with residual units to classify 
the representation of western paintings, and the performance 
of the algorithm was verified on the Wiki painting dataset.

For feature extraction from depth learning, CNN has 
become the main mainstream method, which has been suc-
cessfully applied in image and video recognition, recom-
mendation system and natural language processing [27]. 
With the further development of the ResNet, it establishes 
a “shortcut” (skip connection) between the front layer and 
the back layer, which helps to reverse the gradient in the 
training process and enable the training of a deeper CNN. 
Another popular model is DenseNet, which is composed 
of several dense blocks where a dense connection between 
all the previous layers and the subsequent layers is estab-
lished. By reusing features through the dense connections, 
it enables the DenseNet to achieve better performance than 
the ResNet with fewer parameters and computing costs. 

Therefore, in our experiment, we used the DenseNet as the 
backbone network.

For human beings, the identification of artistic paintings 
is very subjective. Although existing models can extract fea-
tures from the artworks, they rarely consider and analyze the 
perspective of human visual perception. Therefore, how to 
integrate visual cognition into the recognition and classifica-
tion of different painting styles is still an undeveloped field. 
It is our aim to tackle with this particular challenge, where 
the proposed model will be detailed in the next section.

Proposed MCCFNet Model

Color is one of the most significant features of human vis-
ual perception. In previous studies, the expression of color 
features in painting images was not prominent enough. In 
response to this research pain point, we propose a multi-
channel color feature fusion model; In order to compensate 
for image blur caused by average pooling and feature loss 
caused by maximum pooling, this study proposes a new 
weighted pooling algorithm (RWP).

As shown in Fig. 2, the color feature fusion model for 
this channel (MCCFNET) composed of five main stages, 
i.e., color space transformation, pre-processing, weighted 
pooling (RWP), feature extraction, and classification-based 
decision-making. The images of three color channels are 
used as input data, which are respectively imported into the 
residual network DenseNet169 improved by RWP. They are 
output as feature vectors in the fully connected layer and 
then fused through feature fusion before being input into the 
support vector machine SVM for final classification.

Color Space Transformation

Although red, green, and blue (RGB) is the most commonly 
used color space in life, its disadvantage is the potentially 
high correlation of the three channels [28]. As the sensitivity 
of human eyes to the three colors is different, the uniformity 
of RGB color space is very poor. Hue, saturation, and value 
(HSV) is a relational representation of color in an alterna-
tive color space, which aims to describe a more accurate 
color perception than RGB, yet remains computationally 

Table 2   Accuracy of painting style classification from different deep neural networks (%), where the results are adopted from [21–24] and V* 
and R# denote VGG and ResNet, respectively

Literature Dataset Data/category AlexNet GoogleNet InceptionV3 V*-13 R#-50 DenseNet

[21] Self-built 797/17 - 69.90 79.26 - 76.48 79.36
[22] WikiArt 30,870/6 62.46 64.42 67.16 - 66.64 -
[23] WikiArt 80,000/25 37.80 - - - 49.40 -
[24] WikiArt 81,449/20 58.20 - - 60.10 - -
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efficient. In addition, L*a*b* is another color space, which 
is designed to mitigate the human vision, focusing mainly on 
the perception uniformity, where the L* component closely 
matches human brightness perception. Therefore, it can be 
used to make accurate color balance by modifying the output 
color scale of a* and b* components or to adjust the bright-
ness contrast by modifying L* components. These transfor-
mations are difficult or impossible in the RGB space as it is 
modeled on the output of physical devices, rather than the 
human visual perception.

Inspired by above-mentioned visual perception, in our 
MCCFNet, we mainly select RGB, HSV and L*a*b* color 
spaces. Three color spaces will be fed into three identical 
deep neural network branches for extraction of deep color 
features, as they supplement to each other as discussed 
above. The final layer of each branch, with a size of 10,241, 
will be concatenated followed by decision-making using the 
support vector machine (SVM) as the classifier.

Weighted Pooling

For conventional pooling, the weights in the pooling window 
are set to be the same. However, when identifying texture 
and edge information, which can only be distinguished by 
detailed information, their disadvantages will be further 

amplified. To solve this problem, a 3 × 3 regional weighted 
pooling (RWP) layer is proposed to strengthen the ability of 
feature extraction.

Maximizing pooling can obtain local information and 
better preserve the texture features, but it may result in seri-
ous information loss due to the discarded the non-maximum 
values. The average pooling, however, can often retain the 
characteristics of the overall data and highlight the back-
ground information while blurring the images. In addition, 
the error of feature extraction of CNN comes mainly from 
two aspects [13]. On the one hand, the variance of estimated 
value increases due to the limitation of neighborhood size. 
On the other hand, the deviation of the estimated mean value 
is increased due to the parameter error of the convolution 
layer [29]. To solve this problem, a weight pooling layer 
which fuses the maximum pooling rule and average pooling 
rule was proposed, where the back propagation processing is 
missed. Therefore, we propose a whole procedure of RWP, 
for the forward propagation process of regional weight pro-
portional pooling, given an input data with the size of M × N, 
the size of pooling window is n × n , the value in the pooling 
window region is a

1
,a

2
,⋯ an×n , the weight ratio of each value 

is w
1
,w

2
,⋯wn×n , the pooled result r of the pooled window 

region can be calculated according to Eqs. (1–2). Figure 3 
shows a specific example of the forward propagation of the 
forward RWP.

The backpropagation is defined in Eq. (3), where the new 
value bi in the pooling window region after upsampling can 
be calculated. Figure 4 shows a specific example of the back 
propagation of the backward RWP.

(1)r =
∑n×n

i=1
w
i
∗ a

i

(2)wi =
ai + �amin�

∑n×n

j=1
(aj + �amin�)

(3)bi =
ai

∑n×n

i=1
ai

∗ r

Fig. 2  The architecture of the proposed MCCFNet

Forward 

Propagation

1 4 1 2

3 5 2 4

2 4 1 2

1 3 3 1

2

Fig. 3  Forward propagation of the forward RWP
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Data Processing

Preprocessing

Prior to training, the images are resized to a standardized 
dimension, i.e., 224 × 224, to ensure consistency across the 
dataset. Rescaling the images helps in maintaining spatial 
information and facilitating compatibility with deep neural 
network architectures. Additionally, various data augmen-
tation techniques are applied to increase the diversity and 
quantity of the training data. These techniques, including 
random rotation, flipping, clipping, scaling, and shifting, 
introduce variations to the images without altering their 
semantic content, leading to enhanced performance and 
improved accuracy. By augmenting the data, the overfitting 
problem can be mitigated, while the model’s generalization 
ability is also improved.

Feature Extraction

As stated in [21–24], DenseNet [17] is more efficient than 
other networks, where the key lies in the reduction of the 
computational cost due to the reused features. More impor-
tantly, DenseNet can exploit high-level semantic informa-
tion and alleviate the problem of gradient disappearance. 
To this end, it is employed as the backbone network in our 
MCCFNet.

The weighted pooling strategy simulates diverse percep-
tions of different image components. By integrating the 
weighted pooling strategy, the representative features can 
be extracted, where the RWP can well retain the important 
information of the feature map and improve the accuracy 
of the model while maintaining efficient computing and 
memory as validated in the experimental results.

Decision‑Making

Taken the last fully connected layer as the feature vector, 
three feature vectors from three color spaces will be fused 
together by concatenation, followed by using the SVM clas-
sifier for decision-making. In our framework, we use the 

SVM with a radial basis function (RBF) kernel as it has 
been widely used for painting style recognition and is also 
considered to be suitable for classification of TCPs [30].

Experimental Results and Discussion

Experimental Setting

In our experiments, we gathered a collection of 2436 paint-
ings by 10 renowned Chinese artists from esteemed institu-
tions such as the Palace Museum and Tianjin Museum. The 
dataset includes works by various artists, each with their own 
distinct style and focus. Specifically, we have 318 paintings 
by Jianlou Cao, known for their expertise in freehand brush-
work of flowers, vegetables, and fruits, with a particular 
emphasis on pomegranates. Zeng Fan contributed 91 works, 
showcasing exceptional sketching skills and a penchant for 
freehand characters. Xiaoming Li’s 92 paintings specialize 
in meticulous flower and bird depictions, while Yanshao 
Lu presents 236 works primarily focusing on landscapes. 
Tianshou Pan, on the other hand, offers 83 works showcas-
ing expertise in freehand brushwork of flowers, birds, and 
landscapes, occasionally featuring characters. Baishi Qi, a 
highly prolific artist, contributed 904 works encompassing a 
wide range of subjects, including flowers and birds, insects 
and fish, landscapes, and characters. Changshuo Wu’s col-
lection of 135 works excels in freehand brushwork of flow-
ers and occasionally incorporates landscapes. Beihong Xu 
is known for their 192 works that showcase exceptional skill 
in depicting characters, animals, flowers, and birds and are 
particularly renowned for their dynamic horse paintings. 
Xiaolian Zeng’s 240 works are highly regarded for their real-
istic depiction of plants, flowers, animals, and birds. Lastly, 
Da Zhu’s 145 works captivate viewers with exquisite ink 
freehand brushwork, especially in flower and bird paintings.

For a fair evaluation, we divided the images into non-
overlapping training, validation, and testing sets in propor-
tions of 70%, 10%, and 20%, respectively. All experiments 
were conducted on a RTX2080Ti graphics processing unit 
(GPU). For our proposed MCCFNet, the core lies in an 
improved DenseNet-169 network, comprising four Dense-
Blocks with varying numbers of dense connections: 6, 12, 
32, and 32, respectively. Initially, a 7 × 7 convolution layer 
is employed to downscale the image from 224 × 224 pixels 
to 112 × 112 pixels. This is followed by the application of 
a batch normalization (BN) layer and a rectified linear unit 
(ReLU) layer for feature enhancement. In the training pro-
cess, the optimizer used is stochastic gradient descent [31], 
which facilitates faster convergence. The momentum value is 
set to 0.9, while the learning rate is set to 0.003. The activa-
tion function selected for the model is ReLU, and dropout 

Back 

Propagation 2

Fig. 4  Back propagation of the backward RWP
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regularization with a rate of 0.5 is incorporated. The batch 
size is set to 16. For all benchmarking methods, the default 
settings are adopted for consistency.

Results and Discussion

For objective evaluation, several quantitative metrics are 
used, which include the Top-1 Accuracy and the AUC.

The probability that the score of a positive class sample 
is greater than that of a negative class sample for any given 
positive class sample and a negative class sample.

The formula is as follows: M is the number of positive 
samples, and N is the number of secondary samples:

Comparison Against Other Methods

To validate the effectiveness of our proposed model, several 
state-of-the-art deep learning models were selected for com-
parison in Table 3.

• Saleh and Elgammal [32] integrated visual features and 
metric learning together to learn the optimized similarity 
between paintings, followed by a metric learning model, 
Feature fusion and metric-fusion for semantic-level deci-
sion such as predicting a painting’s style, genre, and artist.

(4)AUC =

∑

i∈positiveranki −
M∗(1+M)

2

M ∗ N

• Tan et al. [33] proposed a CNN-based model for fine-art 
painting classification.

• Huang et al. [34] proposed a novel two-channel (includ-
ing the RGB channel and the brush stroke information 
channel) deep residual network to classify fine-art paint-
ing images.

• In Sheng et al. [35], a wavelet transform-based model 
was proposed to extract the texture feature of paintings 
followed by three machine learning methods (decision 
tree, neural network, and SVM) for classification.

• Li [36] proposed a statistical framework for assessing the 
averaged distinction level of paintings for classification.

• Jiang [37] proposed an end-to-end multi-task architecture 
to extract both color and texture features and classify 
traditional Chinese paintings.

Most of the above methods use depth learning and AI-
driven machine learning models to extract the features from 
the paintings and make the classification. Due to lack of 
cognitive perception, the performance of these models is 
still limited. Thanks to our cognitive framework, the way 
our proposed method classifies the paintings fits human 
visual perception very well, which helps our proposed 
MCCFNet model significantly outperform all other bench-
marking methods with the highest classification accuracy 
of 98.68%.

Comparison of Different Backbone Models

In this section, we evaluate the classification performance of 
different backbone models. Table 4 presents the Top-1 Accu-
racy and AUC produced by embedding various models such 
as DenseNet-169 [17], ResNet-50 [19], VGG16 [14], VGG19 
[14], MobileNetV2 [38], and Xeption [39] to our proposed 
MCCFNet. Except for the ResNet50, all other mainstream 
models have more than 95% Top-1 Accuracy which has sur-
passed the best benchmarking method Jiang [37], indicating 
the effectiveness of our proposed framework. Table 4 also 
presents the AUC value of 7 different backbone models, 
where the Improved DenseNet169 for the ten categories of 
paintings exceeds 0.999, which again validates the effective-
ness of the improved DenseNet169 we proposed.

Table 3    Comparison of the classification accuracy from different 
approaches

Models Top-1 Accuracy (%)

Saleh and Elgammal [32] 63.06
Tan et al. [33] 76.11
Huang et al. [34] 81.87
Sheng J C et al. [35] 83.32
Li [36] 74.17
Jiang [37] 94.93
MCCFNet 98.68

Table 4   Comparison of 
different backbone models in 
MCCFNet

Metrics Network

Improved 
DenseNet169

DenseNet169
[17]

MobileNetV2
[38]

ResNet50
[19]

VGG16
[14]

VGG19
[14]

Xception
[39]

Top-1
Accuracy

98.68 97.34 95.40 93.12 97.26 98.05 96.45

AUC 99.91 99.86 99.66 97.26 98.21 99.73 99.78
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Ablation Experiment

The error in feature extraction of the convolutional neu-
ral networks (CNNs) can be attributed to two main factors 
[13]. Firstly, the limited neighborhood size of convolutional 
operations increases the variance of estimated values [40]. 
Secondly, errors in the parameters of the convolutional lay-
ers result in a shift in the estimated mean. To address these 
issues, different pooling strategies are employed.

In the context of Chinese painters’ brush and ink tech-
niques, the application of average pooling in DenseNet [41] 
effectively reduces the first error but can lead to the loss of 
crucial texture information. Conversely, max pooling [42] 
reduces the second error but sacrifices domain feature infor-
mation. To strike a balance and improve the effectiveness of 
feature extraction in MCCFNet, we utilize a regional weight 
pooling (RWP) rule. This rule combines the maximum pool-
ing and average pooling strategies to minimize both types of 
errors and optimize the feature extraction process.

For backpropagation rules, both average pooling and 
maximum pooling focus on pixels that contribute signifi-
cantly to features during forward propagation. However, 
average pooling backpropagation introduces errors between 
the propagated gradient and its true value for each pixel. 
On the other hand, maximum pooling backpropagation only 
propagates the gradient to a single point, disregarding the 
contribution of other points to classification decisions. In 
this case, RWP can address these issues to ensure the accu-
racy of each point’s contribution to the features.

To evaluate the effectiveness of weighted pooling, we 
conducted RWP ablation experiments using popular neu-
ral network frameworks such as VGG16, ResNet50, and 
DenseNet169. We compared the results with commonly 
used maximum pooling and average pooling methods by 
replacing the pooling rules in the original framework with 
corresponding comparison pooling rules. We then classified 
our Chinese painting dataset.

The results, as shown in Table 5, demonstrate the supe-
riority of RWP over maximum pooling and average pool-
ing in the three neural network frameworks. RWP achieved 
an approximately 0.5 percentage point advantage. This 
weighted pooling operation assigns different weights 
based on the importance of different positions, resulting in 
improved accuracy and efficiency of pooling operations.

Comparison With Different Color Spaces

In Table 6, we further compare the performance of different 
combinations of color spaces in various backbone models 
for feature extraction in our framework. As seen, for each 
backbone model, multiple color space inputs can achieve 
better classification accuracy than using a single color space, 
which has validated the effectiveness of the concept of multi-
channel color space fusion. On the other hand, with a single 
color space as input, there is no obvious winner among the 
three color spaces used, which indicates their supplemen-
tary nature hence the fused strategy. With double input of 
color spaces, RGB + HSV and RGB + L*a*b* can always 
perform better than HSV + L*a*b*, possibly because RGB 
color space is emphasized in the pre-trained deep learning 
models. The results from the last column of the Table 4 show 
that the accuracy of improved DenseNet169 can surpass all 
other benchmarking models when fusing all the three color 
spaces of RGB, HSV, and L*a*b*. Again, this has validated 
the efficacy of our improved DenseNet169, as well as the 
necessity of color space fusion. However, due to the fact of 
inherent limitation, some models (i.e., MobileNetV2 and 
Xception) produce inferior results with 3 color spaces than 

Table 5  RWP ablation experiments

Backbone model Pooling strategy

Max pooling
[42]

Average pooling
[41]

RWP

VGG16 92.05 90.40 92.75
ResNet50 96.44 94.00 97.02
DenseNet169 93.87 93.54 94.04

Table 6  Comparing the Top-1 
accuracy (%) of different 
models in various combination 
of color spaces

Model Color space

HSV L*a*b* RGB HSV + 
L*a*b*

RGB + 
HSV

RGB + 
L*a*b*

RGB +  
HSV + 
L*a*b*

DenseNet169 [17] 93.54 91.06 92.88 94.87 97.85 97.85 98.01
MobileNetV2 [38] 84.60 85.60 87.58 89.40 96.19 96.19 96.19
ResNet50 [19] 87.25 89.90 85.10 90.73 94.70 94.54 94.87
VGG16 [14] 88.08 92.55 92.05 92.72 96.36 97.19 98.01
VGG19 [14] 91.39 89.90 92.88 93.54 98.01 97.52 98.34
Xception [39] 91.23 90.56 92.88 93.54 97.35 98.01 97.68
Improved DenseNet169 92.22 92.55 93.54 95.03 98.51 98.01 98.68
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those using only two color spaces. This is probably because 
both these lightweight models fail to extract the as discrimi-
native features as other complexed models do.

Classification Error Analysis

Figure 5 shows the confusion matrices of the classifica-
tion results in three different backbone models. Taking the 
improved DenseNet169 as an example, we will analyze it 
and interpret the results from the perspective of art. As seen, 
there is 5% of misclassification from Pan to Fan, which can 
be possibly explained as follows. As a master of “Xieyi” 
style, Fan often imitates Zhu’s landscape works where the 
line drawing technique is often used with the layers and 
stripes in the painting. Pan is also a master of “Xieyi” style, 
focusing mainly on drawing flowers, birds, and landscapes. 
As a student of Zhu, Pan’s paintings not only inherit Zhu’s 
atmospheric and elegant style in painting, but also feature his 
own strong and forceful characteristics. Due to the fact that 
Fan and Pan are two masters from the same school, it is not 
surprising that their works are somehow similar to each other. 
In addition, about 6% of paintings from Wu was wrongly 
classified to Cao. According to the historical survey, Cao is 
the best third generation descendant of Wu. Therefore, both 
of them are the masters of drawing flowers, fruits, vegetables, 
et al., and their strokes are smooth and vigorous. It is inter-
esting to find that the misclassification caused by AI models 
seems to be consistent with the real art heritage.

Figure 6a shows the misclassified images during the 
classification process. Among the 10 painters’ paintings, 
six of them were misclassified. Moreover, among these 

misclassified cases, it is interested to find that the two paint-
ings of Wu are misclassified as Cao’s paintings, as seen in 
the paintings shown in the first row of Fig. 6b. For a subjec-
tive comparison, we also show two Cao’s paintings in the 
second row of Fig. 6b.

The first misclassified painting fully reflects the diagonal 
composition technique of Wu’s flower painting, which is 
one of the four artistic features. His plum blossom, orchid, 
etc., regardless of banners or vertical paintings, mostly rise 
obliquely from the bottom left to the top right, forming a 
trend of oblique rise. Most lines are zigzag and like to be 
left blank in the painting. Cao also has similar painting tech-
niques as Wu, which can be clearly seen from his paintings.

The second feature of Wu’s painting is the very thick ink 
used, and he is good at using solid colors such as red and 
green. As seen from the painting examples, the rich colors 
in this painting are not vulgar, but show a feeling of both 
refined and popular appreciation. Cao’s paintings are also 
found to be very eye-catching and strong in color, with thick 
ink and light color.

Another technique of Wu’s flower painting, as one of 
the four major artistic features, is the usage of the power of 
the brush to penetrate the back of the paper and fully apply 
the experience of calligraphy and seal cutting to painting 
creation. As both Wu and Cao like to paint forcefully, Wu’s 
paintings are not surprisingly misclassified as Cao’s.

Wu also likes poetry. In his paintings, Wu’s poems are 
organically integrated within the pictures. In Cao’s paint-
ings, he often uses poetry to express his thoughts and feel-
ings as well. From the above facts, it explains why AI mod-
els have mistakenly classified Wu’s painting as Cao’s, which 
is consistent with the law of painting to some extent.

Fig. 5  Visual comparison of the confusion matrices for TCP classification in different backbones
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Conclusions

In this paper, we introduce MCCFNet, a novel color feature 
extraction framework inspired by visual cognition, specifi-
cally designed for characterizing Chinese paintings. Our 
framework leverages an enhanced DenseNet169 model to 
extract features from three different color spaces. These 
features are then fused at the final layers of the branches 
and passed to an SVM classifier for classification. Experi-
mental results demonstrate that MCCFNet achieves supe-
rior precision, recall, and F1 measures compared to several 
state-of-the-art deep learning models. Importantly, our 
study validates the concept of multi-channel color fusion, 
as incorporating multiple color spaces as input significantly 
improves the classification accuracy of Chinese paintings. 
Additionally, our proposed regional weighted pooling strat-
egy enhances the performance of DenseNet169, surpassing 
other backbone models utilized in our experiments.

To further enhance the classification accuracy and 
reduce the computational costs, we plan to explore the 
integration of saliency detection within our model. This 
technique can effectively highlight the target within the 
image by distinguishing it from the background [43]. 

Moreover, we aim to extract and combine emotional fea-
tures from Chinese paintings, as they provide rich insights 
into the feelings and expressions of the artists. To achieve 
this, we will delve into the realm of aesthetic and cog-
nitive psychology to gain a deeper understanding of the 
psychological aspects related to the interpretation of these 
artworks. We will explore state-of-the-art networks such as 
MobileNet [44] and deep residual network [45] to facili-
tate the extraction and integration of emotional features, 
further enriching the classification process.
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