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Abstract: Accurate state of charge (SOC) estimation is an important basis for battery energy management and the 

applications of lithium-ion batteries. In this paper, an improved compression factor particle swarm optimization-forgetting 

factor recursive least square (CFPSO -FFRLS) algorithm is proposed, in which the forgetting factor is optimized to identify 

more accurate parameters for high-precision SOC estimation of lithium-ion battery. In order to improve the SOC estimation 

accuracy, a dual noise update link is introduced to the traditional extended Kalman filter (EKF), which enhances the 

algorithm's ability to adapt to noise by updating the process and measurement noises in real time. The experimental results 

of parameter identification and SOC estimation show that the CFPSO-FFRLS algorithm proposed significantly improves 

the accuracy of parameter identification, and the joint CFPSO-FFRLS-AEKF algorithm can accurately estimate the SOC of 

lithium-ium battery under different working conditions. Under HPPC, BBDST and DST working conditions, the mean 

absolute errors of SOC estimation are 1.14%, 0.78% and 1.1%, which are improved by 42.71%, 65.79% and 39.56% 

compared with FFRLS-EKF algorithm, and the root mean square errors are 1.18%, 0.99% and 1.11%, improved by 44.86%, 

65.98% and 51.74%, respectively. 
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1. Introduction

Energy security and environmental protection are problems facing the world at present. The emergence of 

new energy vehicles has realized the problem of combining environmental protection with energy to reduce 

environmental pollution[1; 2]. Because of the advantages of high energy density, no environmental pollution, long 

service life and high performance, lithium-ion batteries have played an important role in new energy and other 

fields and attracted extensive attention[3-5]. As lithium-ion batteries become more and more important in the field 

of new energy, more and more attention is paid to the real-time monitoring[6]. The accurate state of charge (SOC) 

estimation of lithium-ion batteries is of great significance in the theoretical research and practical application of 

lithium-ion batteries. 

The establishment of an equivalent model that can accurately characterize the working characteristics of 

lithium-ion batteries plays an important role in the SOC estimation of lithium-ion batteries[7]. After building a 

suitable circuit model, the model needs to be identified with parameters[8; 9]. Due to the complex internal 

structure of lithium-ion batteries, lithium-ion batteries often exhibit strong nonlinear characteristics under 

complex working conditions, which makes it difficult for traditional equivalent models to accurately characterize 

the working characteristics of lithium-ion batteries[10]. Therefore, for the SOC estimation of lithium-ion battery, 

it is necessary to establish an equivalent circuit model that can accurately characterize its working characteristics 

according to the lithium-ion battery, and then select appropriate algorithms for parameter identification and SOC 

estimation of lithium-ion battery on this basis[11; 12]. In practice, to accurately estimate the SOC of lithium-ion 

battery, it is necessary to consider all possible problems and choose appropriate methods based on unpredictable 

factors. 

The accurate parameter identification of the battery model plays a key role in the SOC estimation of the 

battery. The recursive least square (RLS) algorithm is widely used for parameter identification because of its fast 

convergence speed and small computational complexity, but it has the problem of data saturation[13-15]. 
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Forgetting factor recursive least square (FFRLS) algorithm introduces a forgetting factor based on traditional RLS 

algorithm to solve the problem that the recursive results can not reflect the new data because of the accumulation 

of old data[16]. However, the fixed forgetting factor does not have a good estimation effect in the complex 

working conditions. One of the improved FFRLS algorithms is the gradient descent optimized FFRLS, which is 

robust against outliers of model parameters, but the algorithm needs many iterations to achieve sufficient accuracy 

in some cases[17]. 

The accuracy of SOC estimation directly affects the output characteristics, service life and safety 

performance of lithium-ion batteries. There are a variety of SOC estimation methods for lithium-ion batteries 

according to different situations[18-20]. At present, the common SOC estimation methods for lithium-ion batteries 

include ampere hour integration method, open circuit voltage method, Kalman filtering algorithm and neural 

network method and so on[21-23]. The ampere hour integration method is widely used in engineering, but as an 

open-loop estimation method, with the accumulation of estimation time, the error of its estimated SOC will 

gradually accumulate, resulting in the inability to meet the requirements of estimation accuracy, and the estimated 

SOC of this method is greatly affected by the initial value of SOC[24; 25]. The open circuit voltage method is not 

suitable for online real-time measurement because the battery needs to be kept for a long time to reach a stable 

state before measurement[26]. The accuracy of the battery model is not required for the neural network method 

to estimate the SOC of lithium-ion battery, such as BP neural network and LSTM, which are applied in Battery 

SOC estimation[27; 28]. However, the neural network methods need a large number of sample data as support, 

and the accuracy of the neural network trained by this method can not be guaranteed[29; 30]. The Kalman filtering 

algorithm is based on the state-space model of the battery, and it estimates the SOC of the battery by recursion 

and iteration[31-33]. The Kalman filtering algorithm has a strong correction effect on the initial value error of the 

system state, and it can also suppress the system noise well[34]. 

The Kalman filtering algorithm has both strengths and weaknesses when compared with other algorithms. 
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The conventional Kalman filtering algorithm is only applicable to the state variable estimation of linear systems, 

and the nonlinear characteristics of lithium-ion batteries lead to the inability of the general Kalman filtering 

algorithm to estimate their SOC[35; 36]. The cubature Kalman filter for SOC estimation of lithium-ion batteries 

has good accuracy and fast convergence speed, but it can be sensitive to noise and yield inaccurate results[37; 38]. 

The extended Kalman filtering (EKF) algorithm, which is introduced based on the Kalman filtering algorithm, 

can estimate the state of charge of a lithium-ion battery due to its Taylor series expansion of the nonlinear system 

around the target estimation, omitting the above-quadratic term[39-41]. However, the standard EKF algorithm 

also has certain problems[42]. Because its noise value is usually fixed, which is inconsistent with the statistical 

characteristics of the noise of the actual lithium-ion battery under various operating conditions[43-45]. The effect 

of noise then causes the standard EKF algorithm, like the traditional Kalman filtering algorithm, to fail to resolve 

the problem of different estimation results due to the effect of noise. 

In this paper, the second-order RC equivalent circuit model of ternary lithium-ion battery is established to 

characterize the operating characteristics of the battery, and an improved compression factor particle swarm 

optimization-forgetting factor recursive least square (CFPSO-FFRLS) algorithm is proposed to accurately identify 

the parameters of lithium-ion battery by optimizing the forgetting factor in the FFRLS algorithm. For the SOC 

estimation, an improved dual noise update link is added to the traditional EKF algorithm to update the process 

noise and measurement noise, so that the improved adaptive extended Kalman filtering (AEKF) algorithm with 

dual noise update can adapt to the noise in the estimation process to obtain better estimation results. The parameter 

identification results of FFRLS, PSO-FFRLS and CFPSO-FFRLS algorithms are obtained and analyzed under 

hybrid pulse power characteristic (HPPC), Beijing bus dynamic stress test (BBDST) and dynamic stress test (DST) 

working conditions. The SOC estimation based on FFRLS-EKF, PSO-FFRLS-AEKF and CFPSO-FFRLS-AEKF 

algorithms are constructed under different working conditions. Finally, the SOC estimation results of the three 

algorithms are compared and analyzed. 
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2. Mathematical analysis

2.1. The second-order RC equivalent circuit modeling

The establishment of lithium-ion battery model plays an important role in estimating the SOC of lithium-ion 

battery. The selection of the battery model needs to comprehensively consider and analyze the accuracy, 

complexity and the degree of characterization of the battery characteristics of the model. Nowadays, the 

commonly used battery model is the equivalent circuit model. 

Compared with other equivalent circuit models, the second-order RC equivalent circuit model can better 

characterize the dynamic characteristics of the battery, and the amount of calculation is small, so it has a wide 

range of applications. In this paper, considering the accuracy and calculation amount of each model, the second-

order RC equivalent circuit model is constructed, and the second-order RC equivalent circuit model is shown in 

Figure 1. 

R1

C1

R2

C2+
Uoc U

U1 U2

R0
I

-

+

-
Figure 1. Second-order RC equivalent circuit model 

In Figure 1, ocU represents the open circuit voltage of the battery, U  represents the terminal voltage, 0R  is 

the ohmic internal resistance of the battery, 1R  and 2R  represent the internal polarization resistance of the battery, 

1C  and 2C  represent the internal polarization capacitance of the battery. This model uses two RC parallel circuits 

to describe the electrochemical polarization and concentration polarization of the battery, and the terminal voltage 
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of two RC circuits are represented as 1U   and 2U  . According to Kirchhoff's circuit law, the second-order 

equivalent circuit model is analyzed, and the voltage and current expressions of second-order RC equivalent 

circuit model are obtained, as shown in Equation (1). 

0 1 2

1 1

1 1 1

2 2

2 2 2

ocU U IR U U

dU U I
dt C R C

dU U I
dt C R C

= − − −




= − +



 = − +


(1) 

In the equivalent circuit model, the state variable SOC can be used to characterize the open circuit voltage 

ocU   of the lithium-ion battery. Combined with the SOC definition expression shown in Equation (2) of the 

lithium-ion battery, the SOC of the battery and the voltage of the two RC circuits are taken as the state variables, 

and the circuit voltage equation of the battery model is taken as the observation equation. The second-order RC 

equivalent circuit model is discretized, and the discrete state equation is established, as shown in Equation (3) and 

(4). 

0
1

N

SOC SOC Idt
Q

η= − ∫ (2) 

1 1 1 1

2 2 2 2

1 1,

1, 1 1, 1 2,

2, 1 2, 3,
2

1 0 0

0 0 (1 )

0 0 (1 )

N
t tk k k

R C R C
k k k k

t t
k k kR C R C

t
Q

SOC SOC w
U e U R e I w
U U w

e R e

η

∆ ∆+ − −

+

∆ ∆
− −+

∆ −                  = + − +                       −   
  

(3) 

, 0 1,

2,

0
1
1

T
k

k oc k k k k

k

SOC
U U R I U v

U

  
  = − + − +  
  −   

(4) 

Wherein, η  is the Coulomb efficiency of the battery (usually 1), NQ  is the rated capacity constant of the 

battery, I  is the operating current in the circuit, t∆  is the sampling interval, w  is the state error, and v  is the 

measurement error, respectively. 
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2.2. Improved CFPSO-FFRLS algorithm for parameter identification 

With the increase of recursion times, the old data in RLS algorithm will gradually accumulate, which will 

submerge the new data information, and finally lead to data saturation in the algorithm, which makes parameter 

estimation difficult. Therefore, in order to reduce the impact of old data on the current time estimation, the 

forgetting factor is introduced to the RLS algorithm, and the original outdated data is weighted to reduce its impact 

on parameter estimation and enhance the influence of new data. The recursive steps of FFRLS algorithm are 

shown as follows. 

(1) Parameters initialization:

( ) [ ]
( )

10 1,1,1

0

T

P I

θ
δ

δ

∧ =

 =

(5) 

(2) Calculating the estimation error:

( ) ( ) ( ) ( )1Te k y k k kϕ θ
∧

= − − (6) 

(3) Calculating the gain matrix:

( ) ( ) ( )
( ) ( ) ( )

1
1T

P k k
K k

k P k k
ϕ

λ ϕ ϕ
−

=
+ −

(7) 

(4) Parameter estimation:

( ) ( ) ( ) ( )1k k e k K kθ θ
∧ ∧

= − + (8) 

(5) Updating the covariance matrix:

( ) ( ) ( ) ( )1 1TP k I K k k P kϕ
λ
 = − −  (9) 

In the above Equations: θ
∧

 is the identified parameter vector, δ  is the larger positive number set, e  is the 

estimated error, K  is the system gain matrix, P  is the covariance matrix, λ  is the forgetting factor, and I  is the 

unit matrix. 

Compared with RLS algorithm, FFRLS algorithm has better estimation ability. However, the FFRLS 

algorithm usually takes a fixed forgetting factor for parameter identification of the battery, which does not 
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guarantee that the optimal forgetting factor is taken at every moment. To solve this problem, the particle swarm 

optimization (PSO) algorithm is introduced to optimize the forgetting factor in real time and dynamically evaluate 

the fitmess value of the forgetting factor at each moment. The update equations for velocity and position of the 

particles in PSO algorithm are shown in Equation (10). 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

1 1 2 21

1 1
ij ij ij ij gj ij

ij ij ij

v t v t c r t p t x t c r t p t x t

x t x t v t

    + = + − + −    
+ = + +

(10) 

In Equation (10), 1c  and 2c  are acceleration constants, ijv  is the velocity of the particle, ijx  is the position 

of the particle, ijp  is the individual optimal position, and gjp  is the global optimal position. In this research, the 

minimum terminal voltage error is taken as the optimization objective, as shown in Equation (11). 

( ) ( ) ( )1TJ U k k kϕ θ
∧

= − − (11)

The introduction of weighting factor in the basic PSO algorithm can regulate the global and local search 

ability of the algorithm. However, the value of inertia weight is often difficult to determine in the practical 

application of the algorithm, which means the local convergence and global convergence are difficult to balance 

in the basic PSO algorithm. Therefore, a compression factor is introduced to optimize the final convergence. The 

velocity update equation of the improved compression factor particle swarm optimization algorithm and the 

expression for the compression factor are shown in Equation (12) and Equation (13). 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 2 2id id id id gd idv t v t c r t p t x t c r t p t x tλ  = + − + −     (12) 

( )2

2

2 4s s s
λ =

− − − (13) 

Wherein, λ  is the compression factor introduced in this paper, which is improved from the inertia weight, 

s   is the sum of 1c   and 2c  . The inertia weight of the CFPSO algorithm determines the global and local 

optimization capability of the algorithm, and optimizing it into a compression factor can better balance the 

development and exploration capabilities of the algorithm. The optimized CFPSO algorithm is capable of 

efficiently exploring diverse regions to obtain high-quality solutions. 

Page 8 of 21

https://mc04.manuscriptcentral.com/jes-ecs

Journal of The Electrochemical Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



By optimizing the forgetting factor of FFRLS with the CFPSO algorithm, the optimal value of forgetting 

factor can be found more accurately. The CFPSO-FFRLS algorithm greatly improves the estimation precision of 

parameter identification. The parameter identification flow chart based on CFPSO-FFRLS algorithm is shown in 

Figure 2. 

Data input

Parameters initialization
( ) [ ]

( )

10 1,1,1

0

T

P I

θ
δ

δ

∧ =

 =

( ) ( ) ( ) ( )1k k e k K kθ θ
∧ ∧

= − +

pdating the covarian

( ) ( ) ( ) ( )1 1TP k I K k k P kϕ
λ
 = − − 

( ) ( ) ( )
( ) ( ) ( )

1
1T

P k k
K k

k P k k
ϕ

λ ϕ ϕ
−

=
+ −

( ) ( ) ( ) ( )1Te k y k k kϕ θ
∧

= − −

?present pbestJ J<

?present gbestJ J<

Figure 2. Parameter identification flow chart based on CFPSO-FFRLS algorithm 

In Figure 2, presentJ  is the present fitness value of the particle, pbestJ  is the individual extremum, and gbestJ

is the global extremun. The optimal value of forgetting factor is obtained by continuous optimization and iterative 

searching. The results of parameter identification will be utilized for subsequent SOC estimation. 
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2.3. AEKF algorithm with dual noise update for SOC estimation 

The traditional Kalman filter is an optimal recursive data processing algorithm, which is only applicable to 

linear systems. For nonlinear systems such as lithium ion batteries, EKF algorithm uses Taylor formula to linearize 

the state space equation of the system. The state space equations of nonlinear discrete systems are generally shown 

in Equation (14). 

1k k k k

k k k k

x Ax Bu w
y Cx Du v
+ = + +

 = + +
(14) 

In Equation (14), kx  represents the state variable at time k, ky  represents the measurement variable of the 

system at time k, ku represents the input variable of the system, kw   and kv   represent the process noise and 

measurement noise, respectively, A  is the state transition matrix, B  is the input control matrix, while C  and D

are coefficient matrices. According to Equation (3) and (4), kx , ky  and ku can be defined, as shown in Equation

(15), and then matrices A, B, C, and D can be obtained, as shown in Equation (16). 

1, 2,, ,
T

k k k k

k k

k k

x SOC U U

u I
y U

  =   =
 =

(15) 

1 1

2 2

1 1 2 2
1 2

0

1 0 0

0 0

0 0

(1 ) (1 )

, 1, 1

t
R C

t
R C

Tt t
R C R C

N

T
oc

A e

e

tB R e R e
Q

dUC
SOC
D R

η

∆
−

∆
−

∆ ∆
− −

  
  
  =  
  
   
  ∆

= − − −  
   


  = − −   

= −

， ，
(16) 

Although the EKF algorithm optimized on the basis of Kalman filter is applicable to linear systems, it largely 

depends on the accuracy of the noise matrix. Therefore, in order to improve the problem of low filtering accuracy 

due to the inaccurate setting of the initial value of the noise covariance matrix when estimating the SOC of lithium-
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ion battery by the standard EKF algorithm, a dual noise update link can be introduced for noise adaption on the 

basis of the EKF algorithm to update the process noise and measurement noise of the EKF algorithm in real time 

in order to reduce the influence of noise on the estimation. The introduction of the adaptive noise link on the basis 

of the standard EKF algorithm can improve the algorithm's ability to adapt to noise and improve the estimation 

accuracy. The improved AEKF algorithm uses the noise update equations to update the process noise and 

measurement noise in the estimation process in real time after updating the system state variables. The SOC 

estimation flow chart based on the AEKF algorithm with dual noise update is shown in Figure 3. 

Start   Initializing 0 0,x P
T

k k
k T

k k k k

P CK
C P C R

−

−=
+

1 1 1 1
T

k k k k kP A P A Q− −
− − − −= +

11 1 1 1k kk k k kx A x B i q
− −∧ ∧

−− − − −= + +

( )k k k kP I K C P+ −= −

kk k k k k k k kx x K y C x D i r
+ − −∧ ∧ ∧  
= + − + −  

  

( ) 11 T T
k k k k k k k kQ d Q d K e e K−= − +

( ) 11 11 k kk k k k k k kq d q d x A x B i
∧ ∧

−− −
 = − + − − 
 

( ) ( )11 T T
k k k k k k k k kR d R d e e C P C−−= − + −

( ) 11 kk k k k k k k kr d r d y C x D i
−∧

−

 
= − + − − 

 

Figure 3. SOC estimation flow chart based on AEKF algorithm with dual noise update 

In Figure 3, ke  is the error between simulated voltage value and actual voltage value, i  is the input current 

value, Q  represents the process noise variance, q  represents the average value of process noise, R  represents 

the measurement noise variance, r  represents the average value of measurement noise, and kd  is the weighting 

factor of adaptive noise which is introduced to reduce the noise weight at the current moment. In the noise adaption, 

the weighting factor kd   is equal to 
1
1 k

b
b
−
−

 , where b   is the forgetting factor for adaptive noise. In practical 

applications, the smaller the value of b , the smaller the impact of the previous moment. However, a smaller value 

of b  can cause oscillations in the estimated noise, so the value should be determined according to the specific 
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situation. By introducing the improved adaptive filtering algorithm, the statistical properties of the noise in the 

algorithm can be updated adaptively as the estimation results change, thus improving the estimation accuracy. 

3. Analysis of experimental results

3.1. Parameter identification under different working conditions

3.1.1. Parameter identification results and analysis under HPPC working condition 

In order to verify the feasibility of the improved algorithm proposed in this paper, tests need to be conducted 

under different working conditions. The selected ternary lithium-ion battery was first subjected to HPPC 

experiment at a temperature of 15°C. The optimized CFPSO-FFRLS algorithm was used to identify the parameters 

of second-order RC equivalent circuit model of the battery. The voltage estimation results of FFRLS, PSO-FFRLS 

and CFPSO-FFRLS algorithms under HPPC working condition are shown in Figure 4. 

(a) Voltage estimation comparison (b) Error of the voltage estimation

Figure 4. Voltage estimation results under HPPC working condition 

It can be seen from Figure 4 that the proposed algorithm achieves the closest estimation result to the actual 

voltage value compared with the other two algorithms, with an estimation error that is effectively controlled within 

2%. 

In order to better compare the voltage estimation accuracy of FFRLS algorithm, PSO-FFRLS algorithm and 

CFPSO-FFRLS algorithm under HPPC working condition, it is necessary to compare the key data of the 

estimation results of the three algorithms. The three algorithms are compared through two evaluation indexes: 
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mean absolute error (MAE) and root mean square error (RMSE). The comparison of voltage estimation results 

under HPPC working condition is shown in Table 1. 

Table 1. Error comparison of voltage estimation under HPPC working condition 

algorithm MAE RMSE 

FFRLS 0.98% 1.81% 

PSO-FFRLS 0.58% 0.90% 

CFPSO-FFRLS 0.36% 0.49% 

As can be seen from Table 1, the mean absolute errors of FFRLS algorithm, PSO-FFRLS algorithm, and 

CFPSO-FFRLS algorithm for parameter identification under HPPC condition are 0.98%, 0.58% and 0.36%, 

respectively. The root mean square errors of FFRLS algorirhm, PSO-FFRLS algorithm, and CFPSO-FFRLS 

algorithm are 1.81%, 0.90% and 0.49%, respectively. The MAE and RMSE of the CFPSO-FFRLS algorithm are 

reduced by 63.27% and 72.93%, respectively. The comparison result shows that the CFPSO-FFRLS algorithm 

proposed in this paper has the highest estimation accuracy under HPPC working condition. 

3.1.2. Parameter identification results and analysis under BBDST and DST working conditions 

After getting the conclusion that the CFPSO-FFRLS algorithm has higher estimation accuracy than the other 

two algorithms under HPPC working condition, it is necessary to verify the validity of the algorithm under 

different working conditions. BBDST and DST working conditions are carried out, and the voltage estimation 

results under BBDST and DST working conditions are shown in Figure 5 and Figure 6. 

(a) Voltage estimation comparison (b) Error of the voltage estimation
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Figure 5. Voltage estimation results under BBDST working condition 

(a) Voltage estimation comparison (b) Error of the voltage estimation

Figure 6. Voltage estimation results under DST working condition 

It can be seen from Figure 5 and Figure 6 that the CFPSO-FFRLS algorithm can still accurately estimate the 

voltage of battery. Under both working conditions, the algorithm is still capable of maintaining the estimation 

error within a small range, which further verifies the accuracy of the CFPSO-FFRLS algorithm. 

The comparison of voltage estimation results from two aspects under BBDST and DST working conditions 

is shown in Table 2. 

Table 2. Error comparison of voltage estimation under BBDST and DST working conditions 

algorithm 
MAE RMSE 

BBDST DST BBDST DST 

FFRLS 1.65% 3.37% 5.31% 7.67% 

PSO-FFRLS 0.97% 1.76% 3.24% 4.93% 

CFPSO-FFRLS 0.53% 0.91% 1.43% 3.94% 

It can be seen from Table 2 that the MAE and RMSE of CFPSO-FFRLS are reduced by 67.88% and 69.30% 

compared with the FFRLS algorithm under BBDST working condition, and the MAE and RMSE are reduced by 

74.32% and 48.63%, respectively. The comparison results under BBDST and DST working conditions verify the 

advantages of the algorithm proposed in this paper. 
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3.2. SOC estimation under different working conditions 

3.2.1. SOC estimation based on CFPSO-FFRLS-AEKF under HPPC working condition 

After obtaining the parameter identification results under different working conditions, the parameter 

identification results of FFRLS are combined with EKF algorithm, while the results of PSO-FFRLS and CFPSO-

FFRLS are combined with AEKF algorithm with dual noise update to estimate the SOC of lithium-ion battery, 

and the estimation results under HPPC working condition are obtained, as shown in Figure 7. 

(a) Comparison of SOC estimation results (b) Comparison of SOC estimation errors

Figure 7. SOC estimation results under HPPC working condition 

In Figure 7 (a), SOC1 represents the reference value of SOC, SOC2 represents the estimated SOC value 

basesd on FFRLS-EKF algorithm, SOC3 represents the estimated SOC value based on PSO-FFRLS-AEKF 

algorithm, and SOC4 represents the estimated SOC value based on CFPSO-FFRLS-AEKF algorithm. In Figure 

7 (b), Err1-Err3 represent the error of SOC estimation corresponding to SOC2-SOC4. It can be seen from Figure 

7 that in the early stage of SOC estimation, since the EKF algorithm's noise covariance matrix is randomly given, 

its SOC estimation curve does not converge to the true SOC in time, which leads to the later estimation curve 

deviating more and more from the true values and gradually showing a tendency to diverge. The other two 

algorithms are adaptive to the noise, which makes the estimation curve converge to the true SOC value soon from 

the beginning and keeps a high estimation accuracy in the subsequent estimation. Because the CFPSO-FFRLS-

AEKF algorithm identifies more accurate parameters, the algorithm has smaller error in estimating the SOC of 
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lithium-ion battery. 

3.2.2. SOC estimation based on CFPSO-FFRLS-AEKF under BBDST and DST working conditions 

In the actual use of lithium-ion batteries, the working conditions are often more complex, and the SOC 

estimation is more difficult. To verify the reliability of the CFPSO-FFRLS-AEKF algorithm for estimating SOC 

under complex working conditions, the SOC estimation under BBDST and DST working conditions are conducted, 

and the estimation results are shown in Figure 8 and Figure 9. 

(a) Comparison of SOC estimation results (b) Comparison of SOC estimation errors

Figure 8. SOC estimation results under BBDST working condition 

(a) Comparison of SOC estimation results (b) Comparison of SOC estimation errors

Figure 9. SOC estimation results under DST working condition 

In Figure 8 (a) and Figure 9 (a), SOC1 represents the reference value of SOC, SOC2 represents the estimated 

SOC value basesd on FFRLS-EKF algorithm, SOC3 represents the estimated SOC value based on PSO-FFRLS-

AEKF algorithm, and SOC4 represents the estimated SOC value based on CFPSO-FFRLS-AEKF algorithm. In 
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Figure 8 (b) and Figure 9 (b), Err1-Err3 represent the error of SOC estimation corresponding to SOC2-SOC4. As 

can be seen from Figure 8 and Figure 9, the error of the FFRLS-EKF algorithm gradually increases at the end of 

the estimation process under BBDST and DST working conditions due to the nonlinearity of the battery, while 

the CFPSO-FFRLS-AEKF algorithm and PSO-FFRLS-AEKF algorithm can still accurately estimate the SOC 

since these two algorithms possess adaptive capabilities to noise. In addition, the error curve also shows that the 

estimated value of CFPSO-FFRLS-AEKF algorithm quickly converges close to the true SOC value, and the 

algorithm maintains an estimation error of approximately 2% under BBDST working condition and around 1% 

under DST working condition after the algorithm converges, which is better than the other two algorithms. The 

results prove that the CFPSO-FFRLS-AEKF algorithm has higher estimation accuracy and better adaptability. 

3.2.3. Analysis of CFPSO-FFRLS-AEKF under different working conditions 

The estimated effects of the three algorithms under different working conditions are compared by two 

evaluation indexes, and the comparison results are shown in Figure 10. 

(a) Comparison of mean absolute errors under different working

conditions 

(b) Comparison of root mean square errors under different

working conditions 

Figure 10. Comparison of SOC estimation results of three algorithms under different working conditions 

In Figure 10, MAE1 and RMSE1 represent the FFRLS-EKF algorithm, MAE2 and RMSE2 represent the 

PSO-FFRLS-AEKF algorithm, and MAE3 and RMSE3 represent the CFPSO-FFRLS-AEKF algorithm. It can be 

seen that under HPPC, BBDST and DST working condtions, the MAEs of the algorithm proposed in this paper 
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are 1.14%, 0.78% and 1.1%, and the RMSEs are 1.18%, 0.99% and 1.11%. Under HPPC, BBDST and DST 

working conditions, the MAEs of CFPSO-FFRLS-AEKF algorithm are reduced by 42.71%, 65.79% and 39.56% 

compared with FFRLS-EKF algorithm. The RMSEs of CFPSO-FFRLS-AEKF algorithm are reduced by 44.86%, 

65.98% and 51.74% under these working conditions, respectively. The results confirm the superiority of the 

proposed algorithm. 

4. Conclusion

With the rapid development in the field of new energy, lithium-ion batteries have attracted much attention 

for their unique advantages and wide range of applications, and the accurate estimation of their charge state has 

become a major focus issue. In order to achieve high-precision SOC estimation of lithium-ion batteries, an 

improved CFPSO-FFRLS algorithm is proposed to identify more accurate parameters in the second-order RC 

model, and the joint CFPSO-FFRLS-AEKF algorithm by combining the CFPSO-FFRLS algorithm and AEKF 

algorithm with dual noise update is proposed for the SOC estimation. Under HPPC, BBDST and DST working 

conditions, the MAEs of the proposed CFPSO-FFRLS algorithm for parameter identification are 0.36%, 0.53% 

and 0.91%, and the RMSEs are 0.49%, 1.43% and 3.94%, respectively. The MAEs of CFPSO-FFRLS-AEKF for 

SOC estimation under different working conditions are 1.14%, 0.78% and 1.1%, and the RMSEs are 1.18%, 0.99% 

and 1.11%, respectively. The accuracy of the algorithm is greatly improved compared with the FFRLS-EKF 

algorithm. 

In summary, the algorithm proposed in this paper provides a theoretical basis for high-precision SOC 

estimation of lithium-ion batteries, which is of significance for lithium-ion batteries condition monitoring. This 

algorithm makes an important contribution to the state estimation of lithium-ion batteries in the application of 

new energy vehicles. 
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