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Abstract: High precision state of Charge (SOC) estimation is essential for battery management systems (BMS). In 

this paper, a new SOC estimation method is proposed. The dual Kalman filter algorithm is combined with the back-

propagation neural network (PSO-BPNN-DEKF) which optimizes the initial weights and thresholds by particle 

swarm optimization algorithm to estimate and correct the SOC of lithium-ion batteries. Based on the second-order 

RC equivalent circuit model, parameter identification is carried out using the adaptive forgetting factor least squares 

method (AFFRLS). Implement online parameter updates and SOC estimation through the DEKF algorithm. Then, the 

trained PSO-BPNN is used to predict the SOC estimation error in real time, and the SOC estimation value is 

corrected by adding prediction errors. The SOC estimates before and after correction under Beijing Dynamic Stress 

Test (BBDST), dynamic Stress Test (DST), and Hybrid Pulse Power Characterization(HPPC) were compared. Under 

BBDST, DST, and HPPC tests, the maximum errors of the corrected SOC estimates are 0.0107, 0.0090, and 0.0147, 

respectively. The root mean square error (RMSE) of the corrected SOC estimates decreased by 94.02%, 83.18%, and 

88.03% respectively compared with the EKF. The MAE of the corrected SOC estimates remained around 0.1% for all 

the BBDST dynamic operating conditions at different temperatures. The experimental results demonstrate the 

accuracy, effectiveness, and temperature adaptability of the proposed algorithm for SOC estimation under complex 

conditions of lithium-ion batteries.

Keywords: Double extended Kalman filter; Backpropagation neural network; Particle swarm optimization 

algorithm; Estimation of state of charge; Ternary lithium battery
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1. Introduction

As a clean and reusable energy source, the lithium-ion battery has advantages such as high power and energy 

density, long life, good design flexibility, and no memory effect, and has become the most promising energy storage 

device for electric vehicles[1]. In real-time EV applications, a battery management system (BMS) is needed to 

monitor the internal state of the battery to ensure the best use of lithium-ion batteries[2]. As one of the key 

technologies for EV battery management, the estimation of the battery state of charge plays an important role in 
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battery protection and service life prediction[3]. However, due to its nonlinear characteristics, accurate estimation of 

battery SOC is a key challenge for BMS[4].

With the increasing requirement for SOC estimation accuracy, the research on real-time SOC estimation 

methods for lithium batteries is developing toward the trend of model diversification and algorithm complexity[5]. At 

present, common SOC estimation methods include amp-hour integration method[6, 7], open-circuit voltage 

method[8, 9], Kalman filter algorithm[10-12], support vector machine[13-15] and neural network algorithm[16, 17], 

etc. Among them, the Ah integral algorithm is the most commonly used method[18]. However, due to the problems 

of initial SOC measurement and accumulation error, it is usually combined with other methods[19]. Zhang Xin, Hou 

Keywei, et al proposed the GWO-BP optimized amp-hour integral method to keep the estimation error of the SOH-

SOC joint estimation model within 5% [18]. The author proposed a fusion algorithm of F-EKF-Ah and utilized the 

advantage of the EKF algorithm's high estimation accuracy in the nonlinear interval to solve the error problem caused 

by the inaccurate initial value of the Ah integral algorithm[20]. Meanwhile, the development of deep learning 

provides an emerging solution for SOC estimation[21]. As a data-driven method to solve the SOC estimation problem 

of lithium batteries, deep learning has the advantages of high precision and short modeling time[22]. The author 

proposes a stacked bidirectional long and short-term memory (SBLSTM) neural network for SOC estimation, which 

makes full use of battery time information to estimate SOC value [23]. Fan, XY proposed the boundary effect of 

symmetric convolutional neural networks (CNN) to improve the accuracy of edge SOC estimation[24]. However, the 

success of neural networks in SOC estimation depends on the assumption that training data and test data have the 

same distribution, which is heavily dependent on data[25]. The model-based filtering method is widely used in 

practical engineering due to its advantages of high precision, closed-loop, strong self-correction ability, and adaptive 

ability[26]. Li Lulu established a second-order fractional electrical model of lithium battery based on the second-

order RC equivalent circuit model and then adopted a traceless particle algorithm based on Schmidt orthogonal 

transformation idea for state estimation, which improved the robustness and computational efficiency of the 

algorithm[27]. Zhang Xiaoyang proposed an adaptive extended Kalman particle filter based on the hierarchical model 

for SOC estimation, which further improved the accuracy and robustness of SOC estimation based on reducing the 

computational burden[28]. A general battery model based on differential voltage (DV) analysis and two SOC 

estimation algorithms based on EKF and particle filter (PF) is proposed to achieve SOC estimates with a maximum 

absolute error of 1.75% and root mean square error of less than 1.10% [29]. Reference[30] proposed an improved 

adaptive Kalman filter algorithm to achieve co-estimation of battery capacitance and SOC. Considering the effect of 

temperature on OCV, the online OCV identified by FFRLS is innovatively taken as the observation state to improve 
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the SOC estimation accuracy, but the effect of battery aging is ignored in this method. Reference[31] proposed an 

improved adaptive fifth-order cubature Kalman filter for real-time SOC estimation. Adopted fading filter and square 

root filter to improve the robustness, which greatly improved the SOC estimation accuracy. But the accuracy of such 

methods depends on the accuracy of the battery model. Therefore, it is also very important to improve the accuracy of 

the battery model and parameter identification[32]. The equivalent circuit model of the battery model is the most 

widely used to characterize battery characteristics through a specific circuit[33]. At present, battery-equivalent circuit 

models mainly include the Rint model, PNGV model, Thevenin model, and nth-order RC equivalent circuit 

model[34]. Among them, the nth-order RC equivalent model has higher precision, and usually the more RC links, the 

higher the accuracy, but the more complex the calculation, so it is not suitable for the system with high real-time 

performance and limited hardware conditions[35]. The second-order RC equivalent circuit model is widely used 

because of its good accuracy and dynamic simulation characteristics, low circuit model complexity, and low 

computational burden[36]. At the same time, in order to improve the accuracy of battery model parameters, online 

parameter identification is usually adopted to obtain battery model parameters, among which recursive least squares 

algorithm and its derivative algorithm are the most widely used[37]. Some studies also improve SOC estimation 

accuracy by improving model accuracy.In reference[38], SOC estimation was performed based on FOM, which 

improved the accuracy of SOC estimation. Reference[39] uses a second-order RC equivalent circuit with a thermal 

model for simulation, taking into account the influence of temperature on SOC estimation accuracy, and improving 

the temperature adaptability of SOC estimation. 

With the vigorous development of the new energy automobile industry, the requirement for SOC estimation 

accuracy is constantly increasing. A new design idea for the SOC estimation method is proposed. Reference[40] 

combines machine learning with Kalman filtering algorithms. The characteristic variables obtained by the Kalman 

filter algorithm are used as input variables for SOC estimation, which provides a new idea for the design of a battery 

condition monitoring scheme. In this study, combining the advantages of model-based methods and deep learning 

algorithms, a particle swarm optimization back propagation neural network correction Double Kalman filter (PSO-

BPNN-DEKF) method is proposed for high-precision SOC estimation. The main contributions of this study include. 

(1) We are modeling the battery based on the second-order RC equivalent circuit model. A simple adaptive forgetting

factor least square method is proposed to identify model parameters, which improves the accuracy of model 

parameter identification. (2) we proposed a new method of high-accuracy of SOC estimation. Firstly, the cyclic 

update of the DEKF algorithm is used for SOC estimation and real-time update of model parameters, which reduces 

the impact of time-varying parameters on SOC estimation accuracy in complex working environments. Then, the 
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trained PSO-BPNN is introduced to predict the SOC estimation error in real-time. The SOC estimation results of 

DEKF are corrected by adding the error, to further improve the SOC estimation accuracy. (3) We put forward a 

detailed derivation process of DEKF theory, which is easy for researchers to understand and apply. (4) The 

effectiveness and accuracy of the proposed method are verified under BBDST, DST, and HPPC working conditions. 

It lays a theoretical foundation for the condition monitoring of lithium batteries.

The content of this paper is organized as follows. In the second section of mathematical analysis, the battery 

model and parameter identification, SOC estimation of DEKF, and SOC correction of PSO-BPNN are introduced. In 

the third section, the experimental results under three complex conditions and different temperatures are analyzed. 

The fourth section summarizes the thesis.

2. Mathematical analysis

2.1. Equivalent circuit modeling

The SOC estimation based on the Kalman filter algorithm needs to be based on an accurate battery model. The 

second-order RC equivalent circuit model is widely used in various equivalent circuits because of its high precision. 

Therefore, the second-order RC circuit was used in this study to model the battery, and the equivalent model is shown 

in Figure 1.

Figure 1. Second Order RC Equivalent Circuit model.

According to Kirchhoff's Law, the model equation can be obtained as Equation (1).

{
���= �0+ IR0+ �1+ �2

��1

�

=�

�1

�1�1
+
�

�1
��2

�

=�

�2

�2�2
+
�

�2

#�1�

The SOC expression of the battery is shown in Equation (2).

SOC(
) = ���0�
���


��
#�2�

Among them,  is ohm internal resistance,  and  are electrochemical polarization resistance and �0 �1 �1

capacitance respectively,  and  are concentration polarization resistance and capacitance respectively,  is �2 �2 ���
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open circuit voltage,  is terminal voltage, and I is battery operating current.  is the Coulomb efficiency, , �� � �= 1

 is the initial value,  is the sampling time,  is the actual capacity of the battery.���0 �
 ��

According to Equation (1), the equation of state is obtained by discretization, as shown in Equation (3).

{[���(�+ 1)�1(�+ 1)
�2(�+ 1)

]= [
1 0 0

0 �
�

1

�1�1 0

0 0 �
�

1

�2�2
][���(�)�1(�)
�2(�)

]+ [
�
�


��

R1(1� �
�

1

�1�1)

R2(1� �
�

1

�2�2)
]��

��(�+ 1) = �oc
(SOC
�+ 1)� �1(�+ 1)� �2(�+ 1)� R0��+ 1

#�3�

Among them, the expression of the time constant is , . The relationship between open circuit !1= R1�1 !2= R2�2

voltage  and SOC can be obtained by fitting.�oc

Open circuit voltage(OCV) refers to the potential difference between the poles of a battery when it is not 

discharging. Determining the OCV-SOC relationship is an indispensable step in SOC estimation based on the battery 

model. The mathematical relationship of OCV-SOC is realized by the HPPC test. In the HPPC test, the open-circuit 

voltage values corresponding to each interval of 0.1 in the SOC from 0 to 1 are recorded. The 11 sets of recorded data 

were then used to fit the OCV polynomial concerning SOC. The target polynomial is shown in Equation (4).

OCV(���) = �0+

�

"
�= 1

�� × ���
�#(4)

2.2. AFFRLS Parameter identification

The least square method (LS) is one of the most commonly used estimation methods in system identification. To 

overcome the problem of "data saturation" in this method, the forgetting factor is introduced. Thus, the influence of 

old data on new data prediction is weakened to improve the identification accuracy. However, when the charging and 

discharging current changes frequently, the fixed forgetting factor will affect the dynamic recognition ability and 

accuracy of circuit parameters. Therefore, a simple adaptive forgetting factor formula is proposed in this paper, which 

can make the forgetting factor self-adjust within a certain range, to improve the dynamic recognition ability and 

accuracy of circuit parameters.

According to Equation (1), the Laplace equation of the battery model is shown in Equation (5).

%= �oc(s)� ��(s) = (
�1

�1�1'+ 1
+

�2

�2�2'+ 1
+ R0)��'���5�
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Rewrite expression (5) as expression (6).

)(s) =
%(')

�(')
= (

�1

�1�1'+ 1
+

�2

�2�2'+ 1
+ �0)#�6�

Substitute the time constant ,  into Equation (6). Discretization by bilinear transformation, set !1= R1�1 !2= R2�2

 get the form of transfer function such as formula (7).'=
2

+
×
1� Z

�1

1 + Z
�1

)(Z�1)=
%(�)

�(�)
=
�3+ �4Z

�1+ �5Z
�2

1� �1Z
�1� �2Z

�2
#(7)

Among them, 
 
 
 
  are the corresponding constant coefficients. I(k) and E(k) are the input and �1 �2 �3 �4 �5

output of the system respectively. Convert equation (7) into a differential equation such as equation (8).

%(�) = �1%(� � 1) + �2%(� � 2) + �3�(�) + �4�(� � 1) + �5(� � 2)#(8)

Set , 
 , .= !1!2 /= !1+ !2 c = R1+ R2+ R0 d = R1!2+ R2!1+ R0(!1+ !2)

Among them, 

{
�1=

-. � 2+2

+2+ 2/++ 4.

�2=
$/+

+2+ 2/++ 4.
� 1

�3=�
�+2+ ��++ 4.R0

+2+ 2/++ 4.

�4=
8.R0� 2�+

2

+2+ 2/++ 4.

�5=�
�+2� ��++ $.R0

+2+ 2/++ 4.

#�9�

As shown in equation (9) above, let 
  is the coefficient to be identified. Set the sampling 3= [�1,�2,�3,�4,�5]
+ 3

error of the sensor at moment k as e(k), and equation (10) can be obtained.

E(�) = 5+(�)3+ e(�)#(10)

Parameters are identified through the least squares algorithm of the forgetting factor. The recursive process of 

the least squares algorithm of the forgetting factor is shown in Equation (11).

{
3(�) = 3(� � 1) + 7(�)[%(�)� 5+(�)3(� � 1)]

7(�) = 8(� � 1)5(�)[5+(�)8(� � 1)5(�) + 9]
�1

8(�) = 9�1[� � 7(�)5+(�)8(� � 1)]
#�11�

Among them,  is the covariance matrix, 
 K is the gain, 8(�) 5(�) = [%(�),%(� � 1),�(�),�(� � 1),�(� � 2)] 9

is the forgetting factor, on behalf of the distribution of the weight of the old and new data. K ranges from 0 < 9< 1

usually taking the constant of 0.98. The smaller the value of , the better the tracking performance of the algorithm, 9

but it also increases the possibility of oscillation.
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When the error of parameter identification is very small, the forgetting factor should be close to 1. When the 

online parameter identification error is large, the forgetting factor should be reduced to accelerate the convergence 

speed and reduce the identification error. Therefore, we expect that the forgetting factor can be adjusted adaptively 

with the error of parameter identification. Therefore, a simple Equation (12) for calculating the adaptive forgetting 

factor is proposed as follows.

{
9(�) = 9;��+ (1� 9;��)<

=(�)

=(�) = >�?��(�(�)�'�

)
2
#�12�

Among them,  is the minimum value of the forgetting factor, is the sensitivity coefficient, indicating the 9;�� <

sensitivity of the forgetting factor to error.  is the error at time k, is the allowable error reference.�(�) �'�


By iterative calculation,  can be obtained for each calculation. Then the values of , , , ,  can be 3 �0 �1 �2 �1 �2

calculated.

2.3 PSO-BPNN-DEKF algorithm

Battery model parameters are unstable and change with complex working conditions. To reduce the SOC 

estimation error caused by the instability of model parameters, it is necessary to identify model parameters online. 

DEKF algorithm was introduced to estimate battery SOC and model parameters by an iterative method. Real-time 

tracking and correction of model parameters can solve the problem of time-varying model parameters, which can 

effectively improve the accuracy of the battery model and SOC estimation accuracy. To further improve the accuracy 

of SOC estimation, trained PSO-BPNN is introduced to predict the SOC estimation error of the DEKF. Correction is 

achieved by adding prediction errors The PSO algorithm optimizes the initial weight and threshold of BPNN, and 

improves the prediction accuracy of the trained PSO-BPNN model, to further improve the correction accuracy. The 

flow chart of the proposed PSO-BPNN-DEKF algorithm is shown in Figure 2.
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Step 4: Model parameters observation prediction.
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Where 
  and  are the Jacobian matrix, and the expression is shown in (25).A� J@� J3�

A�K
LA(@�,?�,3�)

L@
,J@�K

LD(@�,?�,3�)

L@
,J3� K

LLD(@�,?�,3�)

L3
#(25)

The real-time model parameters and state variable SOC can be estimated by constantly updating the time state 

and observation state through equations (15)~(24).

2.3.2 PSO-BPNN correction

No matter what method is used to estimate SOC, there will be estimation errors. If the estimation error is known 

and the estimation error is added to the estimated value, the error correction can be realized, to get a more accurate 

estimator. However, because the input/output variables of the estimation error and estimator are highly nonlinear, the 

mathematical relationship between them cannot be described by a function. To solve this nonlinear problem, a neural 

network model is proposed to predict the estimation error. Among them, BPNN is widely used because of its strong 

nonlinear mapping ability and flexible network structure. However, BPNN also has some disadvantages. BPNN is 

easy to fall into the local minimum value, thus reducing the accuracy of the model prediction. Therefore, the PSO-

BPNN model is proposed for error correction. The global optimization ability of the PSO algorithm is used to 

improve the generalization ability and learning performance of BPNN, and further improve the prediction accuracy of 

the PSO-BPNN model. The flow chart of the PSO-BPNN algorithm is shown in Figure 3, and the detailed process is 
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as follows.

Determine the neural 

network structure

Initializes the particle parameters

Update particle 

velocity and position

Calculate the particle fitness 

value, individual extremum and 

population extremum 

Reach the minimum 

error?

Output the global optimal 

particle position

Initializes the initial weights 

and thresholds of BP

Input samples, calculate the output 

and error of each BP layer

Reaches the termination 

condition�

End

Start

Number of 

iterations +1

Number of 

iterations +1

Calculate the reverse 

error and update the 

weights and thresholds

Yes

No Yes

No
No

Figure 3. The flow chart of the PSO-BPNN algorithm

Step 1: First determine the structure hierarchy relationship of the BPNN algorithm, as well as the number of the 

input layer, hidden layer, and output layer, to determine the optimal parameters in the particle swarm optimization 

algorithm, and determine the number of particle swarm dimension according to the structure.

Step 2: Determine the fitness function in the particle swarm model.

Step 3: Set the initial value of particles in the particle swarm.

Charging and discharging 

power supply
Lithium-ion battery

I/V/T

Power Line

Temperature test

chamber

Computer
Data acquistion

Control signal

Figure. 4 Test platform structure drawing

Step 4: Find the optimal initial weight and threshold in BP neural network. In this paper, the fitness algorithm of 

the particle swarm is used to find the minimum value. Through this minimum value, the optimal position of the 
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particle is found through continuous iterative calculation. The value corresponding to this position is the optimal 

initial value of the weight and threshold.

Step 5: Introduce the optimal initial weight and threshold determined in the previous step into the BP neural 

network model, and then start the prediction work.

3. Experimental analysis

3.1 Experimental operating conditions

To verify the effectiveness of the PSO-BPNN-DEKF algorithm in SOC estimation, this study uses a terpolymer 

lithium battery with a rated capacity of 70Ah as the research object to carry out charging and discharging 

experiments. The experimental platform is shown in Figure 4. The whole experimental platform is composed of the 

host system, programmable thermostatic control box, ternary lithium-ion battery, and battery test system. The specific 

parameters of the lithium-ion battery used in the experiment are shown in Table 1.

Table 1. Lithium-ion battery specifications

Battery parameter Value

Standard Capacity 70Ah

Maximum continuous discharge 3C

Nominal voltage 3.7V

Charging upper voltage 4.2V

Discharge lower limit voltage 2.75V

Size 149mm×98mm×1500mm

3.2. OCV-SOC relationship Curve

To obtain a more accurate OCV-SOC relationship, different order polynomials are used as the objective function 

for fitting. The RMSE of fitting polynomials of different orders as the objective function is shown in Table 2.

Table 2. RMSE distributions are fitted by polynomials of different orders

The highest order 1 2 3 4 5 6 7 8 9

RMSE (V) 0.0719 0.0761 0.0495 0.0212 0.0131 0.0143 0.0103 0.0036 0.0046

However, the higher the order of the target polynomial, the greater the amount of computation. After balancing 

the accuracy and computational effort of the fit, an 8th-order polynomial was chosen to fit the OCV(SOC) function.

Page 11 of 67

http://mc.manuscriptcentral.com/ijcta

International Journal of Circuit Theory and Application

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2

2.5

3.0

3.5

4.0

O
C

V
 (

V
)

SOC

Figure 5. OCV-SOC fitting curve

The fitting curve of OCV-SOC is shown in Figure 5. It can be seen that SOC and the corresponding OCV points 

are very close to the fitting curve, and the fitting effect is relatively good, with RMSE only 0.0036V. The fitting 

polynomial coefficients are shown in Table 3.

Table 3. Values of polynomial fitting coefficients

Coefficient Value

�0 3.148

�1 7.199

�2 -70.61

�3 404.8

�4 -1326

�5 2518

�6 -2730

�7 1567

�8 -369.2

3.3 Parameter identification result

The minimum adaptive change value of the forgetting factor is set to 0.98 so that the change range of the 

forgetting factor is 0.98~1. The measured current and voltage data in the BBDST condition were used for parameter 

identification. The whole discharge process time was 41533s, and the sampling interval time was 0.1s. AFFFRLS 

parameter identification results are shown in Figure 6. The average values of AFFRLS parameter identification are 

shown in Table 4. The results of AFFRLS parameter identification have obvious fluctuations, but also more 

accurately reflect the complex property of real-time changes of parameters with the change of charge and discharge 

current. There are also some spikes in the dynamic parameters, which fully highlight the recognition ability of 

frequent switching between charging and discharging current.

Tab. 4 AFFRLS parameter identification result

Parameter �0 �1 �2 �1 �2

Value >&7<?7�,7;Q 7&77C7Q 8&<<D�,7CQ 1.4974+05F 6.6598+04F
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4. Conclusion

Based on the modeling of a second-order RC equivalent circuit, a simple AFFRLS is proposed to identify 

battery parameters with high precision. The PSO-BPNN-DEKF algorithm is proposed for SOC estimation and 

correction. The DEKF algorithm is used to estimate SOC and update model parameters online. The influence of 

parameter time variation on the accuracy of SOC estimation is reduced. PSO-BPNN is used to predict SOC 

estimation error in real time and compensate for the SOC estimation error of the DEKF algorithm. The accuracy of 

parameter identification is verified under BBDST conditions, and the accuracy of model identification based on the 

AFFRLS algorithm is improved by 1/2. The effectiveness and adaptability of the proposed algorithm are verified 

under BBDST, DST working conditions, and HPPC tests. The estimated error of SOC after correction is less than 

0.015 under the three working conditions. Under BBDST and DST conditions, the estimated MAE of SOC after 

correction is only about 1/8 of that under DEKF. Under HPPC conditions, the estimated MAE of SOC after 

correction is only about 1/10 of that under DEKF. Under BBDST conditions with different temperatures, the 

estimated error of SOC after correction is about 0.1%. The applicability and superiority of the PSO-BPNN-DEKF 

algorithm in SOC estimation are verified. The experimental results show that the proposed PSO-BPNN-DEKF 

algorithm greatly improves the SOC estimation accuracy and is suitable for a variety of complex operating conditions 

and temperature conditions. This study provides a theoretical basis for real-time SOC estimation of battery 

management systems, which is conducive to promoting the development of new energy vehicle battery management 

systems.
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