
ADEGBOYE, M.A. 2023. Adaptive swarm optimisation assisted surrogate model for pipeline leak detection and 
characterisation. Robert Gordon University, PhD thesis. Hosted on OpenAIR [online]. Available from: 

https://doi.org/10.48526/rgu-wt-2071535 

 
 
 
 

The author of this thesis retains the right to be identified as such on any occasion in which content from this 
thesis is referenced or re-used. The licence under which this thesis is distributed applies to the text and any 
original images only – re-use of any third-party content must still be cleared with the original copyright holder. 

This document was downloaded from 
https://openair.rgu.ac.uk 

Adaptive swarm optimisation assisted surrogate 
model for pipeline leak detection and 

characterisation. 

ADEGBOYE, M.A. 

2023 

https://doi.org/10.48526/rgu-wt-2071535


i 

 

 

 

 

Adaptive Swarm Optimisation Assisted Surrogate Model 

for Pipeline Leak Detection and Characterisation 

 

 

 

 

 

 

 

Adegboye, M. A. 

2023 

 

 

 

 

 

 

PhD          2023 

 

 

 



ii 

 

 

 

Adaptive Swarm Optimisation Assisted Surrogate Model 

for Pipeline Leak Detection and Characterisation 

 

 

 

Mutiu Adesina Adegboye 

 

 

 

 

A Thesis submitted in partial fulfilment of the 

 requirements of the  

Robert Gordon University 

for the degree of Doctor of Philosophy 

 

 

February 2023 

 

 



iii 

 

 

 

MUTIU ADESINA ADEGBOYE 

 

 

Adaptive Swarm Optimisation Assisted Surrogate Model 

for Pipeline Leak Detection and Characterisation 

 

 

               Supervisor Team: Dr Aditya Karnik 

                        Dr Wai-keung Fung 

                                          Professor Radhakrishna Prabhu  

 

 

 

School of Engineering, Robert Gordon University, 

The Sir Ian Wood Building, Riverside East, 

Garthdee Road, AB10 7GJ, 

Aberdeen, 

United Kingdom. 

 

 

 



iv 

 

Declaration 

 

I declare that this thesis, except where otherwise stated, is based on my 

own work. To the best of my knowledge and belief, this report contains no 

material previously published or written by another person except where 

due reference has been made. This thesis has not been submitted before 

for any degree or examination at any other University. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



v 

Dedication 

This dissertation is dedicated to Almighty Allah, The All-Knowing, The All-

Wise. A special feeling of gratitude to my parents, my ever-supportive wife, 

my adorable daughter, and my teachers.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vi 

Acknowledgement 

 

I would like to offer my profound gratitude to my wonderful and supportive 

supervisory team: Dr Aditya Karnik for his guidance, encouragement and 

helpful suggestion throughout my PhD Journey; Dr Wai-keung Fung for 

starting me on the right footing, giving me inspiring suggestions and zest 

for perfection that brought the best out of me; Professor Radhakrishna 

Prabhu for his contributions in making this research a success.   

 

I deeply appreciate the Federal Republic of Nigeria for allowing me to study 

for my Doctorate through the Petroleum Technology Development Fund 

(PTDF). I will not forget to thank Dr Lazaro Molina-Espinosa of Instituto 

Mexicano del Petróleo, Mexico, for making their datasets available for me 

despite the challenge he faced during the COVID-19 lockdown.  

I will not forget to say a big thanks to my Parents, Brothers and Sisters for 

all your prayers and encouragement all throughout my study. I appreciate 

my loving wife Karamot for her patience and support and for holding our 

girl without complaining, even when I had to stay overnight at the 

University. To my little girl, Hikmah, I appreciate your patience and 

understanding.  

 

I must say a big thank you to the support staff in the School of Engineering, 

particularly Dr Ros Shanks and Kirsty Stevenson. I appreciate the lecturers, 

friends, colleagues, technicians in the School of Engineering, and the library 

staff. Gratitude also goes to my friends Dr Auwalu Mohammed, Dr Maryam 

Heidarian, Dr Olawale Sanusi, Dr Aliyu Ibrahim, Dr Mansur Hamma-Adama, 

Dr Adamu Ali-Gombe, Badmus Taofeeq, Idris Zakariyya, Sani Lawal and 

Owolabi Abideen. A final thank you to all those who made this research 

possible in one way or another.  

 

 

 

 



vii 

Abstract 

Pipelines are often subject to leakage due to ageing, corrosion, and weld 

defects. It is difficult to avoid pipeline leakage as the sources of leaks are 

diverse. Various pipeline leakage detection methods, including fibre optic, 

pressure point analysis and numerical modelling, have been proposed 

during the last decades. One major issue of these methods is distinguishing 

the leak signal without giving false alarms. Considering that the data 

obtained by these traditional methods are digital in nature, the machine 

learning model has been adopted to improve the accuracy of pipeline 

leakage detection. However, most of these methods rely on a large training 

dataset for accurate training models. It is difficult to obtain experimental 

data for accurate model training. Some of the reasons include the huge cost 

of an experimental setup for data collection to cover all possible scenarios, 

poor accessibility to the remote pipeline, and labour-intensive experiments. 

Moreover, datasets constructed from data acquired in laboratory or field 

tests are usually imbalanced as leakage data samples are generated from 

artificial leaks. Computational fluid dynamics (CFD) offers the benefits of 

providing detailed and accurate pipeline leakage modelling, which may be 

difficult to obtain experimentally or with the aid of analytical approach. 

However, CFD simulation is typically time-consuming and computationally 

expensive, limiting its pertinence in real-time applications. In order to 

alleviate the high computational cost of CFD modelling, this study proposed 

a novel data sampling optimisation algorithm called Adaptive Particle 

Swarm Optimisation Assisted Surrogate Model (PSOASM) to systematically 

select simulation scenarios for simulation in an adaptive and optimised 

manner. The algorithm was designed to place a new sample in a poorly 

sampled region or regions in parameter space of parametrised leakage 

scenarios, which the uniform sampling methods may easily miss. This was 

achieved using two criteria: population density of the training dataset and 

model prediction fitness value. The model prediction fitness value was used 

to enhance the global exploration capability of the surrogate model, while 

the population density of training data samples is beneficial to the local 

accuracy of the surrogate model.  



viii 

The proposed PSOASM was compared with four conventional sequential 

sampling approaches and tested on six commonly used benchmark 

functions in the literature. Different machine learning algorithms are 

explored with the developed model. The effect of the initial sample size on 

surrogate model performance was evaluated. Next, pipeline leakage 

detection analysis with much emphasis on a multiphase flow system was 

investigated in order to find the flow field parameters that provide pertinent 

indicators in pipeline leakage detection and characterisation. Plausible leak 

scenarios which may occur in the field were performed for the gas-liquid 

pipeline using a 3-Dimensional RANS CFD model. The perturbation of the 

pertinent flow field indicators for different leak scenarios is reported, which 

is expected to help in improving the understanding of multiphase flow 

behaviour induced by leaks. The results of the simulations were validated 

against the latest experimental and numerical data reported in the 

literature. The proposed surrogate model was later applied to pipeline leak 

detection and characterisation. The CFD modelling results showed that fluid 

flow parameters are pertinent indicators in pipeline leak detection. It was 

observed that upstream pipeline pressure could serve as a critical indicator 

for detecting leakage, even if the leak size is small. In contrast, the 

downstream flow rate is a dominant leakage indicator if the flow rate 

monitoring is chosen for leak detection. The results also reveal that when 

two leaks of different sizes co-occur in a single pipe, detecting the small 

leak becomes difficult if its size is below 25% of the large leak size. 

However, in the event of a double leak with equal dimensions, the leak 

closer to the pipe upstream is easier to detect. The results from all the 

analyses demonstrate the PSOASM algorithm's superiority over the well-

known sequential sampling schemes employed for evaluation. The test 

results show that the PSOASM algorithm can be applied for pipeline leak 

detection with limited training datasets and provides a general framework 

for improving computational efficiency using adaptive surrogate modelling 

in various real-life applications.  
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Chapter 1 Introduction 

1.1 Research Context and Motivation 

The demand for energy is increasing worldwide. Completely substituting the 

hydrocarbon power source with renewable technology is not yet feasible. 

The 2020 annual energy report of the Energy Information Administration 

revealed that the natural gas supply as of 2020 is about 30% of the world’s 

energy, and consumption of natural gas, petroleum, and other liquids will 

continue to increase until 2050 (Kim et al., 2021). The use of pipelines has 

extended over time because it provides an effective system to increase 

energy supply and has been considered the safest and the most economical 

and efficient means of petroleum transportation (Muggleton et al., 2020).  

Despite pipelines being considered the cheapest and safer than other modes 

of transportation, they are still subject to leakage due to ageing, corrosion, 

and weld defects. Therefore, a leak in the pipeline remains a major concern 

for both safety and contamination in daily operations (Li et al., 2019). 

According to Li et al.(2018), the likelihood of pipeline developing leaks 

increases with age and service time and the consequence may lead to 

financial losses, human casualties and extreme environmental 

contamination, particularly when the leakage is not detected in a timely way 

(Bolotina et al., 2018). The cause of the pipeline damage varies. Figure 1.1 

shows a pie chart that illustrates statistics of the major causes of pipeline 

leakage, including pipeline corrosion, human negligence, defects befalls 

during installation and erection work, flaws during manufacturing, and 

external factors (Bolotina et al., 2018). 
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Figure 1-1: A pie chart for the statistics of the sources of pipeline failure. 

Data is obtained in (Bolotina et al., 2018). 

Based on these statistics, incidents of pipeline leakage are hard to avoid as 

the sources of failures are entirely diverse. However, in order to reduce the 

impacts of oil spillage in society, it is essential to monitor pipelines for timely 

detection of leakage, as early detection of leaks will aid in quick response 

to stop oil discharge and proper pipeline maintenance. Many methods have 

been reported for pipeline leak detection and characterisations. The existing 

methods are typically classified into external, visual or biological and 

internal methods (Kim et al., 2021). The external methods include acoustic 

sensing (Mahmutoglu and Turk, 2018), ground penetration radar (Hoarau 

et al., 2017), fibre optic sensors (Png et al., 2018), etc., while the visual or 

biological methods include trained personnel, drones and trained Dogs (Q. 

Li et al., 2016). The internal methods such as mass-volume balance 

(Martins & Seleghim, 2010), pressure point analysis (He et al., 2017) and 

dynamics modelling (Kim et al., 2021) employed in pipe flow parameters 

such as pressure and flow rate to recognise anomalies that indicate a fluid 

loss. The internal methods have been regarded as promising approaches 

for detecting pipeline leakage (Pérez-Pérez et al., 2021). The major issue 

of traditional pipeline leakage detection methods is distinguishing the leak 

signal without giving false alarms (Feng & Zhang, 2006). Considering that 

the data obtained by these conventional methods are digital in context, the 
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machine learning model has been adopted to improve the accuracy of 

pipeline leakage detection. Machine learning algorithms are gaining 

widespread use in pipeline leak detection and characterisation as they can 

bring many benefits, such as low cost, accuracy, and timely pipeline leak 

prediction. However, existing studies typically depend on a large training 

dataset, which may not be possible to acquire in a physical pipeline due to 

the damaging impact and costs associated with experimentations. 

Moreover, datasets acquired in the laboratory or field tests are usually 

imbalanced as the data labelled leak is scarce in the field, and the cost of 

introducing and cleaning artificial leaks in controlled laboratory settings is 

usually high. Therefore, thorough measures are required to avoid pollution 

(Kim et al., 2021). Fortunately, dynamics modelling, also known as 

numerical modelling, can circumvent these challenges and has been widely 

used in the industry and by the research community (Ebrahimi-Moghadam 

et al., 2018; Fu et al., 2020; Yang et al., 2017).  

Numerical modelling provides an easy approach to creating and analysing 

models that mimic the actual pipelines in the field. The method can fit in 

various elements such as pipeline material, length, diameter, fluid type and 

inspect the relationship connecting the flow parameters such as pressure, 

flow rate, and temperature in the presence and absence of leakage through 

computationally intensive simulation. The drawback of numerical 

simulation, however, is the computational cost. A realistic fluid dynamics 

simulation can take days or even weeks to complete despite advancements 

in high-performance computing (Huang et al., 2021; C. Xu et al., 2015). 

The motivation for this study stems from the use of computational fluid 

dynamics modelling and machine learning algorithms to investigate fluid 

flow behaviours induced by leaks in a pipeline. Subsequently, develop a 

surrogate model to provide a fast-to-run approximation model for pipeline 

leakage prediction. A surrogate modelling approach that uses an effective 

sampling strategy and interpolation schemes will reduce the number of 

simulation trials required to construct a prediction model for 

computationally expensive problems like CFD simulation of pipelines 

without sacrificing model accuracy.  
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1.2 Gap in Knowledge  

Large datasets are usually required for building machine learning models 

for engineering applications such as pipeline leakage detection and 

characterisations. However, these datasets are not always easy to acquire 

due to the cost, time, poor accessibility to the physical pipeline and so on 

(Kim et al., 2021). Numerical modelling, also suggested as a good 

alternative for data generation, is computationally costly. Two possible 

solutions to this challenge are either to use coarse mesh to speed up the 

simulation, but it gives inaccurate results, which is usually unacceptable 

(Sun et al., 2011) or to find a suitable way to minimise the simulation trials 

to build the machine learning model without sacrificing model accuracy. 

Therefore, this study proposed a surrogate model to systematically select 

simulation trials for CFD modelling. The surrogate model is an 

approximation function that mimics the behaviours of the original function 

but can be evaluated faster (Golzari et al., 2015). This approximation 

function is built by performing simulations at key points in the parameter 

space, analysing the outcomes and building a model that approximates the 

samples and the overall system behaviours well. A general description of 

the developing surrogate model is illustrated in Figure 1.2. The process 

consists of two steps: the first step is parameter space sampling, wherein 

a set of points is generated over the design space. The second stage is 

surrogate model fitting, in which the relevant black-box function is 

evaluated at each sample point to fit the surrogate model over the whole 

parameter space. It is important to highlight that the surface on the right 

side of Figure 1.2 is not searching for the optimal value. 
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Figure 1-2: Surrogate modelling process 

The accuracy of the surrogate model is highly dependent on two factors. 

The first factor is the number of sample points. If the density of samples in 

parameter space are not large enough, the error estimation results may be 

high. On the contrary, many samples mean additional computationally 

demanding simulations, which may be difficult to obtain. The second factor 

is the thoroughness of coverage in parameter space. It was reported by 

Fuhg et al.(2020) that proper sample point selection would reduce the 

number of training datasets as much as possible without affecting the 

accuracy of the surrogate model. In this regard, sequential sampling has 

become a keen research in surrogate modelling. This sampling technique is 

classified into space-filling and adaptive design, as illustrated in Figure 1.3. 

 

      (a) Space-filling design                        (b) Adaptive design 

Figure 1-3: Illustration of adaptive sampling strategies adapted from Fuhg 

et al.(2020). Initial sample points in black dots and sequentially added 

samples in red squares. 
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The space-filling method is designed to spread the samples evenly in an 

iterative manner in parameter space, as shown in Figure 1.3(a). On the 

other hand, the adaptive design depicted in Figure 1.3(b) uses information 

extracted from the model prediction fitness to place the new sample in 

regions of high saliency and relevance to application of interest. As reported 

in the literature, the adaptive design provides a better approach to 

accelerating simulation-based optimisation tasks than the space-filling 

design (Fuhg et al., 2020; Shen et al., 2020; Tian et al., 2020). The key 

issue is the lack of a method to intelligently select a minimal number of 

parameterised simulation scenarios for data generation in surrogate 

modelling without sacrificing model accuracy. To tackle this problem, a 

novel data sampling optimisation algorithm, named adaptive particle swarm 

optimisation assisted surrogate model (PSOASM) is proposed in this study. 

The proposed PSOASM model incorporates the information (prediction 

fitness) extracted during the previous iteration and population density (also 

known as population distance) of the samples to place a new sample in a 

sparsely sampled region or regions in the parameter space of parametrised 

leakage scenarios. 

The transportation of two-phase gas-liquid is mostly done through the 

pipeline that connects production facilities, refineries and in some cases, 

nuclear and chemical industries (de Vasconcellos Araújo et al., 2013; 

Knotek et al., 2021). Timely detection of pipeline leakage is important for 

preventing disasters in the nature and decreasing losses for industries. 

Various studies have shown that the flow field parameters provide pertinent 

indicators in pipeline leakage detection (Ebrahimi-Moghadam et al., 2018; 

Kim et al., 2021; Martins & Seleghim, 2010; Pérez-Pérez et al., 2021). 

However, not much is known regarding the pipeline conveying more than 

one phase at a time. A recent study by Behari et al.(2020) noted that the 

available leak detection techniques in the open literature fail to satisfactorily 

address multiphase pipeline leakage phenomena. There is no guarantee 

that the information available for single pipeline leak cases can be extended 

to the multiphase pipeline system. This is evident that more insight into 

pipelines transporting more than one phase is needed to understand 
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multiphase pipeline leakage thoroughly. In this study, plausible leak 

scenarios are investigated to improve the understanding of the multiphase 

pipeline leak prediction system. A comprehensive assessment of different 

leak conditions was performed for a gas-liquid pipeline using 3-D numerical 

modelling. Simultaneous flow of gas and liquid in a horizontal or slightly 

inclined pipeline often results in different flow patterns, such as annular, 

slug and stratified flows (Garbai & Sánta, 2012). This study considers 

stratified flow for investigation because it was reported as a basic flow 

pattern for gas-liquid and liquid-liquid two-phase flow pattern that is 

frequently encountered in various important industrial processes (Barmak 

et al., 2016) and long-distance horizontal flow lines such as steam, natural 

gas and oil flow, in petrochemicals, power generation and process plants 

(Ali, 2017; Cheng et al., 2020; Vlachos et al., 1999).  

 

1.3 Research Aims and Objectives 

The aim of this thesis is to develop an adaptive swarm optimisation-assisted 

surrogate model for pipeline leak detection using the minimum number of 

simulation trials to provide substantial computational speedup for rapid 

model construction without the sacrifice of model accuracy.  To achieve this 

aim, the thesis objectives are: 

1. To develop a novel parameter space sampling optimisation algorithm 

using particle swarm optimisation theory to systematically select 

simulation scenarios for numerical simulation in an adaptive and 

optimised manner. 

2. To develop a surrogate model that forms the approximation function 

using an adaptive sampling model developed in objective 1 to 

optimise the surrogate training dataset. 

3. To numerically study the effect of two-phase gas-liquid stratified flow 

behaviour induced by leaks in a horizontal pipeline. 

4. To apply the surrogate model developed in objective 2 to the pipeline 

leakage detection and characterisation using flow field parameters 

obtained in objective 3. 
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5. To evaluate and compare the performance of the proposed model in 

terms of computational efficiency and accuracy with conventional 

sequential designs by considering several benchmark problems and 

3-D pipeline leakage models. 

 

1.4 Contributions of the thesis 

This research work has been carried out to contribute to the body of 

knowledge in the following key areas: 

• A novel computational framework for surrogate model development 

with intelligent sampling in parameter space using PSO for complex 

engineering applications like pipeline leakage detection and 

characterisation.  

  

• A technique that incorporates two criteria (surrogate fitness value and 

population density of sample points) is proposed in data sampling 

optimisation.  

 

• A systematic analysis of two-phase gas-liquid pipeline leakage 

behaviours using 3D CFD simulation. The perturbation of the pertinent 

flow field indicators provides a better understanding of multiphase 

flow behaviour induced by leaks and guidelines, which can be helpful 

for risk assessment and improving the emergency management level. 

 

• Demonstration of pipeline leakage detection and characterisation 

using the proposed surrogate model. The practical application of the 

proposed surrogate model allows for pipeline leak prediction with a 

limited training dataset. 
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1.5 Research Methodology 

The study started with a general review of the surrogate modelling. These 

initial steps offered an understanding of the technological trend behind 

surrogate modelling. A literature review on pipeline leakage detection and 

characterisation with specific emphases on multiphase gas-liquid two-phase 

flow and in pipes parameters associated with it was conducted. The review 

enables the identification of gaps in knowledge, the basis for appropriate 

method selection, strengths and weaknesses of the existing pipeline 

leakage detection methods, research gaps and open issues for the 

development of reliable pipeline leak detection technologies. Based on the 

limitation of the surrogate model identified in the literature, an adaptive 

surrogate modelling method that provides a framework for reducing 

computationally expensive problems was proposed. A numerical analysis of 

gas-liquid stratified pipeline leakage was conducted, covering different 

leakage scenarios that may occur on the 3D pipeline was performed. This 

analysis was conducted using ANSYS Fluent 18.1. The developed surrogate 

model was applied to 3D pipeline leakage detection and characterisation. In 

addition, verification and validation of the surrogate model were simulation 

data of the pipeline leakage obtained from the CFD model and experiment 

data from the literature. A schematic overview of the research methodology 

is presented in Figure 1.4. 
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Figure 1-4: Schematic overview of research methodology 

 

1.6 Thesis Structure 

The remainder of the thesis is structured in six chapters given as follows: 

Chapter 2: This chapter presents a comprehensive review of the 

background literature on the surrogate model to establish the knowledge 

gap in the field. This chapter also presents a review of related works on 

pipeline leakage detection and characterisation, emphasising the numerical 

modelling approach—the chapter ends with a review of modelling 

approaches for the multiphase system. 
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Chapter 3: This chapter proposes an adaptive surrogate model to optimise 

the machine learning training dataset involving computationally expensive 

simulations. The proposed model introduced two criteria, namely surrogate 

fitness value and population of the sample points to select new points for 

evaluation. The proposed surrogate model performance was evaluated on 

the various benchmark machine learning algorithms. This chapter further 

reports the result of the proposed surrogate model for different initial 

sample sizes.  

 

Chapter 4: This chapter presents the computational fluid dynamics method 

with the governing equations and simulation approaches used for pipeline 

leakage detection and characterisation analysed in this study. The validation 

results of the simulations against the latest experimental and numerical 

data reported in the literature are also presented in this chapter. 

 

Chapter 5: This chapter covers the simulation results for leak size effect 

and characterisation on two-phase gas-liquid stratified flow. The analysis is 

developed to account for the leak magnitude, longitudinal and axial leak 

positions, and multiple leakages.  

 

Chapter 6: This chapter presents the practical application of the proposed 

surrogate model on single-phase and multiphase pipeline leakage detection 

and characterisation. The performance of the developed model with the 

several conventional sequential designs and experimental data obtained 

from the literature are also presented in this chapter.  

 

Chapter 7: This chapter gives a summary of the key findings emerging from 

the preceding chapters and recommendations for future studies that could 

complement and extend the finding of this work.  
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Chapter 2 Literature Review 

This chapter reviews elements of the literature relevant to the study. A 

general review of surrogate modelling, including the various surrogate 

modelling techniques are presented. The application of the design of the 

experiment for the surrogate model and comprehensive analysis of the 

popular approaches and their application to computationally expensive 

problems are also presented in this chapter. A Review of related works on 

pipeline leakage detection and characterisation, including dynamics 

modelling of single-phase and multiphase pipeline leakage detection and 

gaps in the existing studies, are presented. The major fluid flow 

characteristics in the pipeline are also discussed in this chapter. The chapter 

concludes by reviewing different flow patterns commonly encountered in 

the horizontal or slightly inclined multiphase pipeline.   

2.1 Introduction  

The term surrogate model can be regarded as an approximation of the 

original specialised models  (Han and Zhang, 2012). The surrogate model 

is built to simplify the expensive model that cannot be easily simulated or 

experimented.  The goal of developing the surrogate model is to provide a 

simpler and computationally efficient model that approximates the specified 

output of a complex model and its input parameters (Han and Zhang, 

2012). The use of the surrogate model to replace complex phenomena has 

been studied by various researchers in different science and engineering 

disciplines, and it has generated satisfactory prediction accuracy (Bhosekar 

and Ierapetritou, 2018). Therefore, the execution of surrogates shall result 

in momentous saving of computational time, energy and resources. A 

description of the surrogate model can be presented most simply as follows: 

Assuming the engineering analysis that consists of complex computer code 

supply 𝐱 as vectors of the design variables (inputs) and computing 𝐲 as the 

vectors of the response variables (outputs). If the true function of the 

original computer code is given as: 

𝐲 = 𝑓(𝐱) (2.1) 
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then, a surrogate model, which is also known as metamodel or 

approximation model, can be derived as: 

�̂� = 𝑔(x) (2.2) 

where 𝑔 is the approximation function of 𝑓(x), therefore, the original outputs 

𝐲 become: 

𝐲 = �̂�  +  𝜀 (2.3) 

where 𝜀 represents the approximation error. 

The essence of developing the surrogate model is to determine a function 

𝑔 of a set of 𝐱 input variables from the limited number of sample data 

obtained (by running numerical simulations or physical experiments) from 

the original model 𝐲 = 𝑓(𝐱), and then use any of the surrogate model 

techniques such as polynomial regression, radial basis function, artificial 

neural network, etc. to create an approximation of the expensive computer 

problem. This approximation function can replace the complete computer 

simulation while offering (Simpson et al., 2001):  

i. A better understanding of the relationship between input variables (𝐱) 

and the response variables (𝐲). 

ii. Easier integration of the domain-dependent computer code. 

iii. Fast analysis tools for optimisation and exploration of the design 

space. 

2.2 Surrogate Model Techniques 

Different methods have been used to develop a surrogate model, 

particularly when dealing with problems where obtaining samples is 

computationally expensive. These methods include Polynomial Regression 

(Han & Zhang, 2012), Kriging method (Bartz-Beielstein et al., 2016) and 

Artificial Neural Network (Ding et al., 2015). Other statistical methods, such 

as Multivariate Adaptive Regression Splines (Chua et al., 2021; W. Zhang 

et al., 2016) and inductive learning (S. S. Jin, 2021) have also gained 

insight into a number of studies. The illustration of these techniques is 

described as follows:  
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2.2.1 Polynomial Regression  

Polynomial regression is one of the most commonly used methods for 

designing a response surface model. It has been widely employed because 

of its convergence speed and smoothing capability while maintaining the 

global trend of the variation, making it very robust and, therefore, well-

appropriate for optimisation problems in engineering design (Han and 

Zhang, 2012). The first-order polynomial can be employed for the low 

curvature and is given as; 

�̂� =  𝛽𝑜 + ∑𝛽𝑖

𝑘

𝑖=1

𝑥𝑖 (2.4) 

where 𝛽𝑖 is the gradient in the direction 𝑥𝑖 and 𝛽𝑜 is the value of the model 

at the original space of basic random variables (Gaspar et al., 2014).  

The second-order polynomial model, which includes all two-factor 

interactions, is expressed as; 

�̂� =  𝛽𝑜 + ∑𝛽𝑖

𝑘

𝑖=1

𝑥𝑖 + ∑𝛽𝑖𝑖

𝑘

𝑖=1

𝑥𝑖
2 + ∑ ∑ 𝛽𝑖𝑗𝑥𝑗

𝑘

𝑗=1,𝑖<𝑗

𝑘

𝑖=1

 (2.5) 

where 𝑥 is input variables, 𝑖 = 1,……… , 𝑘, 𝛽𝑜, 𝛽𝑖, 𝛽𝑖𝑖 and 𝛽𝑖𝑗 are unknown 

coefficients which are normally determined using the least square method 

(Gaspar et al., 2014; Vakili and Gadala, 2013). 

2.2.2 Kriging method 

Kriging is an interpolating technique that features the data observed at all 

sample points. It offers a statistical prediction of the unknown functions by 

minimising its mean squared error. Kriging, also known as Gaussian process 

regression in the field of machine learning, is used to model values by the 

Gaussian process (Bhosekar and Ierapetritou, 2018). The idea of Kriging 

was first proposed in the field of geostatistics and was employed to model 

an error term instead of a linear coefficient. The simplest form of the Kriging 

is given as (Bartz-Beielstein et al., 2016): 

y =  𝛽0 +  𝜀 (2.6) 

where 𝛽0 is considered as a mean of the observed values, 𝜀 is a random 

error, which is expressed by the Gaussian stochastic process. In most 

general form, a Kriging surrogate can be formulated as; 
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𝑓(𝑥) =   ∑𝛽𝑗

𝑚

𝑖=1

𝑓𝑗(𝑥) +  𝜀(𝑥) (2.7) 

where 𝛽𝑗 are the vector of regression coefficients, 𝑓𝑗(𝑥) are the 𝑚 known 

independent basis functions that defined the trend of mean prediction at 𝑥 

location, 𝜀(𝑥) is a random error at location 𝑥, which is usually distributed 

with zero mean (Haeri and Fadaee, 2016).  

2.2.3 Artificial Neural Network 

Artificial Neural Network (ANN) is a mathematical modelling structure 

inspired by biological neural networks (Gershenson, 2003). It is a universal 

approximation for modelling nonlinear relationships between input and 

output data and learning the dataset's underlying patterns (Haykin, 2009). 

ANN is made up of a group of interconnected neurons organised in the form 

of layers: input layer, hidden layers, and output layer, where each layer 

comprises a group of neurons. A typical multilayer feedforward neural 

network is illustrated in Figure 2.1. 

 

Figure 2-1: Architecture of multilayer feed forward neural network. 
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The symbol  𝑤𝑘𝑗
𝐻  denotes the synaptic weight between the output of the 𝑗th 

neuron in the hidden layer and the input of the 𝑘th neuron in the output 

layer. The symbol 𝑏𝑘
𝐻 denotes the bias of the 𝑘th neuron in the hidden layer. 

The superscript 𝑂 stands for output layer. As shown in Figure 2.1, each 

input signal  𝑥𝑘 is primarily multiplied by the corresponding weight value 

 𝑤𝐾𝑗 and the resultant products are summed up to generate a total weight 

in the form of  𝑤𝑗1 𝑥1 +  𝑤𝑗2 𝑥2 + ……+  𝑤𝑗𝑚 𝑥𝑚. The sum of the weighted inputs 

and the bias (𝑆𝑗 = ∑  𝑤𝑘𝑗 𝑥𝑘 +  𝑏𝑗
𝑚
𝑘=1 ) forms the input to the activation 

function, 𝜑. An activation function processes this sum and gives out the 

output,  𝑂𝑗. The resulting sum is processed by a neuron activation function 

to obtain the ultimate output of the neuron as follows (Ahmadi, 2015):  

 𝑂𝑗 = 𝜑(𝑆𝑗) = 𝜑 (∑  𝑤𝑘𝑗 𝑥𝑘 +  𝑏𝑗

𝑚

𝑘=1

)  (2.8) 

where 𝑥𝑘 is the input to the neuron, 𝑘 is the number of inputs to the neuron, 

 𝑤𝑘𝑗 is the input connection matrix,  𝑏𝑗 is the bias terms and 𝜑 is the 

activation function. Commonly used activations are softplus, ReLU, linear, 

softmax, sigmoid and Tanh (Yan et al., 2020).  In a mathematical form, the 

output value of the network can be computed as: 

𝑦 = 𝑓(𝑆𝑗) = {1 𝑖𝑓 𝑤𝑇𝑥 ≥  𝛿
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑒

   (2.9) 

where 𝛿 is known as a threshold level; in this case, this type of node is 

referred to as a linear threshold unit. The weight factors are generally 

considered as the adaptive parameters in the network to obtain the strength 

of the input signals, while the bias is characterised by weight except that it 

has a constant input of 1. Overfitting and underfitting are one of the 

concerning issues in training ANN. Overfitting occurs when the model (ANN 

architecture) is not designed to catch the underlying relationship of the 

function. In other words, overfitting implies that the model is well on the 

training data but has poor performance on new data. On the contrary, 

under-fitting refers to a model that is not good on the training data and 

cannot be generalised to predict new data. A few strategies to avoid the 

problem of overfitting and underfitting include the penalty method and early 



17 

stopping, which are widely used for training neural networks (Swathi, 

2018). 

The aforementioned surrogate model techniques have been widely used by 

the research community, and they have been proved to be alternative 

approaches to overcoming a computationally expensive model (Eason and 

Cremaschi, 2014; Manoochehri and Kolahan, 2014; Mengistu and Ghaly, 

2008). However, most of the studies selected ANN for the surrogate model 

construction because of its applicability to higher dimensional problems. It 

is also available in several software packages such as Neural Designer, 

Neuroph, Darknet, Keras, Deepy, etc. Since the construction of ANN or any 

surrogate model needs input-output data from the underlying model, such 

as CFD, Eason and Cremaschi (2014) reported that the number and location 

of the data points are important to controlling the computational expense 

of the surrogate model and its overall accuracy. Similarly, it was reported 

that the performance of the surrogate model is influenced by the design of 

the experiment (Garud et al., 2017; Straus and Skogestad, 2019), while 

the efficiency of sample size is important to maximise the surrogate model 

performance as well as minimise the computational cost of expensive 

numerical problems (Davis et al., 2018). One of the objectives set in this 

thesis is to develop a novel adaptive sampling method to select samples for 

surrogate model training. The detail of the proposed design space sampling 

model is presented later in Chapter 3. Several design of experiment 

methods have been proposed in the literature (Straus and Skogestad, 

2019). A general review of design of experiment methods including their 

merits and shortcoming are presented in Section 2.3.  

2.3 Design of Experiment  

The goal of Design of Experiment (DoE), also called sampling, is to 

maximise the amount of information achieved from the limited sample 

points. DoE is generally categorised into two groups: predefined (one-shot) 

and sequential sampling (Straus and Skogestad, 2019). Figure 2.2 

illustrates different typical DoE approaches. The sample points and locations 

are determined in a single stage in the predefined sampling schemes. 

Although predefined sampling is the easiest method but does not guarantee 
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accuracy, as it is challenging to have prior knowledge of the sample sizes 

and locations required to design an efficient surrogate (Straus and 

Skogestad, 2019). The use of predefined sampling can lead to under-

sampling or oversampling. The problem of oversampling is the increase in 

computational burden due to the sampling of the points that do not improve 

the accuracy of the model. To overcome the drawbacks of the one-shot 

sampling, flexible sequential sampling, such as space-filling and adaptive 

sequential samplings were proposed (Garud et al., 2017). In the space-

filling method, as the name implies, sample points generated are over the 

entire space. However, space-filling sampling techniques are typically 

developed based on the predefined approach. Contrary to the space-filling 

sequential sampling methods, an adaptive sequential sampling techniques, 

also known as active learning, is developed to utilise the information 

provided by the surrogate responses and consequently, exhibit better 

performance with fewer data points.  

 



19 

 

Figure 2-2: Classification diagram of different designs of experiments 

 

2.3.1 Review of Space-filling methods 

Space-filling sampling methods have a long history in the DoE field. 

Generally, they are designed to spread the sample over the entire domain 

rather than concentrating on a specific area. The widely used space-filling 

sampling approaches include Monte Carlo sampling (Ghojogh et al., 2020), 

maxmin/minmax design (Garud et al., 2017), Latin hypercube design 

(Doyle and Defoe, 2020), Orthogonal array (Giunta et al., 2003), Sabol's 

sequence (X Sun et al., 2017), Hammersley sequence (Steponavičė et al., 

2016) and Halton sequence (Hess et al., 2006). Some of these algorithms 

have been widely used by the research community. The deficiency of space-

filling, however, is usually run in a one-stage fashion. The summary of 
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space-filling techniques and their application to the surrogate model is 

provided in sections (2.3.1.1) to (2.3.1.7).   

 

2.3.1.1 Monte-Carlo sampling 

Monte-Carlo (MC) was the first modern DoE proposed by Metropolis and 

Ulam in (1949) to generate samples from a distribution. The method 

employed pseudo-random numbers to generate K samples with the intent 

that the generated points would lead to space-filling. The algorithm 

generates sample points blindly such that every iteration or step does not 

take the previous iterations into consideration (Ghojogh et al., 2020). For 

example, given an interval [𝑥𝐿 , 𝑥𝑈], where 𝑥𝐿 represent lower bound of the 

design space and 𝑥𝑈 is the upper bound, MC sampling select a random 

number that lies in the interval.  

MC sampling is simple to implement. However, a set of MC samples often 

leave the large region of the design space un-explored resulting from the 

random and independent nature of the simple sites produced by a random 

number generator. To overcome the deficiency of MC sampling, the idea of 

Stratified Monte Carlo sampling (SMCS) was proposed, where space-filling 

is accomplished by dividing the bounded domain into non-random divisions. 

Each of the 𝑛 intervals of [𝑥𝐿 , 𝑥𝑈]𝑛 is divided into bins of equal distribution in 

SMCS. The deficiency of SMCS, however, is that samples number scales at 

best as 𝑛2 (Sushant S Garud et al., 2017; Giunta et al., 2003). 

2.3.1.2 Maximin/Minimax distance method 

Maximin and minimax sampling use Euclidean distance technique to 

maximise or minimise the distance of the sample in the design space. This 

space-filling method was originally proposed by Johnson et al.(1990) using 

two distance systems known as maximin (Mm)  and minimax (mM)  

techniques. The maximin was employed to maximise the minimum distance 

between the two points. This is given in equation (2.10). On the contrary, 

the minimax criterion is proposed to minimise the maximin distance 

between the two points as denoted in equation (2.11). 

Mm(𝑥𝑁
(𝐾)

) =
𝑚𝑎𝑥
𝑥 ∈ 𝐷

[
𝑚𝑖𝑛
𝑗 ≠ 𝑘

[𝑑(𝑥(𝑗), 𝑥(𝑘))]] (2.10) 
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mM(𝑥𝑁
(𝐾)

) = 𝑚𝑖𝑛 [
𝑚𝑎𝑥
𝑥 ∈ 𝐷

[
𝑚𝑖𝑛
𝑗 ≠ 𝑘

[𝑑(𝑥(𝑗), 𝑥(𝑘))]]] (2.11) 

where the input variables defined as 𝑥 = {𝑥𝑗| 𝑗 = 1, 2, ……… . . , 𝑁} ∈ ℝ𝑁, the 

collection of sample points denoted as 𝑥𝑁
(𝐾)

= {𝑥(𝑘)| 𝑘 = 1, 2, ……… . . , 𝐾} is the 

set of sample points of size 𝐾 and 𝑑( , ) denotes the distance function. The 

parameter space defined by the bound: 𝐷 =  𝑥𝐿 ≤ 𝑥 ≤ 𝑥𝑈, while the sample 

point is a precise instant of 𝑥 𝑖𝑛 𝐷. The results of the maximin and minimax 

designed for the ℝ𝑁 using equation. (2.10) and equation (2.11) is illustrated 

in Figure 2.3 (a) and (b), respectfully. 

 

    

(a)                                          (b) 

Figure 2-3: Illustration of maxmin and minmax for 𝐷2 (a) Maxmin design 

(b) Minmax design (Garud et al., 2017). 

A similar study by Quirante and Caballero (2016), utilised the maxmin 

technique for the placement of points such that the maximum distance 

between the sampling point is minimised. A recent study conducted by  

Jiang et al.(2018) reported that a better uniformity sample points projection 

can be obtained using this sampling scheme. This method has been 

considered as one of the sampling strategies to obtain an even coverage of 

the design space. Its drawback, however, is that the maxmin optimisation 

tends to favour decision vectors that are located near the boundary of the 

decision space. In contrast, minimax favour decision vectors that are 
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located near the centre of the design space (Steponavičė et al., 2016). This 

can be observed in Figure 2.3.  

2.3.1.3 Latin Hypercube Design 

Latin Hypercube Sampling (LHS) was developed to improve Monte-Carlo 

sampling and its variations (Garud et al., 2017). LHS is one of the most 

popular DoE that has been found useful in many computational applications. 

It was originally developed by Mckay et al.in 1979 (McKay et al., 2000). 

Even though the study by McKay et al. is considered as the inventor of LHS, 

the existence of LHS can be traced back to the quota sampling proposed in 

the work of Steinberg (1963), which was inspired by a work of Latin square 

in 1968 (Garud et al., 2017). In practice, LHS operates by dividing an 

empirical distribution function of a variable X into n equiprobable, non-

overlapping strata and then drawing one random value from each stratum 

(Clifford et al., 2014). suppose J variables are X1, X2,   ………….,   Xj , the n random 

values drawn for variable X1 are combined randomly with the n random 

values drawn for variable X2, and so on until n J-tuples are generated.  

The basic concept of LHS for a two-dimensional space is illustrated in Figure 

2.4. In Figure 2.4(a), an n-by-n matrix is filled with n different characters 

such that each character appeared exactly once in each row and exactly in 

each column. A two-dimensional example of LHS with four sample points is 

shown in Figure 2.4(b). Each row and each column has one point (the 

darkened displayed row and column taken by one of the sample points). 

LHS allows the user to select the number of samples to run based on the 

available computational budget. But the limitation of LHS is that it is not 

reproducible because sample points are generated based on random 

combinations (Doyle and Defoe, 2020). Besides, the lack of reproducibility 

of LHS can lead to almost nearly co-linear sampling, which can result in 

poor performance when used in conjunction with other systems. The 

drawback of LHD necessitates an enhancement which led to the advent of 

Optimal LHS (OLHS) for providing uniform distribution of sample points for 

the entire regions of the design space (Doyle and Defoe, 2020). OLHS 

employed satisfactory criteria to ensure that points are uniformly 
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distributed evenly within the design space while following the basic LHS 

procedure.  

 

   

(a)                                                    (b) 

Figure 2-4: Illustration of basic LHS concept (Sheikholeslami and Razavi, 

2017). 

 

2.3.1.4 Orthogonal array  

Orthogonal array is typically viewed as a generalisation of LHS. It shares 

many similarities with LHS, which are also based on the basic idea of 

random sample placement within the bins (Lin et al., 2001). Orthogonal 

array can provide a set of samples that produce uniform sampling in any 𝑁-

dimensional design space.  The algorithm for generating Orthogonal array 

sample can be expressed (Giunta et al., 2003): 

 

𝑥𝑗
(𝑖)

= 
𝜋𝑗

(𝑖)
+ 𝑈𝑗

(𝑖)

𝑃
 (2.12) 

for 1 ≤ 𝑖 ≤ 𝑘 and 1 ≤ 𝑗 ≤ 𝑛 where 𝑘 is the number of samples, 𝑛 is the number 

of design variables. 𝑈 is a random value on array [0, 1],  𝜋 is an independent 

random permutation of the sequence of integers 0, 1, …… . . , 𝐾 − 1, the 

superscript (𝑖) represents the sample number while subscript 𝑗 represents 

the dimension index. The construction of an Orthogonal array depends on 

four selected parametric integers: the number of sample points 𝐾, the 
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dimensions of the domain 𝑛, the strength of the array and the number of 

bins per domain (Garud et al., 2017). The total dependent on the parametric 

integers makes Orthogonal array less flexible than other space-filling 

sampling methods (Giunta et al., 2003; Viana, 2016).   

2.3.1.5 Hammersley sequence sampling  

Hammersley sequence sampling (HSS) is one of the first high dimensional 

quasi-random low discrepancy sequences for sample point generation. It 

was initially proposed by  Kalagnanam and Diwekar (1997) to address the 

issues associated with the MCS and SMCS. The study indicated that HSS 

provides better uniformity over LHS, and the probability of samples with 

clustered decision vectors is minimal (Steponavičė et al., 2016). 

Steponavičė et al.reported that HSS requires significantly fewer sample 

points to approximate the mean and variance of distributions than other 

conventional techniques. It was reported that HSS is more efficient than 

many conventional space-filling sampling algorithms such as random 

sampling, Monte Carlo, etc. The drawback of HSS, however, includes 

flexibility in implementation (Garud et al., 2017). The largest base 

employed for the generation of sequence increase as the space dimensions 

increase.  

2.3.1.6 Halton sequence 

Halton sequence sampling was implemented based on the deterministic 

technique that uses different prime radices for different dimensions to 

generate a 𝑑-dimensional low discrepancy sequence (Halton, 1960). This 

sampling algorithm is inspired by the Hammersley sequence that uses a 

Quasi Random Low Discrepancy (QRLD) sequence to tackle the issues 

associated with the MCS and SMCS. The term quasi-random refers to the 

deterministic nature of the sequence, while the term low discrepancy means 

its nearness to a uniform distribution of the sample points in a domain 

(Garud et al., 2017). In order to construct high-speed space-filling, Halton 

proposed modification to the Hammersley sequence to overcome the 

shortcoming. Contrary to the Hamersley sequence, where the radices are 

strictly prime numbers, Halton indicates that the radices should be only 
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mutually prime or co-prime. Therefore, the large radices and slow space-

filling allied to Hammersley sequence were avoided via the modification. 

The Halton sequence is easy to construct and implement. However, studies 

show that it faces serious drawbacks for 𝑁-dimensional design space 

greater than 14 (Hess et al., 2006; Ökten et al., 2012).  

2.3.1.7 Sobol sequence sampling 

Sobol sequence was proposed as an improved version of Hammersley and 

Halton sampling strategies. It was proposed to address these two sampling 

algorithms' common pitfalls (performance degrades in higher dimensions). 

Performance comparisons of the Sobol sequence with other space-filling 

have been carried out by the research community (Sun et al., 2017; Sun et 

al., 2021; Tarantola et al., 2012). Tarantola et al.compared Sobol quasi-

random with the Latin hypercube at increasing sample size and dimension 

against analytical values. The authors reported that the Sobol sequence 

provides thorough coverage similar to Latin hypercube sampling in most 

cases investigated. The effectiveness of the random, Latin hypercube and 

Sobol sampling strategies was investigated by Sun et al. (2017). It was 

reported that the Sobol sequence provides the highest accuracy in most 

experiments. The common issue raised about Sobol sequence structure was 

that Sobol might result in occasional large errors in sensitivity indices of 

input factors. Some basic issues in the uses of the Sobol sequence and its 

current randomisation methods for sensitivity analysis were investigated by 

Sun et al.(2021) to provide some insights into its practical use. The outcome 

of their finding leads to an alternative method of randomising Sobol 

sequences called the Column shift method (Sun et al., 2021).   

The performance comparison of the reviewed non-adaptive sequential 

sampling strategies is shown in Table 2.1. Complexity, low computational 

cost, high dimensional suitability, uniform coverage and stochastic are the 

criteria employed to evaluate the characteristic of the review sampling 

methods. As shown in Table 2.1, none of the techniques satisfies all the 

characteristics.  
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Table 2-1: Non-adaptive sequential sampling characteristic 

Non-adaptive 

sequence 

sampling 

strategies 

Performance comparison metric 

Complexity Low 

computational 

cost 

High 

dimensional 

suitability 

Uniform 

coverage 

Stochastic 

Monte Carlo 

sampling 

No Yes No No Yes 

Maximin/minimax 

design 

Yes No No Yes Yes 

Latin hypercube 

design 

No Yes No No Yes 

Orthogonal  

array 

No No No Yes No 

Hamersley  

sequence 

Yes Yes No Yes No 

Halton 

sequence 

Yes Yes No Yes No 

Sabol 

sequence 

No Yes Yes Yes No 

 

2.3.2 Review of Adaptive Sampling Approaches 

The sampling strategies described so far are one-stage or static, where 

sample points generation is done at once. Though these sampling methods 

are very popular and widely used by the research community, the problems 

associated with these techniques are under-sampling or oversampling. 

Therefore, it resulted in poor system approximation (Crombecq, 2011; 

Garud et al., 2017b). In order to address these issues, adaptive sequential 

sampling strategies have been proposed. Adaptive sampling can be 

regarded as an improvement to static or space-filling sampling approaches. 

In this case, the method incorporates system information to place the 

sampled points using exploration and exploitation concepts. Crombecq et 

al.(2011) reported the basis and importance of adaptive sampling over 

static methods. They indicated that adaptive sampling strategies produce 

improved surrogate approximations than the static or space-filling methods. 

The two major advantages of adaptive sampling over space-filling are 
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highlighted as low computational budget and better approximations. 

Different adaptive sampling strategies have been reported in the literature. 

These sampling have been classified into five categories according to the 

way actual predicting errors is represented (Liu et al., 2018). A review of 

adaptive sequential sampling techniques and their application to the 

surrogate model is presented in section 2.3.2.1 to 2.3.2.5.   

2.3.2.1 Adaptive variance sampling 

Adaptive variance is deeply combined with Gaussian process regression, 

which considers output response as the realisation of Gaussian response 

(Liu et al., 2018). This model is constructed by applying the Bayesian rules 

to provide a posterior Gaussian distribution 𝑦(𝑥) ∽ 𝐺𝑃(𝑓(𝑥), �̂�2(𝑥)) using prior 

system respond obtained from the observed data points. The 𝐺𝑃 symbol 

denotes gaussian process also known as Kriging model, �̂�2(𝑥) represent the 

variance while 𝑓(𝑥) is the prediction response. Many studies have employed 

adaptive variance to perform the sampling process. Gratiet and Cannamela 

(2015) considered the variance provided by the Kriging and the observed 

variance of a leave-one-out cross-validation procedure to select a new data 

point using function 𝑓(𝑥) = (sin(7𝑥) + cos( 14𝑥))𝑥2𝑒−4𝑥, 𝑥 ∈ [0,4] to demonstrate 

the efficiency of the proposed approach. Figure 2.5 illustrates a 1D example 

for selecting new sample points by minimising prediction variance while 

adjusting the prediction variance of the Kriging model. As shown in Figure 

2.5(a), six sample points was initially used to build the Kriging model. The 

adjustment of prediction variance was performed by computing the variance 

between the true function and Kriging model shown as red circle in Figure 

2.5(a) and (b), respectively. It was reported that the proposed approach 

allowed the new observations set at the locations where the model error is 

large.  
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Figure 2-5: A 1D example of the selection of a new point by maximising (a) 

the prediction variance and (b) the adjusted prediction variance of Kriging, 

respectively (Liu et al., 2018). 

Farhang‐Mehr and Azarm (2005) proposed a modification of prediction 

variance via the localisation of local optima on the Kriging model to identify 

irregular regions. Liu et al.(2016) stated that the Farhang‐Mehr and Azarm 

approach heavily depends on the Kriging model value. Therefore, a poor 

model may result in an erroneous identification of an interesting region. A 

similar study by  Busby et al.(2007) employed an adaptive gridding 

algorithm to decompose the design domain into disjoint cells. The cell edges 

are of the order of correlation lengths of different variables. This is followed 

by maximum entropy and cross-validation criterion to select cells with large 

prediction variances for further sampling. More recently, Menz et al.(2021) 

investigated the effect of Monte Carlo sampling and the Gaussian process 

surrogate model on the probability of failure estimator using variance 

decomposition. Ameryan et al.(2022) combined the Kriging meta-model 

and the conventional sequential space-filling method. It was reported that 

the proposed hybridisation algorithm provides better performance with 

fewer function calls than the sequential space-filling method. A Global 

Sensitivity Analysis (GSA) method that is based on the surrogate 

metamodeling and theory of active subspaces proposed by Zhou et 

al.(2022). They show that three GSA measures, namely activity score, sobal 

total indices and derivative-based sensitivity measure can be obtained at 

different steps of the proposed method. The research community's studies 

show that Kriging model variance is a powerful tool to improve an 
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experimental design set. However, when the accuracy of the Kriging model 

is not homogenous over the input parameter space, the variance method 

can suffer from an important flaw. Moreover, the model solely determined 

by the distance between the prediction and the design points which might 

not reflect the true model errors.  

2.3.2.2 Query-by-committee based adaptive sampling 

The Query by Committee (QBC) scheme was first proposed for problem 

classification in the field of machine learning (Freund et al., 1993; Seung et 

al., 1992). When employing QBC on metamodels, new samples are selected 

based on a set of randomly proposed sample points, sorted using a 

metamodels committee (Fuhg et al., 2020). The QBC sampling procedure 

are as follows: (1) a committee 𝐶 consists of 𝑛𝐶 members (𝐶 = {�̂�𝑖
𝐶}𝑖 =

1, ……… . . 𝑛𝐶) represents different computing surrogate models, (2) each 

surrogate model is designed to predict response at a point 𝑥 candidate, (3) 

the new candidate is selected at a point for which the committee members 

have maximum disagreement. The level of agreement is evaluated based 

on the prediction fluctuation 𝐹𝑄𝐵𝐶 provided by 𝐶 committee members of 

different metamodel as (Fuhg et al., 2020): 

𝐹𝑄𝐵𝐶(𝑥) =  
1

𝑛𝐶
∑(𝑀𝑖

�̂�(𝑥)  − �̂�𝐶̅̅ ̅̅ (𝑥))2

𝑛𝐶

𝑖=1

 (2.13) 

where �̂�𝐶̅̅ ̅̅ (𝑥) =   
1

𝑛𝐶
∑ 𝑀𝑖

�̂�(𝑥)𝑛𝐶
𝑖=1  is the average estimation output considering 

the different committee members. An illustration of the QBC scheme using 

four Kriging models, exponential basis function, namely Gaussian basis, 

spline basis function, and cubic spline basis function for 1D is presented in 

Figure 2.6. The shadow represents the prediction response plus/minus twice 

the QBC variance. It was observed that the new point falls into the region 

with a large prediction error via maximisation of QBC variance. QBC is more 

generic than variance adaptive sampling, which solely depends on the 

specific type of surrogate model. However, Fuhg et al.(2020) highlighted 

that committee members should exhibit differences in order to reduce the 

efficiencies of surrogate model error. They discourage a QBC approach that 

is based on only one type of surrogate model, as this might be problematic.  
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Figure 2-6: Numerical illustration of 1D QBC variance (Liu et al., 2018) 

 

2.3.2.3 Cross-validation base adaptive sampling 

Cross-validation based sampling is a scheme for analysing the surrogate 

model response with respect to unknown sample points. Different variations 

of cross-validation, including k-fold cross-validation and leave-one-out 

cross-validation, are available in the literature (Fuhg et al., 2020; 

Meckesheimer et al., 2001). The k-fold cross-validation is usually used to 

estimate the prediction error. It is generally applied in the surrogate model 

by chosen 𝐾 − 1 subsets to establish the training subset, while the remaining 

subset is used to validate and estimate the performance score. The process 

is then repeated in 𝐾 times such that all the subsets are successively used 

for validation. The cross-validation is then evaluated as the mean of the 𝐾 

results. However, it is generally discouraged for adaptive metamodels as 

the k-fold cross-validation bias may become a problem when 𝐾 is small 

(Fushiki, 2011). Hence, the well-known leave-one-out cross-validation 

(LOOCV) becomes a special case for the general k-fold cross-validation with 

𝐾 = 𝑚, where 𝑚 is the number of training data size. For every 𝑖 ∈ [1,𝑚], an 

auxiliary metamodel �̂�−𝑖 is trained on 𝑚 − 1 observation. The accuracy of 

the surrogate model of interest �̂� is then evaluated via the cross-validation 

error 𝑒𝐿𝑂𝑂𝐶𝑉 at point 𝑥𝑖, as given in equation (2.14): 
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𝑒𝐿𝑂𝑂𝐶𝑉(𝑥
𝑖) =  |�̂�(𝑥𝑖) − �̂�−𝑖(𝑥

𝑖)|, ∀𝑖 ∈ [1,𝑚] (2.14) 

Some studies have classified LOOCV into continuous CV and discontinuous 

adaptive methods, also called discrete adaptive sampling (Fuhg et al., 

2020). The errors obtained using continuous CV based adaptive sampling 

can adaptively guide local exploitation. However, It was reported that the 

new sample points obtained with the continuous LOOCV usually cluster 

around some observed points if one directly maximises the CV based 

criteria, as its focus is purely local exploitation (Aute et al., 2013; G. Li et 

al., 2010). In order to tackle this issue, distance-based space-filling was 

introduced to prevent the new sample from being too close to each other. 

However, Xu et al.(2014) and Jiang et al.(2015) indicated that it is hard to 

determine an appropriate threshold 𝑑 value because large 𝑑 value force the 

new sample points to spread evenly over the entire design space, while 

small 𝑑 value does not help to avoid the clustering phenomenon. Note that 

the auxiliary metamodel {�̂�−𝑖}𝑖 𝑖𝑛 [1,𝑚] in Equation (2.14) is built to evaluate 

local error for every available observation, which may be computationally 

expensive. Hence, Jin et al.(2002) proposed equation (2.15) to obtained an 

error at any point 𝑥 as the superposition of the relative errors between the 

current surrogate model and the leave-one-out surrogate models.  

𝑒𝐿𝑂𝑂𝐶𝑉
𝑐𝑜𝑢𝑛𝑡 (𝑥) =  √

1

𝑚
∑(�̂�(𝑥) − �̂�−𝑖(𝑥))

2
 

𝑚

𝑖−1

 (2.15) 

 In the discontinuous CV-based adaptive sampling technique, the general 

approach is to partition the design space into discrete cells. Each cell is 

assigned a variant of 𝑒𝐿𝑂𝑂𝐶𝑉(𝑥
𝑖) according to some closeness metrics. The 

cell associated with the highest error is then recorded as a priority cell for 

further sampling. This strategy is the most widely used for CV based 

adaptive sampling. For example, Devabhaktuni and Zhang (2000) 

employed it to determine a region with the largest prediction error and 

divided it into 2𝑛 regions. A similar study by Braconnier et al.(2011) divided 

the design space into a set of hypercubes and used a quad-tree algorithm  

to partition the region with the largest CV error into 2𝑛 equal hypercubes. 

Although this method seems simple and effective, its limitation is that it 
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easily leads to the over-sampling problem (Fuhg et al., 2020). To 

circumvent the drawback of 2𝑛 partitioning, Xu et al.(2014), Jiang et 

al.(2018), and other related studies employed the Voronoi diagram 

algorithm to partition the design space into the Voronoi cells. Subsequently, 

the cell with the largest CV error was selected as the sensitive region. 

Considering that this approach first required building a true model with 

lower error precision to guide the surrogate model (metamodel) with the 

lower accuracy. Therefore, this approach can be considered impractical as 

the test points are usually unavailable in practice, particularly in the highly 

expensive simulation model.   

2.3.2.4 Gradient-based adaptive sampling 

The general assumption about the gradient-based method is that system 

response may produce high prediction errors in regions with large gradients 

than in corresponding subdomains with low gradients (Bouhlel & Martins, 

2019; Van Beers & Kleijnen, 2003). Therefore, many researchers proposed 

an adaptive surrogate model around the premises of gradient information 

to discover the important regions. An adaptive sampling strategy for 

enhancing the Kriging model was proposed by Rumpfkeil et al.(2011). In 

this study, Dutch interpolation and discrepancy measurements between the 

local and global Kriging models were employed to build a local surrogate 

model. The region with the largest discrepancy was selected as a new point 

for further scrutiny. Liu et al.(2018) observed that this approach has a 

considerable restriction due to its derivatives requirement.   

In a similar study, the regions of interest were exploited by Yao et al.(2009)  

using first-order gradient information 𝜕𝑓/𝜕𝑥 of the radial basis function 

neural network. They observed that gradient information is more suitable 

for geomery exploitation. Therefore, employed the optimal LHS strategy to 

provide additinal points whenever the performance of the response surface 

is no longer improve through local exploitation. Mackman and Allen (2010);  

Mackman et al.(2013), and Wei et al.2012) claimed that curve curvature 

usually provides more information than the first-order gradients, thus 

employing the Hessian matrix 𝜕2𝑓/𝜕𝑥2 as an alternative to first order 

gradient to guide the local exploitation. While, the global exploration was 
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achieved through a distance term. Liu et al.(2018) reported that the 

gradient sampling strategies are highly depends on the quality of the 

surrogate model. They noted that the choice of model type, model 

parameters may influence the estimation of the gradient information and 

subsequently affect the selection of new sample points.  

2.3.2.5 Optimisation assisted approach 

The emergence of the adaptive sampling technique has attracted the 

attention of researchers in the last decade (Crombecq et al., 2011; Y. Jin, 

2011; Junior et al., 2022; Regis, 2014a; Vu et al., 2017). The finding 

revealed that adaptive sampling yields better approximation results than 

the predefined or space-filling methods and holds much promise. However, 

it was reported that the focus should shift to how to sample the minimum 

number of points intelligently so that the surrogate model would reflect the 

actual black-box function in the fields of interest (Dong et al., 2018). 

Moreover, an intelligent sample scheme would further advance the 

metamodel efficiencies. To this end, different optimisation algorithms have 

been introduced along with space-filling sapling techniques. The commonly 

employed optimisation algorithms are Simulated Annealing (SA), Genetic 

Algorithm (GA) and Particle Swarm Optimisation (PSO) based methods.  

Simulated annealing as an optimisation model formulates a sequence of 

steps, (1) defining a minimisation process by random changes of the design 

variables, (2) computation of a probabilistic acceptance criterion, (3) 

evaluation of design vector is accepted or rejected following the criterion 

(Tzannetakis & Van de Peer, 2002); accept a design if: 

𝑓(𝑋𝑖+1)  −  𝑓(𝑋𝑖)  ≤ 0 𝑎𝑛𝑑 𝑠𝑒𝑡 𝑋𝑖+1 = 𝑋𝑖, (2.16) 

otherwise, accept the design with the probability: 

𝑃[𝑓(𝑋𝑖+1)  −  𝑓(𝑋𝑖)] = 𝑒−[𝑓(𝑋𝑖+1) − 𝑓(𝑋𝑖)]/𝑘𝑏𝑇 (2.17) 

where the factor 𝑘𝑏 is the Boltzmann constant, 𝑇 is the temperature. 

Manoochehri and Kolahan (2014) integrated an artificial neural network 

with SA to optimise the deep drawing process. Four parameters, namely 

punch radius, die radius, blank holder force, and frictional conditions, are 

considered input parameters while thinning, which is one of the major 

failure modes in deep-drawn parts considered as an output parameter. The 
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authors stated that good accuracy was obtained after 75 iterations. The 

authors further compared the developed optimisation model results with 

the LHS-based surrogate model. In this case, the optimal design of 

experiments was implemented, where only 81 simulations were run and 

used to develop the ANN model. It was reported that computational results 

of the SA-based optimised model demonstrated quite the capability of 

obtaining high-quality solutions (optimal or near-optimal) within reasonable 

computational times. A similar study by Maakala et al.(2018) proposed a 

framework to optimise the geometry of the superheater region. The 

framework was implemented as a surrogate-based optimisation method 

that combined simulated annealing and polynomial regression surrogate 

models. The developed model was used to quantify the connection between 

geometry and heat transfer. It was reported that the uniformity of the flow 

field improved while the heat transfer rate also increased. According to Luo 

et al.(2021), SA is employed because it can find global optimisation when 

given sufficient time. However, SA was observed to be slower than many 

optimisation algorithms as it requires a longer time to find a near-optimal 

solution. Moreover, it's a local search method, and neighbouring point 

selection is based on random. 

More recently, Luo et al.(2021) combined gradient-based optimisation with 

simulated annealing to address the convergence rate issues associated with 

the SA. The proposed framework was applied to the line design of an 

underwater vehicle, where energy consumption and resistance reduction is 

the optimisation goal. The CFD-based simulation was conducted to optimise 

the parameters of the underwater vehicle. A comparison was made between 

the proposed optimised and static surrogate models (Latin hypercube-

based DOE combined with RBF model). It was reported that both resistance 

and energy consumption descend on the basis of optimal lines in the static 

and optimised surrogate model. But the optimised surrogate model 

outperforms the static surrogate model in terms of minimisations of 

iterations. 

Chu et al.(2015) proposed a reliability-based optimisation model for 

structural design under uncertainty. This study used a surrogate model to 
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search for the best compromise between the cost and safety while 

considering system uncertainties by incorporating reliability measures 

within the optimisation. First, the LHD was employed in the structural finite 

element model to acquire an effective database for building the surrogate 

model, followed by incorporations of SA and GA to prevent the surrogate 

model from converging prematurely. The SA was implemented using the 

procedure described in equations (2.16) and (2.17). At the same time, GA 

optimisation begins from a random initial population. Each individual, also 

known as the chromosome, is encoded into a structure denoting its 

properties and progresses through successive generations. Lastly, the 

chromosomes are rated with respect to their fitness in each generation. The 

performance comparisons of SA against GA were carried out. The study 

revealed that SA converged to a better design than GA, which led to more 

material savings and higher structural reliability but required a much higher 

computational cost.  

Mengistu and Ghaly (2008) coupled GA with the ANN-surrogate model to 

optimise a single-point aerodynamic transonic turbine stator and multi-

point NACA65 subsonic compressor rotor. The optimisation objective is a 

weighted sum of the performance objectives and penalised with the 

constraints in order to achieve better aerodynamic performance at the 

design point or over the full operating range by reshaping the blade profile. 

However, the common drawback of GA highlighted in the literature is 

numerous objective function evaluations for convergence (Bates et al., 

2004; Fonseca et al., 2009; Mahulja et al., 2018; Wang & Sobey, 2020; J. 

Zhou et al., 2006). GA often require many iterations, typically taking many 

generations, sometimes thousands or hundreds of evaluations to converge 

(Wortmann et al., 2015). Some studies have proposed a modification to the 

generic GA to tackle its shortcoming. Deb and Myburgh (2016) developed 

a customised GA to find near-optimal solutions. Some of the modifications 

to generic GA in this study include more than one solution employed in each 

iteration to create a new population collectively. The initialisation and 

population update methods are customised to exploit the linearity aspect of 

the problem. At the same time, a small population of solutions was used in 
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each iteration. Parallel implementations of GA on the Central Processing 

Unit (CPU) and Graphic Processing Unit (GPU) have also been employed in 

some studies to improve generic algorithm performance (Iturriaga and 

Nesmachnow, 2012; Wang & Sobey, 2020). Although the above-reviewed 

methods have achieved various levels of success, however, computationally 

expensive links to SA and GA models, especially when the problem requires 

computationally intensive simulations motivate the search for alternative 

optimisation techniques such as PSO (Felkner et al., 2013; Wortmann et 

al., 2015).  

2.3.3 Particle Swarm Optimisation 

Particle swarm optimisation (PSO) is a popular search optimisation 

algorithm commonly used to explore the search space of a given problem 

to find the optimal parameters or settings required to maximise or minimise 

a specific objective. PSO is a population-based stochastic optimisation 

algorithm inspired by the behaviours of birds or fish schooling within a flock 

in evolutionary computation. The collection of particles in a search space 

where each particle represents a potential solution of the optimisation task 

is referred to as a swarm. The PSO algorithm was initially proposed by 

Eberhart and Kennedy (1995) in 1995 for solving an unconstrained 

optimisation problem. Since then, it has been successfully applied to a 

series of optimisation problems such as nonlinear, non-differentiable, and 

multiple optimisation tasks in engineering design optimisation fields (Cheng 

et al., 2020b). In PSO, each particle communicates and exchanges 

information about the search space and moves in the multi-dimensional 

solution space according to some velocity. The movement of PSO is 

influenced by two factors: the local best solution of each particle and the 

global best solution of all particles involved in the solution space. The local 

best position of each particle and swarm global best positions are updated 

during the iteration of the algorithm if a better solution is found. The process 

is repeated till the desired results are attained or it reaches the specified 

number of iterations. The illustration of the PSO process is presented in 

Algorithm 2.1. 

 



37 

Algorithm 2.1: PSO algorithm 

Input: Initial number of iterations (𝑡); the maximum number of 

iterations (𝑡𝑚𝑎𝑥) 

Step 1:  

Step 2: Initialise a swarm (𝑺) with 𝒏 particles, and give each particle 

in 𝑺 a random velocity. 

Step 3: Evaluate all particles in 𝑺, and take the populations of all 

particles in 𝑺 as the optimal solutions they find, which is 

typified as 𝑷𝒊(𝒊 = 𝟏, 𝟐,…… , 𝒏); the solution with the best 

fitness is typified as 𝑷𝒈. 

Step 4: while 𝒕 < 𝑡𝑚𝑎𝑥 do 

Step 5:            Update the velocity and positions of all particles in 𝑺 

Step 6:            Evaluate all particles in 𝑺  

Step 7:            Update 𝑷𝒊 and 𝑷𝒈 

Step 8:            𝑡 = 𝑡 + 1 

Step 9: end while 

Step 10: Output 𝑷𝒈, the solution with the best fitness 

 

PSO algorithm is widely used for optimisation because of its excellent global 

search capacity and simplicity (Li et al., 2019). A framework for expensive 

optimisation that coupled PSO with radial basis function surrogates was 

proposed by Regis (2014b). In this study, the proposed framework called 

Optimisation by particle swarm using surrogates used multiple trial 

positions and velocities for each particle in the swarm in every iteration. 

PSO generally requires many fitness evaluations to find a good solution. 

Secondly, some of the fitness values are not important in the iterative 

process of PSO (Li et al., 2020). Thus, various improvements were made to 

the PSO algorithm to be suitable for the surrogate model. Sun et al.(2015) 

implemented a two-layer surrogate-assisted PSO algorithm to address the 

issue of a large number of fitness evaluations in PSO. They proposed a pre-

screening criterion in which a global and a number of local surrogate models 

are employed for fitness approximation. A local surrogate model was 

constructed using the data samples near each particle where improved 
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fitness estimation is achieved. A global surrogate model was employed to 

guide the swarm to fly quickly to an optimal or global minimum.   

It was reported by Li et al.(2020) that many fitness evaluations are 

consumed in the work of Sun et al.(2015). Li et al.(2020) applied the radial 

basis function surrogate model to update the global best solution of the 

population. They used a selected subset of samples to build a local 

surrogate, which aims to model the promising sub-regions of the design 

space. They reported that the proposed algorithm might effectively solve 

medium-scaled computationally expensive problems as a small number of 

candidate solutions are required to be evaluated at each iteration.  

More recently, some studies proposed the hybridisation of PSO with the 

other evolutionary algorithm. For example,  Li et al.(2020) employed the 

learner phase of teaching-learning-based optimisation (TLBO) to explore 

design space and used PSO to speed up the convergence. A fuzzy 

hierarchical surrogate-assisted probabilistic PSO proposed by Chu et 

al.(2021) applied fuzzy surrogate-assisted (FSA), local surrogate-assisted 

(LSA) and global surrogate-assisted (GSA)  models to fit the fitness 

evaluation function individually. Furthermore, a probabilistic PSO was 

implemented to predict the trained model and update the samples.  

 

PSO is adopted in this study to find the optimal data point for surrogate 

model accuracy maximisation. PSO is a population-based optimisation 

technique initialised with a population of random solutions, and the search 

for the optimal solution is performed by updating generations. Unlike GA, 

PSO has no evolution operators, such as crossover and mutation. 

Additionally, PSO is computationally more efficient in terms of both speed 

and memory requirements (Gad, 2022). AbWahab et al.(2015) 

demonstrated that PSO can have better results faster and cheaper than 

other methods such as GA and SA. Moreover, it does not use the gradient 

of the problem being optimised. In other words, unlike the gradient descent 

optimisation method, PSO does not require the problem to be differentiable. 

The advantage of PSO was summarised in (Freitas et al., 2020) as follows: 

(i) it does not make assumptions about the continuity and differentiability 
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of the objective function to be optimised; (ii) it does not need to compute 

the gradient of the error function; and (iii) it does not need good initial 

starting points or deep a priori knowledge about the most promising areas 

of the search space. 

 

2.4 Review of Pipeline Leakage Detection 

Over the last decades, several studies have been proposed on pipeline 

leakage detection using different approaches. Existing leak detection and 

characterisations are classified into software and hardware methods (Kim 

et al., 2021). In an effort to classify these technologies based on their 

technical nature, further research efforts were made and led to the 

classification into three groups, namely external, visual or biological and 

internal methods (Cramer et al., 2015). The external technologies include 

acoustic sensing, accelerometer, fibre optics, vapour sampling, infrared 

thermography, ground penetration radar and electromechanical impedance 

that utilise man-made sensing devices to achieve leak detection tasks at 

the exterior part of the pipeline (Hoarau et al., 2017; Png et al., 2018). The 

visual-based methods employ experienced personnel, trained dogs, pigs 

and drones to inspect and detect pipeline leakage. The visual-based 

methods appear to be the most suitable for leak detection and 

characterisation. However, the operational time of these techniques is 

based on the frequency of inspection. For the internal-based leak detection 

methods, many researchers have reported a collection of techniques to 

detect and characterise pipeline leakage (Pérez-Pérez et al., 2021). 

Generally, these methods employ computational algorithms in conjunction 

with various sensors for monitoring parameters that characterise the fluid 

flow within pipelines. Some commonly used techniques include mass-

volume balance, negative pressure wave, pressure point analysis, state 

estimator and numerical modelling. The scope of the method reviewed in 

this study is confined to numerical modelliof pipeline leakage. More details 

on the review of other leak detection methods can be found in Adegboye et 

al.(2019).  
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2.4.1 Numerical Modelling of Pipeline leakage Detection 

The numerical modelling method, also known as transient modelling, is 

reported as the most sensitive leak detection method (Moore, 1999; Liu et 

al., 2019). This method employs conservation equations for the fluid mass, 

momentum and energy to model the flow within a pipeline and compares 

the predicted values with the measured data to determine and characterise 

leakages. The flow parameters monitored in this method are flow rate, 

pressure, and other fluid flow parameters. Pipeline leak detection using the 

transient-based leak detection approach has been extensively adopted in 

the research community. It has been shown to detect and locate pipeline 

leak positions successfully.  

Technological advancements have benefited the petroleum industry to a 

large extent that it is possible to transport un-separated gas-liquid mixture 

over a long distance. The economic impact of this technology is enormous 

to the degree that some offshore developments and multiphase flow lines 

have, in some cases, replaced their topside installations (Bratland, 2010). 

In fact, in some areas, such as offshore oil and gas section of the petroleum 

industry, multiphase flow line provides the most economical option to 

transport oil and gas from underwater wells to onshore separation facilities 

(Xuejie Li et al., 2022). Considering the harsh external environment and 

complex internal flow of multiphase pipelines, it is important to monitor 

multiphase pipelines for timely and accurate detection of leakage to reduce 

economic loss and environmental damage. However, most of the works 

reported in the literature are limited to the single-phase pipeline leakage. 

For example, de Sousa and Romero (2017) investigated the effect of the 

leaks on a monophase pipeline with particular attention to the pressure and 

flow rate characteristics using ANSYS Fluent. Three different leak sizes were 

studied using a 1 m pipeline length with a diameter of 0.15 m in an onshore 

environment. The obtained results revealed that the occurrence of the pipe 

leakage impacted both pressure and flow rate within the vicinity of the leak 

regions (Figure 2.7). The fluid discharged from the pipeline perforated, 

increasing the pipe friction and resulting in more pressure drop. The pipeline 

leakage conditions considered in this study are limited to the only leak sizes 
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effect. It is also difficult to admit that the observed results can be applicable 

to multiphase flow systems. 

Own to the fact that multiphase pipelines involve simultaneous 

transportation of two or more fluids; it is difficult to conclude that only 

pressure and flow rate sufficient to accurately detect multiphase pipeline 

leakage. Therefore, determining the leak effect on the multiphase pipeline 

and the interaction between the in-pipe flow parameters is of great 

importance. 

 

 

Figure 2-7: Change in pressure and flow rate along the pipeline due to the 

occurrence of leakages (de Sousa and Romero 2017).  

 

Molina-Espinosa et al.(2013) carried out numerical modelling backed up by 

physical experiments for pipe leakage. This study investigated the transient 

modelling of incompressible flow in pipes with leaks. The experiments were 

performed using a 2.33 m long horizontal pipe of 0.0127 m internal 

diameter. The fluid considered for the experiment is water, while the static 

pressure tapping points (𝑃1 − 𝑃6) distributed along the main measurement 

section. A discharged valve was used to create leakages. A series of 

experiments were carried out and compared with the numerical solution. 

The obtained results revealed good correlations between the simulation and 
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experimental data in terms of pressure drop within the vicinity of the 

leakages. The researchers reported that the pressure decreases due to a 

leak and its influence on the overall pressure distribution is a function of the 

leak size and the pipe inlet flow rate. However, this study only considered 

pipeline leakage as a function of leak sizes. Exploring other leak scenarios 

would be useful for pipeline engineer's emergency planning.  A relevant 

study proposed by Zhu et al.(2014) modelled oil released from submarine 

pipelines subjected to different leak sizes. This study investigated the 

effects of oil leak rate, leak sizes, oil density, and water velocity on the oil 

spill behaviour using the Volume of Fluid (VOF) method (Chinello et al., 

2019). This study revealed that small leak size, slow leaking and high fluid 

density led to a long period for oil to reach the maximum horizontal migrate 

distance. In a similar study by Li et al.(2018), a numerical investigation of 

submarine pipeline spillage was carried out using ANSYS Fluent to forecast 

the trajectory movement of oil spills.  

The quantity and trajectory of spilt oil under various operating pressure, 

current sea velocities and wavelengths were analysed and compared. Li et 

al.(2017) employed CFD models to describe the underwater oil release rate 

and its trajectory movement from the damaged subsea pipeline to the free 

surface of the water. The simulated results revealed that the developed 

model could provide a detailed understanding of pipeline leakages, such as 

gas release rate, horizontal dispersion distance and gas rising time in a 

subsea environment, and hence reduced the cost and number of physical 

experiments. However, gas movement trajectory behaviour can only be 

predicted in a shallow ocean as the sea wave can easily alter the dispersion 

movement of the leaking fluid. The numerical modelling of pipeline leakages 

reported in the literature (Wei and Masuri, 2019; Li et al., 2018; Zhu et al., 

2014) shows that dynamics modelling can provide an easy method for 

creating and analysing models that mimic the actual pipeline in the fields. 

 

The extensive review reveals that, at present, the literature on a multiphase 

pipeline system is rather limited. Research on multiphase pipeline leakage 

lacks attention. Most of the available literature focuses on single-phase flow 
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systems, and few studies on the system that simultaneously conveys more 

than one hydrocarbon fluid have been reported. Multiphase flow systems 

are inherently nonlinear due to the continuous interaction of the 

participating phases; hence, it is challenging to accurately capture their 

dynamics. Multiphase flow systems are commonly found in nuclear reactors, 

chemical processes and the oil and gas industry. As such, the development 

of an accurate leak prediction model is timely and essential as this will aid 

in advancing rapid pipeline leak detection technologies for these critical 

applications. In the context of multiphase pipeline leak detection, the 

computational study by Kam (2010) investigated the influence of leak sizes 

and the longitudinal locations of the leak on fluid flow parameters. However, 

this study was only limited to a 1-D pipeline, assuming that the pipeline was 

made up of a series of small segments in which each node along the pipe 

modelled the local flow characteristics. 

Figueiredo et al.(2017) investigated the effect of leakage on two-phase flow 

behaviour in nearly horizontal pipeline of 45 km long with a diameter of 

0.450 m. Their study examined the effect of longitudinal leak location on 

stratified flows. A  mineral oil with a 719.7 𝑘g/𝑚2 density and vapour were 

the fluids used. The study assumed that the leaks occurred through a 

circular hole with a diameter of 0.0138 m and positions at 12.5 km, 22.5 

km and 32.5 km. The obtained results revealed that the leak localisation 

strategy based on the upstream and downstream pressure profiles 

commonly employed in mono-phase flow leakage could be extended to the 

two-phase stratified flow pattern, typically observed in many production gas 

pipelines. The limitation of this work, however, is that the study is limited 

to a 1-D pipeline. The empirical models do not adequately capture all the 

dynamics of the multiphase flow behaviour. The assumptions of these 

analytical solutions limit their capability to consider different scenarios in 

which leaks may occur in 3-D pipelines.  

The 3-D CFD modelling approach promises to be an effective tool to 

investigate complex multiphase flow problems (Alghurabi et al., 2021; 

Demirel et al., 2017; Saeedipour et al., 2019). It avoids unrealistic 

assumptions usually adopted in the empirical models for multiphase pipeline 
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leakage. In addition, CFD models provide an opportunity to incorporate 

intricate pipeline configurations and offer detailed information on 

multiphase flow systems, which may be challenging to obtain using 

analytical models or physical experiments. In particular, 3-D CFD models 

can readily investigate the influence of the radial position of the leak along 

the circumference of the pipeline relative to the gas-liquid interface. Araújo 

et al.(2014) investigated the influence of leaks in the hydrodynamics of oil-

water two-phase flow in a horizontal pipeline. The simulation was performed 

in ANSYS CFX using the Eulerian-Eulerian model by considering the oil as a 

continuous phase and water as a dispersed phase. The authors varied the 

volume fraction of oil at the inlet of the pipeline and observed that the 

amount of oil discharged from the leak region reached a stable value after 

around 0.4 s for all the simulations reported in their study. However, their 

study is limited to the leak effect prior to the flow stability time. Also, the 

applicability of their study may be limited since they did not report a 

particular flow pattern. Besides, the effects of radial and longitudinal leak 

locations, leak opening sizes and multiple leakages remain to be 

investigated.  

Therefore, to better understand the fluid flow behaviour induced by leaks 

for the aforementioned effects, one of the objectives set in this thesis is to 

extend the multiphase pipeline leakage to both before and after the flow 

stability state. A comprehensive assessment of different leak sizes, 

longitudinal leak locations, radial positions and simultaneous occurrence of 

leakages is performed for a gas-liquid pipeline system. The perturbation of 

the pertinent flow field indicators for different leak scenarios is essential to 

improving the understanding of multiphase flow behaviour induced by 

leaks.    

2.5 Fluid Flow Characteristics 

Classification of fluid flow is usually based on common characteristics. Some 

of the major categories are steady versus transient flow, laminar versus 

turbulent flow and compressible versus incompressible flow. 
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2.5.1 Laminar and Turbulent Flow 

Fluid flowing in a pipeline could either flow smoothly or chaotic manner. 

There are three flow regimes, namely laminar, turbulent and transitional 

flows (Suman, 2014). It is important to identify the flow regime present in 

the pipeline to accurately model pipeline leakage. A parabolic velocity profile 

characterises laminar flow in a pipe (Vítkovský et al., 2003). The turbulent 

flow, however, is chaotic, with perpendicular movement, swirls and random 

fluctuations. Between laminar and turbulent flow, with laminar flow near 

the edge of the pipe and turbulent in the pipe, the centre is known as 

transitional flow. In general, these flow regimes (laminar, turbulent and 

transitional) describe fluid flow in a duct. The curve in Figure 2.8 shows the 

time dependence between the fluid velocity at point A in the flow regime. 

The velocity component that exists in laminar flow is in only one dimension 

�⃗� = 𝑢�̂�, and random 3D velocity components �⃗� = 𝑢�̂� + 𝑣�̂� + 𝑤𝑘  are 

predominant for turbulent flow. When flow is laminar in state, there are 

disturbances that occasionally dampen (Suman, 2014); the Reynolds 

number, Re, plays a key role as a parameter for deciding the characteristic 

of the flow regime in a pipeline. With the moderate Reynolds number (102˂ 

Re ˂103) the flow may be laminar, but as the Reynolds number increases, 

the flow becomes lost in the orderly low pattern and velocity fluctuation, 

and subsequently, the flow becomes turbulent. Reynolds number is the key 

parameter in analysing different flow types when there is a substantial 

velocity gradient (shear) and is expressed as (Birkeland, 2014): 

𝑅𝑒 =
𝜌𝑈𝐷

𝜇
=

𝑈𝐷

𝑣
 

                 (2.18)      

where 𝜌 is the density of the fluid (𝑘𝑔 𝑚⁄
3
), 𝑈 is the flow velocity of the fluid 

(m/s), 𝐷 is a linear dimension characteristic (m), 𝜇 is the fluid dynamic 

viscosity (𝑃𝑎. 𝑠  𝑜𝑟  𝑁. 𝑠 𝑚2⁄ ), and 𝑣 is the kinematic viscosity of the fluid 

(𝑚2 𝑠⁄ ) obtained as 𝜇/ρ. The characteristic of the flow regime in a duct can 

be approximated into different ranges, as shown in Table 2.2. 
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Figure 2-8: Time dependent fluid velocity at a point (SUMAN, 2014) 

 

Table 2-2: Reynolds number  ranges for different flow characteristics in a 

duct (Suman 2014) 

Characteristics Reynolds number 

Highly viscous laminar motion 0 ˂ Re ˂ 1 

Laminar and Reynolds number 

dependence 

0 ˂ Re ˂ 100 

Laminar boundary layer 102˂ Re ˂103 

Transition to turbulence 103˂ Re ˂104 

Turbulent boundary layer 104˂ Re ˂106 

 

Pipeline leakage modelling can be challenging if the flow in the pipe is within 

the turbulent flow regime (Birkeland, 2014). Some researchers have 

investigated the unsteady behaviour of the pipeline leakage for various 

Reynolds numbers. Silva et al. (1996) developed a computational approach 

to analyse hydraulic transients caused by pipeline leakage. Different liquid 

flow rates and Reynolds numbers ranging from 2000 to 13000 were 

considered. Figure 2.9 illustrates obtained maximum pressure deviation as 

a function of leak magnitude for various Reynolds numbers. The 

experiments were carried out using 433 m and 1248 m long pipelines. The 

study indicates that turbulence modelling is more difficult than the laminar 

model. However, leak detection in turbulent flow is easier than in laminar 
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flow. Figure 2.9 shows leaks are detected when their magnitude is higher 

than 20% at the low Reynolds numbers (laminar flow), while 5% of leaks 

were easily detected in the turbulent regime. 

 

 

Figure 2-9: Pressure deviation profiles for various leak rate magnitudes 

(Silva et al., 1996) 

 

Vardy and Brown (1996) derived a weighted function for smooth-pipe 

turbulent flow using a frozen viscosity model. The viscosity distribution was 

based on a core region with a constant turbulence viscosity and an outer 

shear layer with a linear change in viscosity from laminar (at the pipe wall) 

to turbulent viscosity (at the core or shear-layer interface). The weighted 

function is given as: 

 

W(𝜏) =
1

√𝜋𝜏
2 𝑒(−

1
𝐶∗𝜏) (2.19) 

where 𝜏 is the dimensionless time defined as 
4𝑉𝑡

𝐷2
, 𝐶∗ is the shear decay 

coefficient. The shear Deacy coefficient for laminar flows is defined as 

0.99476. However, the turbulent flow is dependent on the Reynolds number 

of the mean flow given as: 
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𝐶∗ =
7.41

𝑅𝑒𝑘
 (2.20) 

and  

k = 𝑙𝑜𝑔10 (
14.3

𝑅𝑒0.05
) (2.21) 

where 𝑹𝒆 is the Reynolds number. Vítkovský et al. (2003) present a pipeline 

leakage detection model using Vardy and Brown (1996) weighting function 

model in the frequency domain. Vítkovský et al. (2003) employed frequency 

components of steady friction to investigate pipeline leakages using a 

pipeline length of 2000 m with a diameter of 0.3 m. An analytic solution for 

unsteady friction in both time and frequency domains was performed on a 

pipeline between the two tanks, as shown in Figure 2.10. A valve located at 

the downstream tank was used to introduce transients into the system 

through a small disruption in the valve position. The flow in the pipeline has 

a Reynolds number of 46,044 at steady state. A minimal non-linear 

behaviour was created by fluctuating the magnitude of the valve. The 

behaviour of the unsteady friction-weighted function for both laminar and 

turbulent flows created is shown in Figure 2.11. It was reported that 

weighted friction for turbulent flow is less dependent on historical 

acceleration than laminar flow due to a more uniform velocity distribution. 

The leakage analyses conducted demonstrated that the time and frequency 

domain could benefit from better treatment of unsteady friction. Similarly, 

the leakage detection method implemented could potentially be benefited 

from better treatment of unsteady friction. 

These studies have demonstrated the effectiveness of detecting pipeline 

leakage in laminar and turbulent flows. However, more pilot studies using 

dynamics modelling is essential to evaluate the feasibility and improve upon 

the current studies. Pipeline leakage detection and, particularly the 

multiphase flow system warrant further study due to the limited studies 

currently available in the literature (Behari et al., 2020). In this regard, this 

study is proposed to investigate the effect of leakage on multiphase 

pipelines considering different leakage conditions such as leak sizes, leak 

locations, axial leak positions and multiple leakages. 
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Figure 2-10: Illustration of pipeline considered for numerical analysis by 

Vítkovský et al. (2003) 

 

 

Figure 2-11: Unsteady friction-weighted behaviour of laminar and turbulent 

flows (Vítkovský et al., 2003) (𝑊 is is define as weighting function and 𝜏 is 

dimensionless time) 
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2.5.2 Steady and Transient Flow 

A state where the various parameters associated with fluid transport at any 

point do not change with time is referred to as a steady state. In a steady 

operation, the mass, density, volume and total energy content of a steady 

flow section or device remain constant, and the local derivative of the 

velocity is zero at a steady state (Xu and Karney, 2017). The term transient 

flow is referred to as the intermediate state flow that describes the 

transition between two steady states. Any disturbance or variation between 

the two steady states, whether it is accidental or deliberate, can lead to 

transient conditions. Different scenarios initiate different transient 

conditions in a pipeline network, including operating conditions such as 

starting or stopping of pumps, sudden variations in valve or pump settings 

and sudden changes or anomalies incidents such as rupture along the 

pipeline networks. Characteristically, the term transient flow in a pipeline 

describes an unsteady flow phenomenon (Xu and Karney, 2017).  

2.5.3 Compressible and Incompressible Flow    

In general, fluid density can vary due to temperature or pressure variations. 

When fluid density varies significantly within the flow channel, the flow can 

be regarded as a compressible flow. On the contrary, the flow is mainly 

treated as incompressible flow when the variation of density in the flow 

domain is negligible. This is true for liquids based on the fact that the 

density of the liquid decreases moderately with pressure and slightly with 

temperature across a spectrum of operating conditions (Wesseling, 2009). 

The flow velocity is usually stated in terms of the dimensionless Mach 

number (𝑀𝑎) when analysing high speed gas flows, and is expressed as: 

𝑀𝑎 =
𝑉

𝑐
=

Speed of flow

Speed of sound
 (2.22) 

where 𝑐 is the air sound speed at room temperature at sea level with the 

value of 346𝑚 𝑠⁄ . Gas behaviour is usually incompressible at low speeds. 

However, as the Mach number increases above 0.3, the effect of 

compressibility becomes essential. The relationship between the Mach 

number and the equivalent flow regimes is shown in Figure 2.12. 
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Figure 2-12: Flow regime Mach number values (Denk, 2007) 

2.6 Gas-liquid Flow Regimes in Horizontal Pipes   

Multiphase flow is often characterised by gas and liquid simultaneously 

occurring. They are sometimes included solid in the mixture. In the case of 

gas-liquid flow, different flow patterns are observed in a horizontal or 

slightly inclined pipeline. Different flow patterns or flow regimes are 

encountered when gas and liquid flow simultaneously flow inside a pipe. 

These regimes depend on different factors, including the pipeline diameter, 

fluid properties and flow rates of each of the phases. Two-phase flow 

patterns in horizontal pipelines are similar to the patterns in vertical pipes, 

except that the liquid's distribution is influenced by gravity that acts to 

stratify the gas to the top and liquid to the bottom of the pipe (Garbai & 

Sánta, 2012). The simultaneous flow of gas and liquid in a horizontal pipe 

often results in various flow regimes, as shown in Figure 2.13 and 

summarised following the description of Garbai and Sánta (2012). 

Incompressible Compressible 

Incompressible/Compressible 

0.0 0.3 0.5 0.8 1.0 
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Figure 2-13: Gas-liquid flow regimes in the horizontal pipe (Garbai and 

Sánta, 2012) 

Dispersed bubble flow is commonly occurring at a very high liquid flow rate. 

This flow regime is characterised by the flow where one phase is dispersed 

in the other continuous phase. The elongated bubble flow is regarded as a 

special case of plug flow. The bubbles are longer in this flow regime and 

may be differentiated by a tail and a nose. In the dispersed bubble flow, the 

phases appear fairly distributed uniformly within each other in axial and 

radial directions of the flow. The annular flow regime occurs at high gas flow 

rates. In this flow pattern, the liquid phase is forced to form a continuous 

annular layer around the pipe perimeter. While the interface between the 

vapour core and the liquid annulus is distraught by small-amplitude waves 

and results in droplets and scatter in the gas core. A stratified flow pattern 

occurs for relatively low gas and liquid flow rates. Complete separation of 

the gas and liquid is generally observed in which gas moves to the top and 

liquid to the bottom of the pipe and is separated by a horizontal interface. 

An increase in the stratified flow's gas velocity resulted in the waves forming 

at the gas and liquid interface and travelling in the direction of flow called 

stratified-wavy flow. Most gas-phase accumulates to form large bullet-
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shaped bubbles in slug flow. A slug pattern exists at relatively high gas 

flows, and the slug of highly aerated liquid moves downstream pipe at the 

gas velocity on average. Considering the importance of multiphase flow in 

the oil and gas industry, it is essential, especially from the economic point 

of view, to investigate the effect of leakage on multiphase flow pipes. 

Therefore, this study considers stratified flow for investigation as it is one 

of the most frequently encountered in long-distance horizontal flow lines, 

such as steam, natural gas and oil flow, in petrochemicals, power 

generation and process plants (Ali, 2017; Cheng et al., 2020; Vlachos et 

al., 1999). The benefit of the study would aid not only the efficient operation 

of two-phase systems but also help in improving the understanding of 

multiphase flow behaviour induced by pipeline leakage, which can be useful 

for risk assessment and improve the emergency management level.   

2.6.1 Review of two-phase flow pattern maps in horizontal pipe 

Various experimental and theoretical analyses have been performed over 

the years to predict the two-phase flow patterns present in the flow regime 

map as accurately as possible (Baker, 1954; Scott, 1964; Beggs and Brill, 

1973). Many of these studies presented the pattern maps in terms of 

dimensional parameters, such as physical properties of the working fluids, 

while some literature used non-dimensional properties. A two-phase flow 

pattern map proposed in (Baker, 1954), which is also regarded as one of 

the oldest pattern maps employed superficial mass velocities (𝐺𝐺
∗/𝜆 𝑎𝑛𝑑 𝐺𝐿

∗/

Ψ) and fluids properties, as shown in Figure 2.14.  
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Figure 2-14: Baker prediction map for two-phase flow patterns along 

horizontal pipes (Baker, 1954). 

A wide range of working fluids was covered in the flow patterns map of  

Baker (1954) using the fluids property correlation factors (λ and ψ) with gas-

phase velocity on the y-axis and the liquid-phase velocity on the x-axis. The 

λ and ψ parameters were defined in terms of the physical properties of the 

working fluids and given as: 

 

λ = [(
𝜌𝐺

𝜌𝐺𝐵
) (

𝜌𝐿

𝜌𝐿𝐵
)]

1/2

 (2.23) 

 

Ψ =
𝜎𝐵

𝜎
[(

𝜇𝐿

𝜇𝐿𝐵
) (

𝜌𝐿𝐵

𝜌𝐿
)
2

]

1/3

 (2.24) 

Where 𝜇𝐿 is the dynamic viscosity of the liquid, 𝜎 is the surface tension, 𝜌𝐿 

and 𝜌𝐺 are liquid and gas density, respectively. The other parameter values 

are 𝜇𝐿𝐵 = 1.0𝑥10 𝑁𝑠/𝑚2, 𝜌𝐿𝐵 = 997.9𝑘𝑔/𝑚2, 𝜎𝐵 = 0.073 𝑁/𝑚, 𝜌𝐺𝐵 = 1.201𝑘g, while 

Ψ and λ are equal to 1 for air-water system at atmospheric pressure. In the 

study of Baker (1954), the pattern map was divided into the plug, slug, 

stratified, annular, wavy, dispersed and bubble flow regions. It was reported 

in a later study by Scott (1964) that the effects of pipe diameter were not 

considered in the Baker map and, therefore, may not represent the major 
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parameters affecting the transition from one phase to another. Scott (1964) 

also reported that Baker map did not account for a number of interacting 

forces in two-phase flow, such as surface tension and gravity. This led to 

an alternative transition map proposed in (Scott, 1964). Scott modified 

Barker's map to illustrate the transition regimes as regions instead of lines 

to exemplify the levels of uncertainty, as illustrated in Figure 2.15. Also 

excluded from Baker map was the transition line between the annular and 

dispersed flow.  

 

Figure 2-15: An extension of Baker (1954) flow pattern map, proposed by 

Scott (1964). 

 

In an attempt to simplify the flow pattern maps, Beggs and Brill (1973) 

considered only three regions, namely separated flow (stratified, wavy and 

annular flow), intermittent flow (plug and slug flow) and distributed flow 

(bubble flow). The Beggs and Brill map was based on a system of fixed 

properties and reported failed to account for viscosity, density and 

interfacial tension variation. Similarly, their transition lines are based on 

best fits. Therefore only truly applicable to the systems similar to those in 

which they are reported (Emamzadeh, 2012). In a similar study carried out 
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by Mandhane et al. (1974) at the University of Calgary, a multiphase pipe 

flow data bank was employed to generate a basic flow pattern map of 

superficial gas velocity versus superficial liquid velocity. The illustration of 

Mandhane et al. (1974) flow pattern map is presented in Figure 2.16. The 

proposed map was divided into six regimes: slug, dispersed, stratified, 

annular, wave and elongated bubble flow. Extensive experiments were 

conducted using different pipe diameters, superficial gas velocities (𝜐𝑠𝑞), 

superficial liquid velocities (𝜐𝑠𝑙), surface tensions, and liquid and gas phase 

densities. It was reported that despite Mandhane et al. (1974) being limited 

totally to the correlational approach, it provided a better prediction than 

many conditions in (Beggs and Brill, 1973) map.  

 

 

Figure 2-16: The Mandhane et al. flow pattern map (Mandhane et al., 1974) 

 

The flow regime transitions reported by Taitel and Dukler (1976) used a 

semi-theoretical approach. They classified their map into stratified wavy, 

annular, stratified smooth and dispersed bubble flow. With a one-

dimensional steady-state flow model adopted, they derived separate 

momentum balances for the gas and liquid phases and then combined them 

by eliminating the pressure gradient terms. By assuming that the liquid 
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layer is of constant height, with a smooth gas-liquid interface, and that the 

interfacial shear term is equal to the gas-wall shear term, they then derived 

a non-dimensional form of this combined momentum (Emamzadeh, 2012).  

 

To improve the transition prediction between the intermittent and annular 

flow reported by Taitel and Dukler (1976), Hale (2001) suggested that 

transition should occur where ℎ�̃� < 0.5ℎ𝑙. Using the slug body holdups 

raging from 0.7 𝑡𝑜 1.0 suggested in (Dukler and Hubbard, 1975) led to liquid 

height (ℎ𝑙) over pipe diameter (
ℎ𝑙

𝐷⁄ ) values to the range of 0.35 and 0.5 at 

the transition, which reported agrees better with the experimental 

observations of Mandhane et al. (1974) and Barnea (1987). This was 

demonstrated in (Taitel and Dukler, 1976) flow map shown in Figure 2.17 

as the transition between intermittent and annular is indicated as a region 

between the two curves (𝐵).  

 

 

Figure 2-17: The Taitel and Dukler (1976) flow pattern map.  
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A method to account for variations in fluid properties and different pipe 

diameters was proposed by Weisman et al. (1979). The study aims to 

provide a method where changing one fluid property would not significantly 

affect the other fluid properties. A wide range of fluid velocities with 

different pipe diameters, including 12 mm, 25 mm and 51 mm, were employed 

for the experimentations. The flow patterns included in their map are 

dispersed, stratified smooth, stratified wavy, intermittent and annular 

regimes. The proposed transitions are for stratified smooth to stratified 

wavy flow, the separated to intermittent flow, the transition to disperse flow 

and the onset of annular flow. The proposed transition was compared with 

the study of Mandhane et al. (1974) and Taitel and Dukler (1976). It was 

reported that the annular-intermittent boundary provided the most notable 

feature as it exhibits an opposite trend to their predictions. The illustration 

of the Weisman et al. (1979) flow pattern map is presented in Figure 2.18. 

A number of dimensionless correlations for the flow regime transition 

boundaries were proposed in (Weisman et al., 1979), as given in Table 2.3. 

 

 

Figure 2-18: The Weisman et al. (1979) flow pattern map  
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Table 2-3 Weisman et al. (1979) transition boundaries. Note that these 

parameters' definitions and values are the same as Baker (1954) 

parameters presented on the previous pages.  

Stratified smooth to stratified wavy flow: 

                                                [
𝜎

(𝜌𝐿−𝜌𝐺)g𝐷2]

0.20

[
𝜌𝐺𝑈𝑆𝐺𝐷

(𝜇𝐺)
]
0.45

=  8 (
𝑈𝑆𝐺

𝑈𝑆𝐿
)
0.16

 

Separated-intermittent transition: 

                                               (𝐹𝑟𝐺)1/2 = 0.25 (
𝑈𝑆𝐺

𝑈𝑆𝐿
)
1.1

 

Transition to dispersed flow:  

                                          [
(
𝑑𝑝

𝑑𝑥
⁄ )

𝑆𝐿

(𝜌𝐿−𝜌𝐺)g
]

0.50

[
𝜎

((𝜌𝐿−𝜌𝐺)g𝐷2
)

]

−0.25

=  9.7 

Transition to annular flow:              1.9 (
𝑈𝑆𝐺

𝑈𝑆𝐿
)
1

8⁄
= 𝐾𝑢𝐺0.2𝐹𝑟𝐺

0.18 

 

A similar transition criterion proposed by Taitel and Dukler (1976) was 

employed by Barnea (1987) to predict the transition from annular and 

dispersed bubbles to intermittent flow. An extensive model for predicting 

steady-state transition boundaries for the whole range of inclinations pipe 

is presented. It was reported that the transition from annular flow occurs 

when the gas core is blocked at any location by liquid. Similarly, the 

interfacial shear stress has its minimum value when the transition to 

unstable annular flow occurs. Figure 2.19 illustrates the Barnea (1987) flow 

pattern map computed for air-water flow at 1 bar pressure. Barnea (1987) 

suggested that the transition from dispersed bubble to intermittent flow 

occurs when one of the following conditions is satisfied: (a) agglomeration 

of large distorted bubbles and (b) migration bubbles due to buoyancy 

effects to the upper part of the pipe. It was observed that Barnea (1987) 

map is slightly different from that of  Taitel and Dukler (1976) map.  
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Figure 2-19: The Barnea (1987) flow pattern map  

 

A unified model for gas-liquid flow was proposed in (Zhang et al., 2003) to 

predict flow pattern transition at the pipe inclination from −900 to 900. The 

flow patterns considered were classified into the following groups: 

elongated bubble, bubble and dispersed flow, stratified and annular, and 

slug and churn flow. The proposed model was compared with the series of 

experimental measurements, and it was reported that the proposed model 

provided a good prediction for horizontal and upward-inclined flows. A 

comprehensive study of the flow regime transitions for air and non-

Newtonian fluid systems were reported by  Xu et al. (2007). The proposed 

study was carried out using 10 m long and 20 to 60 mm diameter tubes 

inclined at different angles for shallow inclinations. Their measurements 

were reported in good agreement with the (Barnea, 1987).  

More recently, an experimental study on adiabatic and condensation two-

phase flow patterns map and their transitions in a horizontal tube with an 

inner diameter of 4 mm was presented in (Song et al., 2018). The 

experiments were conducted using mass fluxes ranging from 200 to 650 

kg/(𝑚2s). The effects of mass flux, saturation pressure and heat flux on flow 

pattern transitions were studied and analysed. The observed results were 

compared with six well-known flow pattern maps. It was reported that only 
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some of the obtained results could predict all the transition lines accurately. 

The study also proposed a new dimensionless number 𝑆1, which takes into 

account the inertia force, gravity force, shear force and surface tension to 

develop the new adiabatic flow pattern transition criteria. The new adiabatic 

flow pattern map was compared with eight data groups. It was reported 

that most of the flow pattern data were predicted accurately.   

 

2.6.2 Two-phase pressure drop prediction models 

Three methods are widely used for predicting two-phase pressure drop. 

These methods are empirical, analytical and phenomenological (Al-

Tameemi, 2018). The empirical models are simple to implement and usually 

provide good accuracy by using a range of available databases to develop 

correlations. The drawback of the empirical technique includes its total 

dependency on experimental data. It is also mostly limited to special 

experimental conditions. An analytical approach usually involves complex 

calculations and requires more time to obtain one solution. Most analytical 

approach models depend on mathematical assumptions and are limited to 

specific flow conditions (Al-Tameemi, 2018). The phenomenological method 

used theoretical analysis and experimental data to incorporate the flow 

pattern effect into the two-phase pressure drop.  

Many scholars have proposed different empirical models to predict two-

phase pressure drop along the straight pipe. These models are groups based 

on their assumption to express the two-phase flow. The commonly quoted 

empirical methods are reviewed as follows:   

2.6.2.1 Homogeneous models 

In the homogeneous models, two-phase is assumed to flow at the same 

velocity. Therefore, treated as an equivalent mono-phase flow with the 

specific volume of the mixture (gas-liquid flow) defined as (Filip et al., 

2014): 

𝑣𝐻 = 𝑥𝑣𝐺 + (1 − 𝑥)𝑣𝐿
 (2.25) 

 

The density of the mixture is given as: 
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𝜌𝐻 =
1

𝑣𝐻
= (

𝑥

𝜌𝐺
+ 

1 − 𝑥

𝜌𝐿
)
−1

 (2.26) 

where 𝑥 is the gas mass quality, 𝑣𝐺 is the volume of gas, 𝑣𝐿 is the volume 

of liquid, 𝜌𝐺 is the density of gas and 𝜌𝐿 is the density of liquid.  

By using homogeneous mixture dynamic viscosity, the Reynolds number is 

determined as: 

𝑅𝑒 =
𝐺 ∗ 𝐷

𝜇𝐻
 (2.27) 

where 𝐺 is the total mass flow rate per unit area and 𝐷 is the internal pipe 

diameter.  

The dynamic viscosity of the mixture is defined as: 

𝜇𝐻 = (
𝑥

𝜇𝐺
+ 

1 − 𝑥

𝜇𝐿
)
−1

 (2.28) 

The friction factor is considered as: 

𝑓 = {
16𝑅𝑒−1,                            for   𝑅𝑒 < 2000                     

0.079𝑅𝑒−0.25,                  for    2000 ≤ 𝑅𝑒 < 20000 

0.046𝑅𝑒−0.2,                    for  ≥ 20000                       

   (2.29) 

 

2.6.2.2 Separated models 

In the separated flow models, each phase is assumed to flow separately at 

different velocities in the pipe. Lockhart and Martinelli (1949) developed a 

two-phase flow pressure (𝑝) drop model. This study is regarded as one of 

the earliest models developed for separate flow. The model suggested four 

different flow regimes: (1) flow is turbulent for both gas and liquid phases 

(𝑡𝑡), (2) flow is laminar for both gas and liquid phases (𝑣𝑣), (3) the liquid 

phase is laminar and the gas-phase is turbulent (𝑣𝑡), (4) the liquid phase is 

turbulent and the gas phase is laminar (𝑡𝑣). The pressure drop model is 

proposed based on the concept of different two-phase friction multipliers 

for the gas (∅𝐺
2) and liquid (∅𝐿

2) as follows (Filip et al., 2014): 

(
𝑑𝑝

𝑑𝑧
) = ∅𝐿

2 (
𝑑𝑝

𝑑𝑧
)
𝐿
= ∅𝐺

2 (
𝑑𝑝

𝑑𝑧
)
𝐺
 (2.30) 

 

(
𝑑𝑝

𝑑𝑧
)
𝐿
=

2𝑓𝐿𝐺
2(1 − 𝑥)2

𝜌𝐿𝐷
 (2.31) 
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(
𝑑𝑝

𝑑𝑧
)
𝐺

=
2𝑓𝐿𝐺

2𝑥2

𝜌𝐺𝐷
 (2.32) 

where 𝑧 is the tube length and 𝑓𝐿 is the Froude number  

The two-phase friction multipliers (∅2) were first presented in a graphical 

form and later expressed by Chisholm (1967) as the following dependence: 

∅𝐿
2 = 1 +

𝐶

𝑥
+ 

1

𝑥2
 (2.33) 

∅𝐺
2 = 1 + 𝐶𝑥 + 𝑥2 (2.34) 

 

where the Lockhart-Martinelli parameter 𝑥 is defined as: 

𝑥2 =
(
𝑑𝑝

𝑑𝑧
⁄ )

𝐿

(
𝑑𝑝

𝑑𝑧
⁄ )

𝐺

 (2.35) 

The empirical parameter 𝐶 values are defined by Chisholm (1967) for 

different flow conditions, as presented in Table 2.4. Illustrated in Figure 

2.20 is the two-phase flow multiplier of Lockhart and Martinelli (1949) 

model for a wide range of flow conditions. 

 

Table 2-4 Experimental values of the parameter 𝐶 (Chisholm, 1967) 

Gas-phase Liquid-phase Symbol 𝐶 

turbulent  Turbulent (𝑡𝑡) 20 

turbulent laminar (𝑣𝑣) 12 

laminar Turbulent (𝑣𝑡) 10 

laminar laminar (𝑡𝑣) 5 
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Figure 2-20: Two-phase flow multiplier Φ𝑘 values in terms of Martinelli 

parameter for wide range of flow conditions (Al-Tameemi, 2018) 

 

2.6.2.3 Friedel (1979) model 

Friedel developed an improved friction pressure drop correlation for 

horizontal and vertical two-phase pipe flow in 1979 (Friedel, 1979). In the 

Friedel model, a liquid-only multiplier was proposed for the friction and 

defined as follows: 

(
𝑑𝑝

𝑑𝑧
) = (

𝑑𝑝

𝑑𝑧
)
𝐿
∗  ∅𝐿

2 (2.36) 

The multiplier is defined as a function of gas-liquid properties of a mass 

vapour quality, gravity and surface tension effect using Froude and Weber:  

                                                       ∅𝐿
2 = (1 − 𝑥)2 + (

𝜌𝐿

𝜌𝐺
) (

𝑓𝐺
𝑓𝐿

) 

  +3. .24𝑥0.78(1 − 𝑥)0.224 (
𝜌𝐿

𝜌𝐺

)
0.91

(
𝜇𝐺

𝜇𝐿

)
0.19

(1 −  
𝜇𝐺

𝜇𝐿

)
0.7

𝐹𝑟𝑡𝑝
−0.045𝑊𝑒𝑡𝑝

−0.035 

(2.37) 

The Weber (𝑊𝑒) and the Froude (𝐹𝑟) were determined using the 

homogenous mixture density and expressed as follows: 

𝑊𝑒𝑡𝑝 = 
𝐺2𝐷

𝜎𝜌𝐻
 (2.38) 
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𝐹𝑟𝑡𝑝 = 
𝐺2

g𝐷𝜌2
𝐻

 (2.39) 

 

2.6.2.4 Chen et al. (2001) model 

Chen et al. (2001) introduced dependence on Weber and Bond numbers as 

a correction of the homogeneous model. The pressure drop is expressed as: 

(
𝑑𝑝

𝑑𝑍
) =  (

𝑑𝑝

𝑑𝑍
)
ℎ𝑜𝑚

Ωℎ𝑜𝑚 (2.40) 

where the correction factor is defined as: 

Ωℎ𝑜𝑚 = {

1 + [0.2 − 0.9exp (𝐵𝑜)],                         for 𝐵𝑜 ≥ 2.5

𝑊𝑒0.2

[exp(𝐵𝑜)]0.3
− 0.9 exp(−𝐵𝑜) ,               for 𝐵𝑜 ≥ 2.5

 (2.41) 

The Bond number is expressed as: 

𝐵𝑜 =  g(𝜌𝐿 − 𝜌𝐺)
(𝐷/2)2

𝜎
 (2.42) 

The Weber number is considered with the homogeneous mixture density 

and given as: 

𝑊𝑒 =  
𝐺2𝐷

𝜎𝜌𝐻
 (2.43) 

 

Summary  

This chapter presents a review of related studies on the surrogate model, 

including metaheuristic-assisted methods and pipeline leakage detection 

technologies. 

The literature review has revealed that numerous studies have been carried 

out to investigate pipeline leakage detection and characterisation via 

parameters that characterise the fluid flow using different approaches, with 

dynamic modelling reported as the most sensitive method (Liu et al., 2019; 

Moore, 1999). The gap in knowledge is; however, most of the works 

reported focused on single-phase pipeline systems. Studies on multiphase 

pipeline systems are rather limited to a 1-D pipeline (Figueiredo et al., 

2017; Kam, 2010) or do not consider a particular flow pattern (Araújo et 

al., 2014). Therefore, one of the objectives of this study is to investigate 

the accidental leakage of pipelines as a multiphase flow system. Studies 
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have shown that CFD is an effective but computationally intensive tool for 

modelling complex multiphase flow problems and provides wealthy data 

about the flow characteristic that can be translated into knowledge using 

algorithms such as machine learning. However, CFD model is highly 

expensive to modelled. It can take days or weeks to run a single simulation 

despite advancement in computing capacity. The surrogate model has been 

proposed to address the challenges of computationally expensive problems 

of CFD and has been proven faster in many orders of magnitude with 

satisfactory prediction accuracy. Nevertheless, the technical challenge for 

developing an efficient surrogate model is the appropriate selection of data 

points for fitness evaluation. This study proposed a new data sampling 

optimisation methodology to optimally select training datasets in machine 

learning applications involving computationally expensive problems like 

CFD simulation in the pipeline. The approach taken in this study 

incorporates the system fitness value information and population density of 

sample points to select candidate solutions for fitness evaluation. These two 

criteria would control the search direction of the algorithm to select data 

points in the region of high interest for fitness evaluation. 
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Chapter 3 Adaptive Surrogate Model Design and 

Optimisation 

3.1 Introduction  

The background and literature review related to this chapter are presented 

in Chapter 2. As cited, the PSO algorithm is typically used for optimisation 

because of its excellent global search capacity and simplicity. PSO has been 

introduced along with the surrogate model algorithm. Like many 

evolutionary algorithms, the PSO suffers from slow convergence and can 

easily fall into local optima, particularly in a non-linear region. This chapter 

proposed a novel PSO-assisted surrogate model called the adaptive PSO-

assisted surrogate model (PSOASM) to optimise computationally expensive 

problems that are difficult to simulate or experiment. The proposed 

approach introduced two criteria: the fitness value information and 

population density of sample points to select the candidate solution for 

evaluations. The introduced technique is implemented to perform two 

functions – Guiding the exploitation move and the exploratory move. The 

candidate solution in a region with less population density is selected for 

function evaluation during the exploratory movement. If the fitness value 

yields improved results, the candidate solution would replace the global best 

position and archive for further exploitation. This process is repeated until 

any additional sample in that region does not improve the algorithm fitness 

value. The introduced candidate solution with the best fitness value can aid 

the proposed model in exploiting the promising region, while the distance 

measure can reduce the chance of the proposed model being stuck at the 

local optimum. Consequently, attain a better solution with the limited 

number of function evaluations. In addition, different machine learning 

algorithms are explored to evaluate the performance of the proposed 

surrogate model. Specifically, five different machine learning algorithms 

and four sequential sampling schemes are compared using different 

benchmark functions.  
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3.2 Proposed adaptive PSO-assisted surrogate model 

The proposed PSOASM framework is described in this section. Figure 3.1 

depicts the overall framework of the proposed surrogate model. The 

framework mainly revolves around three major concepts: design space 

sampling, sample points placement optimisation and construction or 

updating of the surrogate model. As illustrated in Figure 3.1, the red and 

black arrow lines represent the data flow and algorithm flow, respectively. 

The dashed arrow indicates the calling and retrieving of data from the 

expensive computational model like CFD simulation. The sample locations 

and their corresponding CFD simulation results are stored in the database. 

The execution process of the algorithm framework is described as follows: 

At the beginning, a set of algorithm parameters, including total initial 

sample size, iterations, PSO parameters and algorithm termination criteria, 

are defined, followed by initialisation of the initial training sample points 

using the Latin hypercube sampling (LHS) method. It is important to 

highlight that LHS was adopted over the other sequential samplings to 

generate initial training data in this study because it provides better 

thoroughness in coverage (Neto et al., 2014). Additionally, its uniform 

distribution in the design domain can aid in better estimation of the global 

accuracy of the surrogate model (Kang et al., 2016; S. Li et al., 2022; 

Zhang et al., 2022). The CFD simulation is performed based on the scenario 

represented by the generated points in the parameterised design parameter 

space. The initial sample points and obtained simulation results are stored 

in the database. A course surrogate model is then built with the stored 

samples and their corresponding simulation data. Note the surrogate model 

is constructed using machine learning techniques described in section (3.6), 

and the performance is evaluated using error threshold mechanics (mean 

squared error). The error threshold is used to determine if additional sample 

point improve the surrogate accuracy and, at the same time, output the 

surrogate model if the error reach or is less than the threshold. The samples 

in the archive are used to initialise the PSO-assisted surrogate population. 

The population then evolves 𝑁 iteration by the optimisers based on two 

criteria: population density of sample points and surrogate fitness value. 
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These two criteria are employed alternatively when no better candidate 

solution can be found. The PSO-assisted method using fitness value 

information can search around the best individual candidate solution, while 

the samples distance criteria guide the algorithm toward better global 

searching ability. The fitness value of the surrogate is mainly used to exploit 

the current global best region, and global exploration is performed to find 

unexplored regions. 

By integrating these two criteria, the proposed algorithm can combine the 

advantages of the two schemes to balance exploitation and exploration 

capabilities (Viana, 2016). At the beginning of the iteration, a particle with 

the utmost distance to the other particles is picked to form the global best 

of the swarm. Then, the velocity and position of the particles are updated. 

The new global best position is evaluated. If added sample point improves 

the surrogate model accuracy, then the algorithm enters the local surrogate 

stage. At this stage, the algorithm performs velocity and position updating 

according to equations (3.10) and (3.12), respectively and selects the new 

global position for fitness evaluation. If there is no improvement and the 

algorithm has not satisfied the termination conditions (i. minimum specified 

error value, ii. maximum iterations 𝑁𝑚𝑎𝑥 or iii. when the algorithm does not 

improve after five successful iterations), update the PSO population with 

the entire sample points in the database to find the region that are not well 

explored in parameter space (using the population density of swarm). Then, 

select the sample with the utmost distance to the other samples to replace 

the global best position and performs the fitness function. Check whether 

the termination condition is satisfied. If it is satisfied, output the surrogate 

model; if not satisfied, then increment the iteration and execute the next 

step. Based on this explanation, the detailed description of the proposed 

surrogate model is presented in detail in sections 3.3 to 3.7. These include 

problem formulation, initial training data sampling generation, sample 

points placement optimisation, model development and model performance 

evaluation.  
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Figure 3-1: The adaptive POS-Assisted surrogate model (PSOASM) 

framework. The symbol X denotes the training input data, Y denotes the 

training output data, 𝑋𝑛𝑒𝑤 and 𝑌𝑛𝑒𝑤  are the adaptive added input and output 

data, respectively and j denotes counter or iteration. 
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One of the crucial features of the surrogate model developed for 

optimisation of the computationally expensive problem is to ensure it does 

not overfit during the training process and robustness in the prediction of 

unseen data. To test this capacity, three phases of tests were performed, 

as shown in Figure 3.2. The stage 1 test involved PSOASM hyperparameters 

tuning before arriving at the model parameters presented in Table 3.3. The 

stage 2 test examines the performance of the developed model on six 

benchmark problems with different characteristics. Various machine-

learning algorithms were also explored with the developed model and 

compared with conventional sequential sampling models in stage 2. The 

stage 3 test assesses the model's performance on the data independent of 

the original dataset used in the development of the surrogate model. 
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Figure 3-2: The flow chart of the PSOASM testing process 

3.3 Problem Formulation 

The rationale of this study is to develop a leak prediction model (surrogate 

model) with a limited number of simulation trials while at the same time 

attaining maximum accuracy. Given a parameter space ℝ𝑁 which can be 

considered as a domain of possible simulation conditions of an n-dimensional 

random input vector, where 𝑁 denotes the dimensionality of the parameter 

space. For example, when 𝑁 = 2, the parameters that characterise pipeline 
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represents the leak scenarios in the parameter space 𝑥𝑖 ∈ ℝ𝑁 , 𝑖 = 1,2, . . . . 𝑚, 

where 𝑚 is the total number of inputs. A vector 𝑦 = {𝑦1, 𝑦2, . . . . , 𝑦𝑚}𝑇of the 

numerical simulation of 𝑋 that is computationally expensive is denoted as 

𝑦 = 𝑓(𝑥𝑖); 𝑓: ℝ𝑁 → ℝ. To develop a pipeline leak detection model using a 

machine learning algorithm, a large data set with thorough data space 

coverage 𝑦 = 𝑓(𝑋) is required, which is computationally costly. Therefore, an 

approximated surrogate model is needed to minimise the number of 

simulation trials to generate the training dataset. The surrogate model𝑦 =

𝑔(𝑋), which is the approximation of 𝑦 = 𝑓(𝑋) is developed based on the 

selected input-output data samples. This problem can be formulated as 

follows: 

                           Given function: 𝑓:ℝ𝑁 → ℝ.                                (3.1) 

                           find 𝑋 ∈ ℝ𝑁𝑠. 𝑡. 𝑔(𝑋) ≤ 𝑓(𝑋), ∀𝑋 ∈ ℝ𝑁                       
(3.2) 

For the target function 𝑓 defined in 𝑓:ℝ𝑁 → ℝ., the initial sampling process 

begins with a set of sample pairs (𝑋𝑖, 𝑓𝑖), 𝑖 = 1,2,3, . . . . . . . , 𝐼with valid bounds 

𝑋𝐿 ≤ 𝑋 ≤ 𝑋𝑈 where 𝑋𝐿and 𝑋𝑈 represents the lower and upper bounds of 

parameter space, respectively. The maximum number of sampling points 

for which the desired accuracy of the developed surrogate model obtain 

denotes 𝐼𝑚𝑎𝑥;  𝑔(𝑋), 𝑖 = 1,2,3, . . . . . . . , 𝐼𝑚𝑎𝑥 In this study, an approximation model 

𝑔(𝑋) is implemented using five machine learning algorithms. The key 

concept of these machine learning models is presented in section 3.6. 

3.4 Generation of initial training data samples 

The sample size and location of the samples govern the trained surrogate 

model’s computation cost and overall performance. Therefore, the selection 

of data samples for training is essential in enhancing the surrogate 

modelling process. A space-filling design is generally employed to design a 

coarse surrogate model and then refine it until a finer surrogate model is 

attained. Space-filling designs are designed to spread sample points as 

evenly as possible over the design parameter domain. In this study, the 

initial training data points are generated using the LHS method (Golzari et 

al., 2015). Many researchers have widely used LHS to generate the initial 

samples for the surrogate model. Its advantages include uniform sample 
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distribution in the design domain and aid in better estimation of the global 

accuracy of the surrogate model.   

3.4.1 Parameters space sampling concept 

The surrogate model act as a prediction model operating on the three basic 

sets of data: input data or parameters 𝑥𝑖(𝑡), the true response at the 

observed points 𝑦𝑖(𝑥) (usually the results of a numerical simulation or 

physical experiment) and the surrogate response 𝑔(𝑋). The general 

assumption about the surrogate model is that its performance depends on 

the distribution of the training sample set (Garud et al., 2016). Zhang et 

al.(2012) observed that a large crowding distance value of a sample point 

reflects low sample density (fewer points around that point). The surrogate 

accuracy is likely relatively lower around the region with fewer points. 

Therefore, more sample points will probably need in such regions. On the 

contrary, a small crowding distance value of sample points reflects high 

sample density (more points around that region), and the accuracy of the 

surrogate measure is expected to be relatively higher around that region. 

Therefore, balance is required between the less and highly populated 

sample regions. The proposed approach is to optimise the sample points by 

considering a crowding distance factor (also known as population distance 

of the sample points), which minimises the surrogate training sample size 

while at the same time achieving maximum accuracy. Based on this concept, 

the crowding distance of the sample sets and the developed surrogate 

model's performance (fitness value) are combined in placing the new 

sample points.  

Consider 𝐼 sample points 𝑋𝐶𝑖
, 𝑖 = 1,2, . . . . . . , 𝐼, the Crowding Distance (CD) of 

an arbitrary point 𝑋𝐶 in the domain of 𝑥𝑖(𝑡) can be measured as: 

                            𝐶𝐷 (𝑋𝐶)    = ∑ ∥ 𝑋𝐶 − 𝑋𝐶𝑖
∥.
2𝐼

𝑖=1                                     (3.3)  

3.4.2 Departure function 

The departure function is implemented using the fitness value information 

of the surrogate. The function is employed for local exploitation, aiming to 

exploit further the region that improves surrogate accuracy.  The function 

is defined as follows:  
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Let 𝑆𝐿(𝑋𝐼) represent the surrogate model constructed from 𝐼 sample points 

(𝑖 = 1,2,3. . . . . . , 𝐼). Generally, a simulation scenario may generate a group of 

data patterns for surrogate training. That is, an additional parameter 

sample point in parameter space will give multiple training patterns from 

one simulation scenario for surrogate model training. However, in the 

pipeline leakage considered in this study, only one training data pattern is 

generated for surrogate model training. Therefore, 𝑆𝐿(𝑋𝐼+1) represent the 

surrogate being built after an additional sample (𝐼 +1). The departure 

function, which evaluates the changes or improvements in the successive 

iteration, is given as: 

                                    𝑆𝐿𝛥𝐼+1
𝐼 (𝑥) = 𝑆𝐿(𝑋𝐼+1) − 𝑆𝐿(𝑋𝐼)                            (3.4)  

The concept of crowding distance of the existing sample points discussed in 

section 3.4.1 (equation 3.3) and the fitness value of the surrogate model in 

this section (equation 3.4) is combined to place a new sample point in an 

adaptive manner using the PSO technique to optimise the process. In other 

words, the global exploration is achieved via the crowding distance criteria 

strategy, and the surrogate model's fitness value benefits the local 

searching. A good trade-off between exploration and exploitation can be 

achieved by combining global and local search strategies. The description 

of sample points placement using the two concepts with PSO to search for 

a potential optimal size is given in Section 3.5.  

3.5 Sample Points Placement Optimisation 

The main goal of developing the surrogate model in this study is to predict 

the location of the new or next sample points in a region of interest. The 

numerical simulation of the predicted point is then fitted with the machine 

learning and continues iteratively until when the optimal solution is 

attained. For the sample points placement optimisation proposed in this 

study using PSO. Particle swarms comprise of particles, and the position of 

each particle is described as follows: 

𝑋𝑖(𝑡) = [𝑋𝑖,1(𝑡), 𝑋𝑖,2(𝑡), . . . . . . . , 𝑋𝑖,𝑗(𝑡)], 𝑋𝑖,𝑗(𝑡) ∈ ℝ𝑁 , (𝑖 = 1,2, . . . . , 𝑍), (𝑗

= 1,2, . . . . , 𝑁) 
(3.5) 
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where 𝑋𝑖 is a vector of a current position (particle position), 𝑁 is the 

dimension of a particle and 𝑍 is the size of a swarm. Each particle has a 

velocity, which is denoted as: 

                        𝑉𝑖(𝑡) = [𝑉𝑖,1(𝑡), 𝑉𝑖,2(𝑡), . . . . . . . , 𝑋𝑖,𝑗(𝑡)]                                                         (3.6) 

During the movement, the best previous position of the particle is recorded 

as: 

                    𝑃𝑏𝑒𝑠𝑡𝑖(𝑡) = [𝑃𝑏𝑒𝑠𝑡𝑖,1(𝑡), 𝑃𝑏𝑒𝑠𝑡𝑖,2(𝑡), . . . . . . . , 𝑃𝑏𝑒𝑠𝑡𝑖,𝑗(𝑡)]                                           (3.7) 

and the best historical position obtained by the swarm is represented as:  

                    𝑔𝑏𝑒𝑠𝑡(𝑡) = [𝑔𝑏𝑒𝑠𝑡1(𝑡), 𝑔𝑏𝑒𝑠𝑡2(𝑡), . . . . . . . , 𝑔𝑏𝑒𝑠𝑡,𝑗(𝑡)]                                          (3.8) 

For particles in the search space to represent their feature, each particle in 

the swarm is iteratively revised based on three attributes: current velocity 

𝑉𝑖, current position 𝑋𝑖 and previous best position 𝑃𝑏𝑒𝑠𝑡𝑖. The new velocity of 

each particle is updated based on the aforementioned attributes as: 

          𝑉𝑖(𝑡 + 1) = 𝑉𝑖(𝑡) + 𝜂1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖(𝑡)) + 𝜂2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖(𝑡))              (3.9) 

where 𝑡 and 𝑡 + 1 indicate two successive iterations of the algorithm, 𝜂1and 

𝜂2are the acceleration constants, 𝑟1 and 𝑟2are the random values uniformly 

distributed in the range [0, 1].  

To avoid the swarm divergence due to the velocity exploration, Shi and 

Eberhart (Shi & Eberhart, 1998) introduce the time-varying inertia weight 

𝑤𝑡 to improve the convergence of the PSO algorithm. The idea was used to 

control the particle's momentum by moderating the contribution of the 

velocity at the previous iteration to the definition of the real particle velocity. 

Accordingly, the velocity updating equation described in equation (3.9) is 

revised and updated as follows: 

     𝑉𝑖(𝑡 + 1) = 𝑤𝑉𝑖(𝑡) + 𝜂1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖,𝑑(𝑡)) + 𝜂2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑖(𝑡) − 𝑋𝑖(𝑡))             (3.10) 

Diversity plays an important role in improving the effectiveness of evolution 

in PSO. Nezami et al.(2013) observed that the lack of diversity in PSO might 

be the main reason for the premature convergence of PSO. Generally, in an 

adaptive sampling method, initial sampling begins with the generation of 

some initial sample points to fill the entire domain evenly. Consequently, 

the adaptive surrogate model can better represent the underlying function 

and guide the subsequent sampling process to find regions that require 
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more samples. Since the initial sample points, which are the initial positions 

of the particle, are randomly generated, their distribution may be uneven 

over the searching space. For instance, good local searching performance 

is guaranteed if the initial weight is fairly small. However, if the initial weight 

is large enough, the algorithm will perform a good global searching ability 

(Nezami et al., 2013). Therefore, to improve the algorithm diversity, the 

initial weight should be adjusted in accordance with the situation of the 

particles to balance the trade-off between its global and local searching 

abilities. Shi and Eberhart (1998) suggested the use of weight 𝑤𝑡 between 

0.8 and 1.4 (0.8 < 𝑤𝑡 < 1.4), starting with a large value of weight (a more 

global search behaviour) that is dynamically reduced (a more local search 

behaviour) during the optimisation. Borrow idea of Shi and Eberhart, the 

scheme which dynamically adjusts the values of the weight is introduced as 

follows:  

                         𝑤𝑡 = 𝑤𝑚𝑎𝑥 − (
W𝑚𝑎𝑥−W𝑚𝑖𝑛

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
) 𝑖𝑡𝑒𝑟𝑐𝑢𝑟                                                (3.11) 

where 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 represent the maximum number of iterations, 𝑖𝑡𝑒𝑟𝑐𝑢𝑟 is the 

current iteration numbers; 𝑤𝑚𝑎𝑥 is 0.9, and 𝑤𝑚𝑖𝑛 is 0.4. During the updating 

period of the particles, the new position of the 𝑖𝑡ℎ is determined as: 

                                 𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) + 𝑉𝑖(𝑡 + 1)                                                     (3.12) 

The personal best of the individual particle is updated as: 

             𝑃𝑏𝑒𝑠𝑡𝑖(𝑡 + 1) = {
𝑃𝑏𝑒𝑠𝑡𝑖(𝑡), . 𝑖𝑓 𝑓(𝑋𝑖(𝑡 + 1)) ≥ 𝑓(𝑃𝑏𝑒𝑠𝑡𝑖(𝑡))
𝑋𝑖(𝑡 + 1), . 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                      (3.13) 

where, 𝑓(. )is the fitness function reflects the quality of the solution. The 

global best position 𝑔𝑏𝑒𝑠𝑡 of the swarm is updated as:   

                    𝑔𝑏𝑒𝑠𝑡(𝑡 + 1) = 𝑎𝑟𝑔. 𝑚𝑎𝑥
𝑃𝑏𝑒𝑠𝑡𝑖

𝑓(𝑔𝑏𝑒𝑠𝑡𝑖(𝑡 + 1)), . 1 ≤ 𝑖 ≤ 𝑛                            (3.14) 

3.5.1 Algorithm termination criterions 

An adaptive surrogate model involves the addition of sample points 

adaptively to enable a reasonable judgment of the added point. The 

performance of this kind of model is strongly affected by the number and 

location of sample points. If the number of sample points is not sufficiently 

large, the accuracy of the model may be very low. On the other hand, 

insufficient data points in a region with relatively high uncertainty in the 
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input domain may result in large prediction uncertainty. Therefore, three 

different termination criteria are proposed to determine the algorithm 

termination conditions. The first one is surrogate accuracy. The algorithm 

will be terminated if an error (MSE) is equal to or lower than the specified 

error value. The second one is to monitor the successive relative surrogate 

improvement. In other words, when the best solution is not improved for 

several consecutive iterations. In this case, the termination criterion is 

defined when the surrogate performance (error) is not reduced after 𝑁 

successful iterations (this is important to avoid convergence failure). The 𝑁 

was chosen as five in this study through trial and error. That is, 𝑁 was 

chosen as five based on observed convergence performance after multiple 

analyses were carried out. The third termination criterion is when the 

maximum iteration of PSO 𝑁𝑚𝑎𝑥 is attained. The motivation for this work 

comes from two aspects. The first aspect is to minimise the surrogate 

training dataset and, at the same time, maximise the model accuracy. The 

optimal simulation trial (data size) is determined in a manner in which 

simulation points are chosen systematically in an adaptive and optimised 

manner, assuring that the sample points are placed in relatively high 

uncertainty regions in the input domain to determine a promising area for 

model refinement. Based on the previous description, the pseudo-code of 

the proposed PSOASM model is summarised in Algorithm 3.1.   

Algorithm 3.1. Adaptive PSOASM Algorithm 

1: Database Initialisation: Generate an initial sample set 𝑋𝑁 =

{𝑥1, 𝑥2, . . . . . . . . . . , 𝑥𝑁}using LHS to fill the entire domain evenly  

2: Compute expensive CFD simulation modelling to obtain the response 

𝑦.(𝑥𝑖) for the generated sample points, and archive them for 

surrogate fitting. 

3: Construct initial surrogate 𝑆𝐿(𝑥𝑖) with lower precision using initial 

simulation data 

4: Set termination criterion: maximum number of iterations 𝑁 𝐼, 

specified accuracy to be attained, no positive gain in the successful 

relative improvement. 

5: While stopping criterion is not reached, do 
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6: Particles Initialization/updating: Select initial simulation 

data to form the initial population 𝑝𝑜𝑝(𝑡),  

7: Set  𝑡 = 1 

8: Find the 𝑋𝑏𝑒𝑠𝑡 best position in the swarm 

9:        For each particle 𝑖 in the swarm, do 

10: Behavioural learning: find the particle's utmost distance to 

the other particles using crowding distance (CD) defined in 

equation 3.3.  

11 Compute true response for the new sample 𝑋𝐶 and obtain the 

corresponding response 𝑌𝑛𝑒𝑤 

12: Updating: update the surrogate model 𝑆𝐿+1(𝑥𝑖) using the new 

set of data𝑋𝑁+1 = 𝑋𝐶 ∪ 𝑋𝑁 = {𝑥1, 𝑥2, . . . . . . . . . . , 𝑥𝑁+1} and 𝑌𝑁+1 =

𝑌𝑛𝑒𝑤 ∪ 𝑌𝑁. 

13: Fitness estimation: Evaluate the fitness of the added 

particle by computing departure function 𝑆𝐿𝛥𝐼+1
𝐼 (𝑥) defined in 

equation (3.4). 

14:                 If 𝑆𝐿(𝑋𝐼+1) greater than 𝑆𝐿(𝑋𝐼) 

15:               then Update 𝑋𝐶𝑃𝑏𝑒𝑠𝑡 

16:                  end if 

17:                  If𝑓(𝑋𝐶𝑃𝑏𝑒𝑠𝑡, 𝑆𝐿+1(𝑥𝑖) better than 𝑓(𝑋𝐶𝐺𝑏𝑒𝑠𝑡, 𝑆𝐿(𝑥𝑖) 

18:                       then Update 𝑋𝐶𝐺𝑏𝑒𝑠𝑡 

19:                  end if 

20:                  Apply local sampling search around 𝑋𝐶𝐺𝑏𝑒𝑠𝑡 

21: end for 

22:                  𝑡 = 𝑡 + 1 

23:  End while 

24: Output the final solution 

 

3.6 Model development  

This section introduces different machine learning architectures employed 

to construct the surrogate model. These architectures include support 

vector machine, multilayer perceptron, decision tree, random forest, and 

polynomial regression. The key concept of these models is presented in the 

subsequent section. Most of these architectures depend on 
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hyperparameters. The values of these parameters are set at the beginning 

of the training process through systematic testing.  

3.6.1 Support vector machine 

Support Vector Machines (SVMs) is one of the machine learning algorithms 

capable of both classification and regression. It was developed based on 

statistical learning theory by Vapnik V.N (Cheng et al., 2020) and has been 

widely used in different fields such as function approximation, signal 

processing and time series prediction. SVMs are attractive to the research 

community due to their good generalisation performance and ability to 

handle nonlinear problems using kernel methods. In SVMs, original data is 

projected into a high-dimensional feature space using the kernel function, 

subsequently searching for the best prediction function in the feature space. 

The error is fitted within a margin or threshold through the boundary line. 

The data points closest to this boundary is called support vectors. Salehi et 

al.(2019) reported that SVM is effective and robust when dealing with noise, 

insufficient information and uncertainty.  

In this study, Support vector regression is employed for the surrogate 

construction. It has been applied to the construction of a surrogate model 

in many studies (Cheng et al., 2017, 2020; Jiang et al., 2018). Given a set 

of data {(𝑋,. 𝑌),. 𝑋 ∈ ℝ𝑁 ,. 𝑌 ∈ ℝ}, where 𝑋 denotes the input vector, 𝑌 

represents the target and ℝ𝑁 is the input design space. Considering a 

nonlinear mapping 𝜙, 𝑋 is mapped into a particular space in which a linear 

function is expressed as (Gholizadeh et al., 2020): 

                                        𝑦 = 𝑤𝑇𝜙(𝑋) + 𝑐                                     (3.15)  

where 𝑤is the weight matrix and 𝑐 denotes the bias value which is 1 in this 

study. Given a dataset (𝑋1,
.𝑌1),

. . . . . . . . ,. (𝑋𝑘
.𝑌𝑘) ∈ ℝ𝑁 × ℝ, the function in 

equation (3.16) can be estimated by exploring a decision function with a 

small risk (test error). Calculation of risk function is performed using the 

risk function given as: 

𝐹 =
1

2
||𝑤||2 +

𝐷

𝐾
∑ |

𝐾

𝑘=1

𝑌𝑘 − 𝑔(𝑋𝑘, 𝑤)|𝜀 (3.16) 
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where 𝐷represents the regularisation parameter, 𝜀 is a positive number, 𝑔 

is a regularise risk function and 𝐾 denotes the number of support vectors. 

The second term in equation (3.16) is expressed as: 

                         |𝑌𝑘 − 𝑔(𝑋𝑘, 𝑤)|𝜀 = {
0. . . 𝑖𝑓.|𝑌. − 𝑔(𝑋., 𝑤)| < 𝜀
|𝑌. − 𝑔(𝑋., 𝑤)| − 𝜀. 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (3.17) 

To transform the function in equation (3.17) to the dual space using the 

Lagrange multiplier technique, which is the most common technique in the 

literature (Gholizadeh et al., 2020) employed and expressed as follows: 

    Maximise 

𝑍(𝜎(∗)) = −𝜀 ∑(𝜎𝑘
∗ + 𝜎𝐾)

𝐾

𝑘=1

+ ∑(𝜎𝑘
∗ − 𝜎𝐾)

𝐾

𝑘=1

𝑌𝑘 −
1

2
∑ ∑(𝜎𝑘

∗ − 𝜎𝐾)

𝐾

𝑖=1

𝐾

𝑘=1

 

×. (𝜎𝑖
∗ − 𝜎𝑖)𝐾(𝑋𝑘,. 𝑋𝑖) 

(3.18) 

Subject to: 

                       ∑ (𝜎𝑘
∗ − 𝜎𝐾)𝐾

𝑘=1 = 𝜎.
(∗) . (3.19) 

where 𝜋(𝑋𝑘,. 𝑋𝑖) is the kernel function, 𝜎𝑘
∗ and 𝜎𝐾 are the coefficients selected 

at the training stage. Accordingly, the SVR formula is given as (Gholizadeh 

et al., 2020): 

                                      𝑔(𝑋) = ∑ (𝜎𝑘
∗ − 𝜎𝐾)𝐾

𝑘=1 𝐾(𝑋,. 𝑋
′) + 𝐶 (3.20) 

The kernel function is vital in designing the SVR as the choice of kernel 

function plays a significant role in SVR response. Different kernel types have 

been used in the literature. These include linear, Radial Basis Function 

(RBF), Gaussian RBF, polynomial, etc. Gaussian RBF kernel is employed in 

this study and defined as:  

                       𝐾(𝑋,. 𝑋
′) = 𝑒𝑥𝑝( − 𝛾(𝑋,. 𝑋

′)2)                            (3.21) 

where 𝛾is a constant number selected through the systematic test.  

3.6.2 Multi-layer perceptron  

Multilayer Perceptron (MLP) is the most popular and classical type of 

artificial neural network design to find a functional dependency between 

variables (Gholizadeh et al., 2020). It is capable of modelling complex 

functions, good at dealing with noise and can adapt its weight. The structure 

of the MLP is based on three layers: input layer (input variables), one or 

more hidden layers, and an output layer (target variable). Figure 3.3 depicts 

the schematic of the MLP model used in this study. The number of neurons 
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in the input and output layers corresponds to the dimensions of the input 

and output variables data, respectively. Each neurone in the hidden layer is 

connected to every neurone in the input and output layer via weights (𝑤). 

The weights are regulated using the backpropagation technique during the 

training process. The sum of the weighted inputs in each neuron and bias 

(𝐵) is then passed through an activation function that produces an output 

value. A single hidden layer with a range between 8 and 20 neurons is used 

in this study to construct the surrogate model.  

 

 

Figure 3-3: A systematic of the MLP model 

 

Given the inputs (𝑋𝑖), biases and weights, the MLPs are computed through 

the following steps: 

The weighted sums of the inputs are computed by: 

                                      𝐴𝑗 = 𝐵1𝑘 + ∑ .𝑘
𝑖=1 𝑤𝑖𝑗 × 𝑋𝑖 (3.22) 

where 𝑋𝑖 is the input to the input node(s), 𝑤𝑖𝑗denotes connection weight 

from the 𝑖𝑡ℎnode in the input layer to the 𝑗𝑡ℎ node in the hidden layer, 𝑘 is 
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the total number of the nodes in the input layer and 𝐵1𝑘 is the bias term of 

each hidden neuron. The output of each hidden node is computed as: 

                                      ϒ𝑗 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝐴𝑗) =
1

1+𝑒
−𝐴𝑗

 (3.23) 

Finally, the output of the MLPs is calculated from the hidden nodes as 

follows: 

                                     𝑂𝑘 = 𝐵2 + ∑ .𝑚
𝑗=1 𝑤𝑗𝑘 × ϒ𝑗  (3.24) 

                                     𝑓(𝑂𝑘) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑂𝑘) =
1

1+𝑒−𝑂𝑘. (3.25) 

where 𝐵2is the bias term associated with the output neuron, 𝑤𝑗𝑘 denotes the 

connection weight from the𝑗𝑡ℎ hidden node to the 𝑘𝑡ℎoutput node, and 𝑚 is 

the number of hidden nodes. The activation function adopted for this study 

is logarithmic sigmoid (logsig). It is selected among the various activation 

functions available for the ANN because the model output values are in the 

ranges of [0,1].  

3.6.3 Decision tree 

Decision Trees (DT) is a decision support tools that use a tree-like model to 

make predictions. DT comprises arbitrary numbers of leaf nodes and branch 

nodes. The leaf node represents a decision, while the branch node 

represents a choice between several alternatives. These nodes are 

determined based on the given instances. DT initiates an algorithm that 

partitions the given dataset into different splitting points for each variable 

and calculates the error between the true and predicted values at each split 

point. Different types of decision learning algorithms have been developed 

to build the decision tree, which includes Iterative Dichotomiser 3 (ID3), 

CHi-squared Automatic Interaction Detector (CHAID), and Classification and 

Regression Tree (CART). In this study, CART is employed to build a decision 

tree. CART operates on the principle of recursive partitioning, aiming to 

increase the similarity in successive daughter nodes—hence CART is more 

efficient and reliable for building decision tree regression (Pathak et al., 

2018; Pekel, 2020). As with other repressors, the decision tree takes 𝑋 =

{𝑥1,𝑥2,. . . . . . . , 𝑥𝑘}
𝑇
as input variables and 𝑌 = 𝑦1,𝑦2,. . . . . . . , 𝑦𝑗 as a target variable, 

where 𝑘 and 𝑗 are the total number of predictor variables and observation, 
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respectively. Mathematically, the structure of decision tree regression can 

be expressed as follows:  

Let𝛾 = (𝑣𝑓, 𝑡ℎ𝑡) denotes candidate split where 𝑣𝑓is a feature variable, 𝑡 is a 

node, and 𝑡ℎ represents the threshold value (MSE). The decision tree on the 

left side (𝑄𝐿) and decision tree on the right side found by splitting the data 

(predictor variables) into candidate split (𝛾) can be expressed as (Pekel, 

2020):   

                             𝑄𝐿(𝛾) = (𝑥, 𝑦)|𝑥𝑣𝑓 ≤ 𝑡ℎ𝑡                                     (3.26) 

                             𝑄𝑟(𝛾) = (𝑥, 𝑦)|𝑥𝑣𝑓 > 𝑡ℎ𝑡                                (3.27) 

The sum of squared error for the tree (𝑇) is calculated as:  

                                      2

cÎ(T) j Î c

S = j c(y -m )
 

(3.28) 

where 𝑐is the number of a sample at the current node, 𝑚𝑐is the calculated 

mean predicted value at terminal nodes and expressed as: 

                                      𝑚𝑐 =
1

𝑐
∑ 𝑦𝑗𝑗∈(𝑐)  (3.29) 

The procedures for the constructing decision tree regression is described in 

(Pathak et al., 2018; Pekel, 2020) 

3.6.4 Random forest 

Random Forest (RF) is an effective learning model employing an ensemble 

of decision trees for classification or regression tasks. It was developed by 

Breiman (2001) and is widely used for data prediction and interpretation 

purposes. RF model is developed using a combination of decision trees, 

where each tree is generated using the random bootstrap samples of the 

input datasets. Unlike a decision tree where the individual node is split using 

the best split among all the samples, in the RF model, each node is split 

using the best among a subset of predictors randomly selected. This 

strategy allows RF to perform very well when dealing with high-dimensional 

data, complex interaction and correlation, and robust against overfitting 

(Pourghasemi & Kerle, 2016). As the tree grows on a bootstrap sample, the 

error rate for observations left out of the bootstrap sample is monitored 

using an out-of-bag (OOB) error rate. The OOB basically indicates the 

accuracy of the RF predictor (generalisation error).  



85 

As reported in (Rahmati et al., 2016), the OOB is an unbiased estimate of 

the generalisation error in RF. Some of the advantages of OOB include low 

bias and low variance due to averaging over a large number of trees, higher 

prediction performance and no overfitting (Rahmati et al., 2016). To run 

the RF model, two sets of parameters are necessary to be defined: the 

number of trees to be built in the forest to run (𝑛𝑡𝑟𝑒𝑒) and the number of 

variables or samples to be in each tree-building process (𝑚𝑡𝑟𝑦). Likewise, 

these parameters should be optimised in order to minimise the 

generalisation error. However, it was reported by Gholizadeh et al.(2020) 

that there is no specific rule to determine these parameters. Although 

Breiman (2001) and Liaw and Wiener (2002) stated that a variable (𝑚𝑡𝑟𝑦 =

1) could generate good accuracy, Grömping (2009) reported that there is a 

need to use at least two variables samples (i.e. 𝑚𝑡𝑟𝑦 = 2,3,4, . . . . . , 𝑚) to avoid 

a weaker prediction model. In this study, these parameters were 

determined using the internal optimiser RF function (TuneRF) that 

recognises the optimal number of samples in each tree-building process 

(Gholizadeh et al., 2020; Rahmati et al., 2016; Taalab et al., 2018). In 

order to check the performance of the surrogate model as the number of 

simulation trials increases, the MSE of the OOB is computed for the 

additional data point and calculated as follows:   

                                     𝑀𝑆𝐸𝑂𝑂𝐵 =
1

𝑛
∑ (𝜇𝑖 − 𝜇�̂�)

2𝑛
𝑖=1                      (3.30)                       

where 𝑛 is the number of data points, and �̂� donates the mean predicted 

data points and 𝜇𝑖 is the observed data points. 
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Figure 3-4: A systematic of the Random forest model 

 

3.6.5 Polynomial regression 

Polynomial regression (PR) is a special case of multiple regression where 

the relationship between the independent variable 𝑥 and the dependent 

variable 𝑌 is modelled as an 𝑛𝑡ℎ order of the polynomial. Polynomial 

regression is generally used when linear regression fails to describe the best 

results. This algorithm provides the best approximation of the relationship 

between the independent and dependent variables, and a broad range of 

functions can be fitted. The equation described polynomial regression model 

with 𝑛𝑡ℎorder can be expressed as: 
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𝑌𝑋 = 𝛽0 + 𝛽1𝑋 + 𝛽2𝑋
2 + ………+ 𝛽𝑛𝑋

𝑛 + 𝑒𝑋 (3.31) 

Where 𝛽𝑠 𝛽𝑠 are unknown parameters determined by the least squares 

method, 𝑌𝑋 is the observed variable at a point 𝑋. The 𝑒𝑋 is the error term, 

which also follows the probability distribution of 𝑌𝑋 and 𝑛 is the order of the 

polynomial.  

3.7 Model performance evaluation  

Considerable prediction uncertainty may likely occur in a surrogate model 

built with a limited number of sample points if the sample locations are not 

appropriately selected (Jiang et al., 2020). Applying such an imprecise 

surrogate model in design and optimisation may lead to misleading 

predictions. Therefore, it is essential to verify the overall assessment of the 

constructed surrogate model before using it for prediction or uncertainty 

qualification. The overall assessment is defined here in terms of the 

generalisation ability of the surrogate model. That is its ability to predict 

well over unknown data points (external data). The performance of the 

surrogate model is evaluated by applying the following standard 

performance metrics to test data points and overall performance:  

3.7.1 Mean Square Error   

Mean Square Error (MSE) is the average squared difference between 

estimated and actual values. MSE is the mean of the overall squared 

prediction errors and can be expressed as: 

                            𝑀𝑆𝐸 =
1

𝑁
∑ (𝑌𝑖 − 𝑌�̂�)

2𝑁
𝑖=1                                                 (3.32) 

where 𝑁 is the number of data points, 𝑌𝑖 is the observed values, and �̂�is the 

predicted data values. The more MSE closer to the zero means, the better 

the estimator can perfectly predict the response of a parameter. That is, 

the smaller the MSE is, the better the quality of the surrogate model.  

3.7.2    Root mean square error  

Root Mean Square Error (RMSE) is the standard deviation of the residuals. 

It can be regarded as the average vertical distance of the actual observation 

from the fit line (Jiang et al., 2020). The formula for computing the RMSE 

is given as: 
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                      𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑌𝑖 − 𝑌�̂�)

2𝑁
𝑖=1                                                 (3.33) 

Mathematically, the RMSE is the square root of the MSE. Therefore, it is also 

a global error metric. Its value ranges from 0 to 1, meaning the smaller 

RMSE value represents a higher surrogate accuracy.  

 

3.7.3 R-squared  

R-squared 𝑅2 is the proportion of the variation in the independent variable 

that is predictable from the independent variable. In other word is a 

systemic error measure that reveals how good the best fit line is from the 

baseline model. 𝑅2 is a percentage number whose value range from 0 to 1, 

with 0 signifying that surrogate model prediction does not improve over the 

mean model, and 1 signifying perfect prediction value. The formula for 

computing 𝑅2 is defined as (Jia et al., 2020):  

                         𝑅2 = 1 −
∑ (𝑌𝑖−𝑌�̂�)

2𝑁
𝑖=1

∑ (𝑌𝑖−�̄�𝑖)
2𝑁

𝑖=1

                             (3.34) 

where 𝑌𝑖 is the observed data values, 𝑌�̂�represents the predicted data value, 

�̄�𝑖 denotes the mean of the observed data values and 𝑁stands for the 

number of testing data.  

3.7.4 Mean absolute error 

Mean Absolute Error (MAE) is the mean value of the error at all verified data 

points with the same weight assigned to all the errors. It measures the 

average magnitude of the errors in a set of predictions without considering 

their direction. MAE is usually regarded as the true error of the surrogate 

model when enough verification points are considered (Jiang et al., 2020). 

The MAE can be expressed as:   

                    𝑀𝐴𝐸 =
1

𝑁
∑ |𝑌𝑖 − 𝑌�̂�|              (𝑖 = 1, 2, . , . , . , 𝑁)  𝑁

𝑖=1                              (3.35) 

3.8 Numerical Test 

In order to evaluate the effectiveness of the developed PSOASM for 

optimising the sample size for an expensive simulation or experiment 

problems, various numerical studies were conducted using six benchmark 

functions with different characteristics. The benchmark functions 

considered include Rosenbrock, Ackley, Rastrigin, Beale, Goldstein, and 
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Schaffer functions. These functions are widely used in the literature (Kaveh 

& Dadras, 2017; J. Zhang et al., 2012)  to assess new algorithms developed 

for optimisation problems. The description of these benchmark problems is 

presented in equations (3.36) to (3.41); their three-dimensional diagrams 

are also exemplified in Appendix 1. In this study, several factors that may 

influence the evaluation results are considered, such as the initial sample 

size, total number of samples and generalisation of the developed algorithm 

in different machine learning algorithms. The model was tested on external 

data to verify the possibility of overfitting during the training process. 

Finally, the performance of the developed model (PSOASM) is compared 

with the several well-known state-of-the-art sampling methods, which 

include the Halton sequence, Hammersley sequence, Sobol, and Latin 

hypercube sampling (LHS). The PSOASM has shown better performance 

than all these sampling algorithms in all the analyses carried out.  

All the algorithms constructed in this study and the analysis performed are 

programmed using Python (Python 3.4.10). Python is an open-source 

programming language developed by Guido Van Rossum (Severance, 

2015). It is commonly used in scientific computing and chosen in this study 

because it allows the user to benefit from modern API releases in areas like 

machine learning, quantum computing and optimisation with up-to-date 

community support for libraries and the only open sources language 

available script ANSYS space claim.  All the computation run on an Intel(R) 

Xeon(R) Gold 6230 CPU @ 2.10 GHz processor, 16 Cores, 64.0 GB RAM in 

operating Windows 10.  

Function 1 (F1): Rosenbrock function 

                                𝑓(𝑥, 𝑦) = (1 − 𝑥)2 + 10(𝑦 − 𝑥2)2 

𝑥 ∈ [−1.5,2.0], 𝑦 ∈ [−1.5,3.0]                                                   
(3.36) 

Function 2 (F2): Ackley function 

𝑓(𝑥, 𝑦) = −20 𝑒𝑥𝑝 [−0.2√0.5(𝑥2 + 𝑦2)] − 𝑒𝑥𝑝[0.5(𝑐𝑜𝑠 2𝜋𝑥 + 𝑐𝑜𝑠 2𝜋𝑦)]

+ 𝑒𝑥𝑝( 1) + 20 

. . . . . . .𝑥 ∈ [−5.0,5.0], 𝑦 ∈ [−5.0,5.0]                          

(3.37) 

Function 3 (F3): Rastrigin function 
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            𝑓(𝑥, 𝑦) = 20 + 𝑥2 − 10 𝑐𝑜𝑠( 2𝜋𝑥) + 𝑦2 − 10 𝑐𝑜𝑠( 2𝜋𝑦) 

. .𝑥 ∈ [−5.12,5.12], 𝑦 ∈ [−5.12,5.12]                           
(3.38) 

 

Function 4 (F4): Beale function 

            𝑓(𝑥, 𝑦) = (1.5 − 𝑥 + 𝑥𝑦)2 + (2.25 − 𝑥 + 𝑥𝑦2)2 + (2.625 − 𝑥 + 𝑥𝑦3)2 

. . . . .𝑥 ∈ [−4.5,4.5], 𝑦 ∈ [−4.5,4.5]                           
(3.39) 

Function 5 (F5): Goldstein-Price function 

            𝑓(𝑥, 𝑦) = [1 + (𝑥 + 𝑦 + 1)2(19 − 14𝑥 + 3𝑥2 − 14𝑦 + 6𝑥𝑦 + 3𝑦2)] 

[30 + (2𝑥 − 3𝑦)2(18 − 32𝑥 + 12𝑥2 + 48𝑦 − 36𝑥𝑦 + 17𝑦2)] 

. . . . .𝑥 ∈ [−2.0,2.0], 𝑦 ∈ [−2.0,2.0]                           

(3.40) 

Function 6 (F6): Schaffer function N.2 

                       𝑓(𝑥, 𝑦) = 0.5 +
𝑠𝑖𝑛2(𝑥2−𝑦2)−0.5

[1+0.001(𝑥2+𝑦2)]2
 

. .𝑥 ∈ [−100,100], 𝑦 ∈ [−100,100]                           

(3.41) 

 

3.8.1 Parameter setting 

The following parameter values were generally found to produce accurate 

function estimation through numerical experiments. The PSO acceleration 

constants 𝜂1 and 𝜂2 are selected as 1.2 and 1.5, respectively, which also fall 

into the range of values commonly used in the literature (F. Li, Shen, et al., 

2020; Nickabadi et al., 2011). The maximum inertia weight (𝑤𝑚𝑎𝑥) is set to 

0.9, and the minimum inertia weight (𝑤𝑚𝑖𝑛) is set to 0.4. The initial sample 

size is 10, which is also used as swarm size and its effect on the developed 

surrogate model is analysed in section (3.8.2). The additional samples (𝑁) 

generated via the surrogate model is allowed to be determined by the 

algorithm through various analysis. The summary of the adjustable 

parameters used for the machine learning algorithms is presented in Table 

3.1. The other parameter settings of the machine-learning model are used 

as the default values of the python program.   
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Table 3-1: Adjusted parameters used for the machine-learning algorithms 

Method Adjusted parameters and values 

SVM Kernel function: Gaussian RBF 

MLP Input layer: number of input variables, one hidden 

layer: 8 to 20 neurons, momentum=0.094, 

learning rate =0.017. 

Decision tree Minimum sample leaf: 1, minimum sample split: 2 

PR Number of degrees: 3 to 5 

Random forest Minimum sample leaf: 1, minimum sample split: 2 

 

3.8.2 Influence of initial sample size 

An adaptive surrogate model generally begins with the initial samples that 

are recommended to fill the design space evenly. The influence of this 

sample size on the performance of the developed surrogate model was 

investigated. The decision about the initial sample size is undefined in the 

literature. Some studies reported that small initial samples could lead to 

surrogate model focus at inappropriate locations, which could mislead the 

first steps of the adaptive procedure (Fuhg et al., 2020; H. Liu et al., 2018). 

On the other hand, a large initial sample size can cause high computational 

costs. Most of the computational budget may be spent on space-filling 

samples, which could be effectively used up on the adaptively added 

samples. In this regard, some surrogate modelling literature suggested few 

empirical formulas or guidelines for determining the initial sample points. 

Table 3.2 illustrates different empirical formulas suggested to determine the 

proper initial sample sizes through an extensive literature survey presented 

in (Liu et al.2018), where n is the dimension of the parameter space, which 

is two in this study.  
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Table 3-2: Empirical formulas to determine the initial sample size (H. Liu et 

al., 2018) 

Authors Initial sample size 

Regis and Shoemaker (2007) N = 2(n+1) 

Busby et al.(2007) N = (n + 2)(n + 1)/2 +10 

Jones et al.(1998); Loeppky et 

al.(2009) 

 

N = 10n 

Xu et al.(2014) N = 5n   

(Gutmann, 2001) N = 𝑛2 

 

The illustration of different initial sample sizes using empirical formulas in 

Table 3.2 and samples adaptively added for the Ackley test function is 

shown in Figure 3.5. A similar figure for the Rosenbrock function is shown 

in Figure 3.6. The initial samples are indicated in red dots, while adaptive 

added samples are designated square blue. It is important to highlight that 

sampling locations for each benchmark function may be different despite 

using the same sampling strategy. The reason is that sampling locations 

depend on the surrogate model's prediction values. Figure 3.7 illustrates 

the convergence profiles for different initial sample sizes for the Ackley and 

Rosenbrock functions. The figures show the prediction performance of the 

PSOASM on different initial sample sizes as the number of added sample 

points increases. The lower the fitness value (MSE), the better the surrogate 

model performance. The surrogate performance shows that the higher the 

initial sample size, the higher the accuracy of the surrogate model at the 

beginning. However, the difference between the accuracy of the 10, 16, and 

20 initial sample sizes is not significant after additional 20 sample points. 

Therefore, ten initial sample sizes is chosen for the surrogate model 

developed in this study as it saves considerable computational costs and 

performs similarly to both 16 and 20 initial sample sizes.  
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(a) (b)  

(c) (d)  

(e)  

Figure 3-5: Illustration of different initial samples sizes and adaptively 

added samples for Ackley function: (a) 4 initial samples, 30 adaptive added 

samples, (b) 6 initial samples, 30 adaptive added samples, (c) 10 initial 

samples, 30 adaptive added samples, (d) 16 initial samples, 30 adaptive 

added samples, (e) 20 initial samples, 30 adaptive added samples (initial 

samples in red dots, adaptive added samples in square blue).  
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(a) (b)  

(c) (d)                                             

(e)  

Figure 3-6: Illustration of different initial samples sizes and adaptively 

added samples for Rosenbrock function: (a) 4 initial samples, 30 adaptive 

added samples, (b) 6 initial samples, 30 adaptive added samples, (c) 10 

initial samples, 30 adaptive added samples, (d) 16 initial samples, 30 

adaptive added samples, (e) 20 initial samples, 30 adaptive added samples 

(initial samples in red dots, adaptive added samples in rhombus blue).  
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(a) 

 

(b) 

Figure 3-7: Convergence profiles of the different initial sample sizes: (a) 

Ackley test function, (b) Rosenbrock test function. 

 

The impact of chosen initial sample size (10 samples) as the number of 

additional samples increases is shown in Figure 3.8. The number of added 

samples varies from 0 to 200. It was observed that as the added sample 

point increases, the prediction error of the surrogate model decreases 

sequentially up to 30 iterations. After the 30 iterations, adding more sample 

points contributes little to the surrogate model's accuracy. The prediction 

quality of the PSOASM in terms of optimal convergence at 30 iterations was 

further investigated using five benchmark problems. Figure 3.9 shows the 
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progression of estimated error for different test benchmark functions. From 

the convergence profiles presented in Figure 3.9, one can see that PSOASM 

shows no significant improvement after 25 iterations for all the cases tested.     

(a)   (b)  

(c)  (d)  

Figure 3-8: Convergence profiles of 10 initial sample sizes under different 

sample sizes (iterations indicate sample sizes).  
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Figure 3-9: Convergence profiles of the PSOASM as a function of 30 samples 

for different benchmark problems. 

 

3.8.3 Performance comparison of different machine learning 

methods on the developed PSOASM  

To further examine the performance of the proposed surrogate model on 

different machine learning algorithms, five machine-learning algorithms 

presented in Section 3.6 were used for the evaluations. After initial training 

with the 10 data points, the developed surrogate model is employed to 

adaptively select sample points in which computation is performed for a 

new sample added to the training dataset. The process is repeated until 

maximum prediction accuracy is achieved.  Figure 3.10 shows the obtained 

prediction profiles for the machine learning method using Rosenbrock and 

Ackley test functions. The PSOASM performs well in all machine learning 

algorithms except the polynomial regression. MLP and random forest results 

for the two cases tested (Rosenbrock and Ackley functions) demonstrate 

good performance, while decision tree and SVR have mixed results for the 

two cases. The error of polynomial regression is far higher than the other 

machine learning models as samples are added. This might be attributed to 

underfitting due to one or two outliers in the training dataset, which can 

seriously affect the performance of polynomial regression. That means 
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there is a room for significant optimisation with the choice of polynomial 

degree for good bias or variance tradeoff. MLP outperform all the machine 

learning methods compared in all the cases tested. Therefore, MLP is used 

for the rest of this study. 

 

(a) 

 

(b) 

Figure 3-10: Performance evaluation of the PSOASM on different machine 

learning models: (a) Rosenbrock test function, (b) Ackley test function. 
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3.8.4 Comparison of the PSOASM with conventional sequential 

sampling algorithms 

The performance of the PSOASM is compared with the other conventional 

sequential sampling schemes, namely Halton sequence, Latin hypercube 

sampling (LHS), Hammersley sequence, and Sobol sequence. The same 

number of training points used for the developed surrogate model was 

employed for the conventional sampling approaches and tested on six 

different benchmark functions. Figure 3.11 illustrates the Performance 

comparison of PSOASM against other sequence sampling algorithms as their 

sample size grows. As can be seen in Figure 3.11, most of the tested 

sampling schemes had performance comparable to or slightly different from 

PSOASM for the initial training data points. However, as the iteration 

increases, the proposed method's accuracy rapidly increases more than the 

conventional sequential sampling methods. Overall, PSOASM outperforms 

the conventional sampling methods by providing lower prediction error than 

conventional sampling methods employed for comparisons. The error 

obtained with the LHS and Halton were lower than both Harmersley and 

Sobol sequences in all the problems tested except the Rastrigin function.  
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                          (a)                                                   (b) 

 

  

                          (c)                                                   (d) 

  

                          (e)                                                   (f) 

Figure 3-11: Performance comparison of PSOASM against conventional 

sequential sampling algorithms: (a) Rosenbrock, (b) Ackley, (c) Rastrigin, 

(d) Beale, (e) Goldstein, and (f) Schaffer functions 
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3.8.5 Prediction quality assessment of PSOASM on the new dataset 

The effectiveness of the PSOASM model on different machine algorithms 

has been observed consistently adequate and proved to outperform several 

sequential sampling algorithms for different benchmark problems. To 

further scrutinise the robustness of the PSOASM model, more assessment 

is performed to test if its predictive accuracy is robust beyond the data it 

was developed in. New sets of datasets, including 16, 25, 36, 64, 100, and 

144 samples, were generated in one stage in a space-filling manner. 

Appendix B presents the sample sets of new data employed for the testing. 

Figure 3.12 and Figure 3.13 exemplify the comparison of ground truth and 

predicted values for Rosenbrock and Ackley functions, respectively. It can 

be observed that the figures demonstrate good matches between the 

ground truth and the predicted values. It is important to highlight that 

computational time is not considered in this thesis because PSOASM 

iteration takes lesser computational time (within 1 to 10 seconds) compared 

to hours or weeks for a CFD simulation trial.  

Four standard metrics of model prediction error, namely MSE, RMSE, 𝑅2 and 

MAE discussed in Section 3.7 are computed to examine how the PSOASM 

prediction accuracy differs as the size of new test data increases. The 

summary of the estimated errors as the number of training data points 

grown for different new data employed for testing is presented in Table 3.3. 

The least error for each trained sample is highlighted in bold. The errors are 

presented in the form of mean values of ten repetitions tests performed for 

each case. For all the test cases performed, the worst results are obtained 

when the training sample size is ten but improve as the training samples 

increasing. PSOASM outperforms the conventional sampling methods by 

providing lower MSE, RMSE, MAE and higher 𝑅2errors in all the cases tested.     
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(a) (b)  

(c) (d)  

(e) (f)  

Figure 3-12: Overview of PSOASM model response surface versus ground 

truth for Rosenbrock function: (a) 16 samples, (b) 25 samples, (c) 36 

samples, (d) 64 samples, (e) 100 samples, (f) 144 samples (true values in 

red-purple colour, predicted value in blue colour). 
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(a) (b)  

(c) (d)  

(e) (f)  

Figure 3-13: Overview of PSOASM model response surface versus ground 

truth for Ackley function (a) 16 samples, (b) 25 samples, (c) 36 samples, 

(d) 64 samples, (e) 100 samples, (f) 144 samples (true values in red-purple 

colour, predicted value I blue colour). 
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Table 3-3: Test results of PSOASM on different new data sizes (16, 25, 36, 

64, 81, 144, and 2500) as a function of different training samples 

Training 

sample 

size 

Testing 

sample 

sizes 

Rosenbrock function Ackley function 

MSE RMSE 𝑅2 MAE MSE RMSE 𝑅2 MAE 

 

 

20 

16 0.447 0.668 0.552 0.320 0.364 0.604 0.635 0.383 

25 0.456 0.675 0.543 0.316 0.443 0.665 0.556 0.385 

36 0.463 0.681 0.536 0.306 0.348 0.589 0.651 0.427 

64 0.472 0.687 0.527 0.317 0.367 0.606 0.632 0.423 

81 0.475 0.689 0.524 0.320 0.385 0.620 0.614 0.409 

144 0.479 0.692 0.520 0.326 0.352 0.623 0.647 0.406 

2500 0.485 0.697 0.517 0.329 0.341 0.629 0.648 0.401 

 

 

25 

16 0.233 0.483 0.766 0.284 0.199 0.446 0.800 0.388 

25 0.244 0.494 0.755 0.264 0.290 0.538 0.709 0.333 

36 0.252 0.502 0.747 0.248 0.160 0.400 0.839 0.318 

64 0.261 0.511 0.738 0.241 0.193 0.439 0.806 0.370 

81 0.264 0.514 0.735 0.239 0.213 0.462 0.786 0.311 

144 0.268 0.518 0.731 0.239 0.195 0.442 0.804 0.304 

2500 0.269 0.522 0.728 0.242 0.197 0.445 0.813 0.300 

 

 

30 

16 0.219 0.468 0.780 0.277 0.122 0.349 0.877 0.276 

25 0.221 0.470 0.778 0.252 0.217 0.466 0.782 0.280 

36 0.224 0.474 0.775 0.235 0.084 0.291 0.915 0.209 

64 0.228 0.478 0.771 0.213 0.112 0.336 0.887 0.262 

81 0.229 0.479 0.770 0.210 0.131 0.363 0.868 0.184 

144 0.231 0.481 0.768 0.203 0.115 0.339 0.884 0.237 

2500 0.235 0.487 0.752 0.201 0.112 0.344 0.871 0.241 

 

 

35 

16 0.119 0.345 0.880 0.228 0.062 0.250 0.937 0.226 

25 0.113 0.337 0.886 0.204 0.195 0.442 0.804 0.325 

36 0.113 0.337 0.886 0.191 0.021 0.145 0.978 0.106 

64 0.115 0.339 0.884 0.168 0.061 0.247 0.938 0.209 

81 0.116 0.340 0.883 0.163 0.089 0.299 0.910 0.190 

144 0.117 0.342 0.882 0.156 0.057 0.238 0.942 0.170 

2500 0.119 0.344 0.881 0.157 0.052 0.242 0.944 0.173 
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40 

16 0.104 0.323 0.895 0.233 0.051 0.227 0.948 0.218 

25 0.102 0.320 0.897 0.213 0.032 0.181 0.967 0.150 

36 0.104 0.322 0.895 0.201 0.033 0.183 0.966 0.147 

64 0.107 0.327 0.892 0.180 0.061 0.247 0.938 0.213 

81 0.108 0.328 0.891 0.176 0.077 0.278 0.922 0.150 

144 0.109 0.331 0.890 0.166 0.071 0.267 0.928 0.198 

2500 0.106 0.329 0.893 0.167 0.067 0.269 0.931 0.201 

 

 

3.9 Summary 

This chapter proposed a novel surrogate model named adaptive particle 

swarm optimisation assisted surrogate model (PSOASM), which trained the 

machine learning models with a limited dataset and achieved good 

accuracy. The method present in this study is unique, as it combined two 

criteria: fitness value of the surrogate model and the population density of 

the sample points to select the candidate solution for fitness evaluations. 

Various machine learning methods were explored with the proposed 

algorithm. Specifically, five different machine learning algorithms and four 

sampling schemes were compared, considering six benchmark problems of 

various characteristics chosen for evaluation. The result of the approach 

proposed in this chapter through extensive evaluations supports the use of 

a surrogate model to bypass the large number of datasets needed to train 

machine-learning algorithms. The developed surrogate model performed 

well in all the machine learning algorithms employed for evaluation and can 

predict up to 98% accuracy with an average of 40 data points in all the 

benchmark functions tested. The possibility of integrating the developed 

surrogate model into engineering problems are explored. The application of 

the surrogate model proposed in this chapter to a 3-D pipeline leakage 

detection and characterisation is presented in Chapter 6.  
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Chapter 4 Numerical Modelling of Pipeline 

Leakage 

4.1 Introduction  

Computational fluid dynamics (CFD) is a valuable tool that can improve 

understanding of fluid flow in a pipeline and the consequences of the leak 

in various ranges under different conditions. With CFD, one can solve a set 

of partial differential equations that represent fluid systems over the region 

of interest and determine how various fluid properties, such as density, 

pressure, velocity, etc., vary. These mathematical models include equations 

representing the principle of mass, momentum and energy conservations. 

Depending on the problems at hand, additional equations that describe 

other physical phenomena can also be included to model the transport of 

given properties, such as turbulent kinetic energy 𝑘 and its dissipation rate 

ɛ using the standard 𝑘 −  ɛ model (Chinello et al., 2019) when solving 

turbulence model problems. 

CFD provides the opportunity for engineers and designers to evaluate the 

design's values easily. It is useful to lessen the need to build and evaluate 

prototypes at the early stage of the design process. Besides, the level of 

detail that can be obtained in the CFD model is tremendous. A lot of results 

can be generated in a simulation without additional simulation costs. These 

enable more complicated and complete studies requiring physical 

experiments to be performed using CFD modelling. CFD has been widely 

used to study pipeline leakage, and it has been shown to be successful in 

detecting and characterising pipeline leakage. However, the available 

literature is mostly focused on single-phase flow systems.  

This chapter presents a computational model for pipeline leakage detection 

as a multiphase flow system. It also explains the approaches taken for the 

numerical simulation of pipeline leakage. Specifically, Reynolds-averaged 

Navier-Stokes equations were solved using the VOF approach (Chinello et 

al., 2019). The simulation results were validated against the numerical 

simulation by Chinello et al. (2019) and experimental data reported in 

(Espedal, 1998). In particular, the comparison was made between mono-
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phase and stratified flow behaviours induced by leaks and validated with 

the physical experimental data reported by Molina-Espinosa et al.(2013).  

4.2 Two-phase flow modelling 

A two-phase flow involves gas and liquid phase flows simultaneously within 

the pipeline. As the mixture of these fluid phases flows along a pipeline, 

separation between the phases occurs and eventually forms a specific flow 

configuration known as flow regimes or patterns such as bubble, slug, 

annular or stratified (Raimondi, 2019). Among these flow regimes, stratified 

gas-liquid is reported as one of the common flow regimes typically 

encountered in the multiphase pipeline (Chinello et al., 2019). Various 

conditions govern the establishment of these regimes, but superficial flow 

velocity stands above them all. The increases or decreases in superficial 

gas-liquid velocity can bring about the transition from one regime to 

another.   

Several studies have been performed on stratified two-phase flow modelling 

using Reynolds-averaged Navier-Stokes equations. Some of these studies 

are based on the VOF method, where a single set of momentum equations 

is solved and these equations are shared between the two phases by means 

of volume-averaged properties in each cell (Holmås et al., 2005). On the 

other hand, the second method is the two-fluids formulation model, where 

the mass and momentum equations are solved separately for each of the 

phases. Most of the reviewed literature have employed the VOF method as 

it provides an appropriate method for separated flows such as stratified and 

annular flows (Chinello et al., 2019; Lo & Tomasello, 2010; Terzuoli et al., 

2008). The two-fluids approach, on the contrary, is more suitable for 

dispersed flow, such as gas bubbles carried by a liquid flow or liquid droplets 

carried by a gas flow. Holmås et al.(2005) performed stratified two-phase 

flow simulation using the Volume of Fluid (VOF) method. The 𝑘 − 𝜀 

renormalization group (RNG) and 𝑘 − 𝜔 Shear Stress Transport (SST) 

models were employed to solve behaviours of turbulences. Lo and 

Tomasello (2010) simulated stratified gas-liquid flow in a three-dimensional 

pipe using commercial Star-CD code. The VOF method was employed, and 

three different turbulence models, including the standard 𝑘 − 𝜀,  𝑘 − 𝜔, and 
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𝑘 − 𝜔 SST, were investigated. The obtained liquid holdup and pressure drop 

were compared with the experimental data reported in Espedal (1998). The 

results revealed that liquid holdup was underestimated. At the same time, 

the pressure drop was overestimated for the three aforementioned models 

when the turbulence viscosity was not artificially reduced near the interface. 

Recent work by Chinello et al.(2019) conducted extensive studies on 

stratified gas-liquid flow with ANSYS Fluent 17.1 using the VOF method. The 

authors solved Reynolds-averaged Navier-Stokes equations with the VOF 

approach and evaluated the performance of the 𝑘 − 𝜔 SST turbulence model 

with and without damping of the turbulence at the gas-liquid interface. The 

simulated pressure drop and liquid holdup were compared against the 

experimental data reported in Espedal (1998) for stratified air-water flow in 

a pipe. The obtained results show that proper damping of the turbulence 

close to the interface is required to obtain good agreement with the 

experimental pressure drop and liquid holdup.  

4.3 Computational Model 

In order to describe multiphase flow modelling, it is required to solve the 

flow governing equations together with the turbulence model. In this 

context, the flow governing equations and turbulence model for gas-liquid 

simulation are presented in this section. 

4.3.1  Governing Equation 

The VOF method and 𝑘 − 𝜔 SST turbulence models are applied for modelling 

stratified gas-liquid flow in a pipeline. The flow is assumed to be 

incompressible, isothermal and adiabatic. The VOF method, which is a one-

fluid approach, comprises the continuity and momentum equations which 

are given in Equations (4.1) and (4.2), respectively (Chinello et al., 2019): 

                              
𝜕𝜌

𝜕𝑡
+ 𝛻 • (𝜌�⃗⃗� ) = 0 (4.1) 

              
𝜕

𝜕𝑡
(𝜌�⃗⃗� ) + 𝛻 • (𝜌�⃗⃗�  �⃗⃗� ) = −𝛻𝑝 + 𝛻 • (𝜏 + 𝜏𝑡) + 𝜌𝑔 +  𝐹⃗⃗  ⃗ (4.2) 

where 𝜌 is the density of the mixing fluids, 𝑘 𝑔 𝑚3⁄ ; 𝑡 is time, 𝑠; �⃗⃗�  is velocity 

vector after Reynolds averaging, 𝑚 𝑠⁄ ; 𝑝 is static pressure, 𝑃𝑎; �⃗⃗�  is gravity 

force, 𝑚 𝑠2⁄ ;  𝐹⃗⃗  ⃗ is a source term accounting for the effect of surface tension. 



109 

The molecular stress tensor 𝜏 is given as (Chinello et al., 2019; X. Li, Chen, 

Zhang, et al., 2019): 

𝜏 = 𝜇 [(𝛻�⃗⃗� + 𝛻�⃗⃗� 𝑇) −
2

3
𝛻 • �⃗⃗� 𝐼]   (4.3) 

where �⃗⃗� 𝑻 is the transpose of the velocity vector, 𝑚 𝑠⁄  .The turbulent stress 

tensor for the Reynolds stress 𝜏𝑡 defined with the Boussinesq eddy viscosity 

approximation is defined as (Chinello et al., 2019): 

𝜏𝑡 = 𝜇𝑡 [(𝛻�⃗⃗� + 𝛻�⃗⃗� 𝑇) −
2

3
(𝛻 • �⃗⃗� + 𝜌𝑘)𝐼]   (4.4) 

where 𝐼 is unit tensor, �⃗⃗� 𝑇 is the transpose of the velocity vector, 𝑚 𝑠⁄ . The 

surface tension force,  𝑭⃗⃗  ⃗ is modelled using the Continuum Surface Force 

(CSF) method (Chinello et al., 2019). The VOF model concept is applied to 

treat the two-phase gas-liquid as one single mixture in accordance with the 

previous studies by Salem and Tomaso (2018) and Chinello et al.(2019). 

The density (𝜌) and viscosity (𝜇) are volume fraction weighted mixture 

quantities: 

𝜌 = 𝛼1𝜌1 + 𝛼2𝜌2   (4.5) 

𝜇 = 𝛼1𝜇1 + 𝛼2𝜇2   (4.6) 

where 𝛼1 and 𝛼2 are the volume fractions of the primary and secondary 

phases, respectively.  

𝛼1 + 𝛼2 = 1   (4.7) 

The volumetric transport equation for the secondary phase is determined 

using the following equation: 

𝜕𝛼2

𝜕𝑡
+ �⃗⃗� • 𝛻𝛼2 = 0   (4.8) 
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4.3.2 Turbulence modelling 

Selection of an appropriate turbulence model is highly crucial in two-phase 

gas-liquid modelling. Chinello et al.(2019) compared numerical simulations 

with the physical experiment data conducted by Espedal (1998), which 

revealed that the 𝑘 − 𝜔 SST model yields better results than both 𝑘 − 𝜔 and 

𝑘 − 𝜀 models for the air-water flow simulation if turbulence is properly 

damped at the gas-liquid interface. Therefore, the 𝑘 − 𝜔 SST model is 

employed in this study, and its constitutive equations are defined as follows: 

The turbulence viscosity is given as (Chinello et al., 2019): 

𝜇𝑡 =
𝜌𝑘

𝜔

1

𝑚𝑎𝑥 [
1
𝛼*

,
𝑆𝐹1

𝑎1𝜔
]
 

  (4.9) 

where 𝑘 is turbulent kinetic energy, J/kg; 𝜔 is specific dissipation rate, 𝑆 is 

the strain rate magnitude and is defined as: 

𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗 (4.10) 

𝑆𝑖𝑗 = (
1

2
) (

𝜕𝑉𝑖

𝜕𝑥𝑗
+

𝜕𝑉𝑗

𝜕𝑥𝑖
) (4.11) 

where 𝑆𝑖𝑗 is the average strain rate, 𝑉𝑖 and 𝑉𝑗 are the velocity components 

in 𝑥𝑖 and 𝑥𝑗 axis, respectively. The transport equation for the turbulent 

kinetic energy; 𝑘 and the specific dissipation rate 𝜔 is defined as: 

𝐷𝜌𝑘

𝐷𝑡
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝑚𝑖𝑛(𝜇𝑡𝑆

2, 10𝜌𝛽*𝑘𝜔) − 𝜌𝛽*𝑘𝜔 (4.12) 

𝐷𝜌𝜔

𝐷𝑡
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜔
)
𝜕𝜔

𝜕𝑥𝑗
] +

𝛼

𝑉𝑡
𝑚𝑖𝑛(𝜇𝑡𝑆

2, 10𝜌𝛽*𝑘𝜔) − 𝜌𝛽𝜔2

+ 2(1 − 𝐹2)𝜌
1

𝜎𝜔 , 2𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
+ 𝑆𝜔 

(4.13) 

where 𝑆𝜔 is the additional source term, 𝛽 is turbulence model constant. The 

blending functions 𝐹1 and 𝐹2 are defined as follows: 

𝐹1 = 𝑡𝑎𝑛ℎ [𝑚𝑎𝑥 (
2√𝑘

0.09𝜔𝑦
,
500𝜇

𝜌𝑦2𝜔
)]

2

 (4.14) 
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𝐹2 = 𝑡𝑎𝑛ℎ {𝑚𝑖𝑛 [𝑚𝑎𝑥 (
√𝑘

0.09𝜔𝑦
,
500𝜇

𝜌𝑦2𝜔
) ,

4𝜌𝑘

𝜎𝜔,2𝐷𝜔
+𝑦2

]}

4

 (4.15) 

where 𝑦 is the distance to the closest wall surface, 𝐷𝜔
+ is the dimensionless 

specific dissipation rate. The model constants are selected according to the 

𝑘 − 𝜔 SST model of Chinello et al.(2019). 

4.4 Solution Procedure and Validations 

The procedure for the numerical simulation of the CFD model used in this 

study is presented in Figure 4.1. These steps include the creation of 

geometry, mesh generation, boundary condition definitions, numerical 

method and code validation. For the results presented in this study, the 

pipeline inlet is treated as the reference location, and all distances are 

measured relative to the pipeline inlet. 
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Figure 4-1: Flow diagram of the CFD modelling Procedure and Validations 
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4.4.1 Geometry Design 

The geometry used in this study was created using ANSYS workbench 18.1. 

A pipe 3-D horizontal pipe was created on the x-z axis with the face along 

the x-y plane, as shown in Figure 4.2(a). The pipe leakage was generated 

using a circular opening size whose hole diameters (𝑑ℎ𝑜𝑙𝑒) are determined 

in accordance with the international oil and gas production recommended 

hole size distributions for subsea pipelines (Li et al., 2018). The generated 

geometry was then exported for the mesh generation.  

4.4.2 Mesh generation 

The numerical simulations are conducted on the created pipe with and 

without a leak. The flow domain is divided into small discrete cells and 

meshed using structured mesh. This grid type allows the mesh refinement 

to be closer to the pipe wall and provides an opportunity to prevent 

singularities in the middle of the flow domain (Akhlaghi et al., 2019). The 

mesh is generated such that the coarse mesh is in the centre while the fine 

mesh is at the region near the pipe wall, as recommended by Akhlaghi et 

al.(2019). The mesh was developed using advanced functions, which 

resulted in its high quality with an average orthogonal quality of 0.99 (closer 

to 1.0) and skewness of 0.06. A grid dependence test was performed using 

various grid sizes to identify the most efficient grids for this study. In the 

grid independence study, superficial gas and liquid velocities were chosen 

as 3.0 m/s and 0.32 m/s, respectively, which are also the same with the 

values used for numerical simulation in (Chinello et al., 2019) and the 

physical experiment on stratified flow conducted by Espedal (1998) 

employed for comparisons. These values also represent the highest liquid 

hold-up and Reynolds number used in these studies.  
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(a) Mesh generation for modelling pipeline leakage 

                         

 (b) Cross-section view of the leakage      (c) Top view of the leakage  

Figure 4-2. Depiction of the mesh duct and detail of (a) Mesh generation for 

modelling pipeline leakage, (b) Cross-section view of the leakage. 

 

The mesh independence analysis was performed by running simulations on 

grids with the smaller cells number. The grids size was further reduced, 

which subsequently led to the increases in grids number. Note that a mesh 

independent solution exists once changes in mesh size does not affect the 

final simulation. The grids sensitivity was conducted by increasing the mesh 

sizes at the cross-section of the pipe and along the pipe axis. The details 

Outlet 

Inlet 
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specifications of the grids employed for analyses, including their mesh sizes,  

𝑦+ and obtained pressure drop and liquid hold-up are presented in Table 

4.1. Seven different mesh sizes are applied in the grid test, as shown in 

Table 4.1, to demonstrate the influence of 𝑦+ as a means of identifying the 

appropriate near-wall treatment. This was achieved by refining the mesh, 

with particular attention to the near-wall region of the geometry. The 

simulation results show that increases in grid numbers from mesh 4 to mesh 

7 have little changes in the pressure drop, whereas the difference between 

mesh 1 and the other mesh 4 is massive. The pressure drop was computed 

from the obtained numerical solution by recording the time-averaged static 

pressure at different successive points on the pipe wall (planes cut at 

different pipe locations) after the flow was ensured to reach a steady state. 

This approach followed the common practice reported in the literature, in 

particular for stratified flows (Ali et al., 2022; Newton & Behnia, 1996). 

The near-wall mesh size against 𝑦+ for different grids test conducted is 

shown in Figure 4.3(a), while the 𝑦+ versus total mesh size illustrated in 

Figure 4.3(b). Figure 4.3(c) displays the 𝑦+ effect on liquid hold-up obtained 

at the centre of the pipe length (𝑋 = 1.3 𝑚). The figure indicates variation in 

liquid level from meshes 5 to 7 is negligible. Therefore, mesh 5 was chosen 

for the numerical simulation as it demonstrates the optimal cells number 

for this study. Besides the simulation results' accuracy, simulation cost is 

essential to consider before one chosen mesh sizes for the simulation study. 

Therefore, mesh 5 demonstrates the optimum mesh size for the present 

study as it satisfies both computational cost and accuracy. The cross-

sectional slices of the four structured grids that provided closer results are 

presented in Figure 4.4. 
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            Table 4-1: Grids specification for mesh sensitivity analysis 

Mesh name 

Near wall cell 

height 
Mesh size 𝑦+ 

Computed 

Pressure drop  

(Pa/m) 

Computed 

liquid hold-

up 

 

Mesh 1 0.0025 140,400 39.00 7.91 0.32 

Mesh 2 0.001 168,800 29.00 8.72 0.35 

Mesh 3 0.00025 198,400 11.00 9.18 0.38 

Mesh 4 0.0001 204,400 5.00 10.22 0.42 

Mesh 5 0.00005 311, 200          1.00 10.95 0.45 

Mesh 6 0.000025 426,800 0.75 10.97 0.45 

Mesh 7 0.00001 641,200 0.70 10.98 0.45 

 

 

 

(a) Near wall mesh size against 𝑦+ 
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(b) 𝑦+ against total mesh  

 

 

(c) Effect of 𝑦+ on liquid hold-up. 

Figure 4-3: Different mesh configurations and corresponding 𝑦+ values for; 

(a) near wall mesh size versus 𝑦+, (b) 𝑦+ versus total mesh and (c) effect 

of 𝑦+ on liquid. The liquid holdup obtained at the centre of the pipe length 

(𝑋 = 1.5 𝑚).   
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Figure 4-4: Cross-sectional slices of the grids tested at the pipe upstream.    

 

4.4.3 Boundary conditions 

The pipeline inlet is set as a velocity inlet boundary defined by gas and liquid 

superficial velocities. Injection of the two-phase into the computational 

domain can be done in two ways. One method is to inject the liquid into the 

pipe peripherally using power law velocity and gas with a uniform velocity 

profile in the centre region of the pipe (Akhlaghi et al., 2019). After some 

distance, the separation between the mixed phases initiates along the 

length of the pipe and distributes fluids into a specific pattern. In the second 

approach, which is the method used in this study, the two phases are 

separately injected at the pipe inlet. One significant advantage of this 
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method is that flow can reach the fully developed condition sooner. The gas 

is injected from the upper half cross-section of the pipe, while the liquid is 

injected from the bottom half cross-section of the pipe. This resembles a 

separate flow structure, where each phase is separated into different layers, 

with the lighter fluid flowing on top of the denser fluid. The gas and liquid 

velocities at the inlet are specified to attain the targeted superficial 

velocities of the phases based on experimental data. 

The leak boundary is set as pressure outlet.  The no-slip condition is applied 

to the pipe wall. Since the flow is assumed to be fully developed at the 

pipeline outlet, the pressure outlet is imposed. The pipe is assumed to be 

in underwater condition, and the leak orifice and pipeline outlet pressures 

are defined constant, similar to that reported in (Kam, 2010) for pressure 

at 100 m below the sea surface (Wei and Masuri, 2019). In this case, the 

pipeline outlet and leak surrounding pressure is considered as 400 Pa. The 

physical properties of the fluid phases are presented in Table 4.2. The 

temperature of the property of the selected fluid is assumed to be 250𝐶.  

 

            Table 4-2: Fluid phases of physical properties 

Property Gas-phase Liquid-phase 

Density (ρ), kg/𝑚3 1.225    998.2 

Dynamic viscosity (µ), Pa.s 0.00001823    0.00091 

Interfacial tension, N/m                0.0715 

 

4.4.4 Numerical method 

The VOF modelling method is employed to simulate stratified gas-liquid 

flows. The computation is performed using a pressure-based solver, while 

the pressure fields are coupled with the velocity fields using SIMPLE 

pressure-velocity coupling scheme. The turbulence is modelled using the 

𝑘 − 𝜔 SST model. The momentum, turbulent kinetic energy and specific 

dissipation rate equations are discretised in space for the advection terms 

using a second-order upwind scheme in accordance with the study of 

Chinello et al.(2019). The discretisation of the volume fraction is performed 

using high-resolution interface capturing (HRIC) scheme. A first-order 
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implicit temporal discretisation scheme is used to solve the governing 

equations. This method has been demonstrated to be reliable for evaluating 

pressure gradients and flow rates, which are of interest in this work. The 

implicit algorithm is applied because it allows the numerical calculation to 

stabilise unconditionally with respect to the time-step size (Ali, 2017). 

The time step used in the simulations is 1 ms and simulated for 20 seconds, 

which is 20,000 iterations. Note that different time steps are tested before 

arriving at the 1 ms. The analysis of time step size on the liquid holdup 

profile over time is reported in Figure 4.5. The figure illustrates the liquid 

level fields obtained with three different values of time steps. When a time-

step of 1 ms is simulated, the liquid holdup does not differ from the one 

gotten from 0.5 ms. A slightly different liquid level is obtained when the 

time-step is reduced to 2 ms. With a time-step of 1 ms, the steady state 

condition is observed at 5000 iterations (5 seconds). Therefore, 20,000 

iterations, which is equivalent to 20 seconds is utilised to run the 

simulations. The predicted liquid height can be visualised more clearly using 

contour plots of the liquid volume fractions. Figure 4.6 displays the contour 

plots of the liquid heights for the three-time steps tested. The cross-section 

plane was obtained at the middle of the pipe length (X = 1.5 m). One 

explanation that can the noted in this figure is that the height of the liquid 

appeared to be almost the same. Therefore, 1 ms time step is used for the 

present simulation in this study.   
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(a) Time step impact on liquid hold up 

 

(b) Time step impact on the gas volume fraction 

Figure 4-5: Results of the time-step convergence analysis; (a) Time step 

impact on liquid hold up, (b) Time step impact on gas volume fraction. 

Calculated liquid hold-up and gas volume fraction from cross-section area-

weighted average at 1.5 m away from the pipe upstream after the stratified 

flow is fully developed.              
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Time step = 2 ms 

     

 

           Time step = 1 ms                       Time step = 0.5 ms 

Figure 4-6: Contours of the gas-liquid volume fraction field in cross-section 

plane at the centre of the pipe length (X = 1.5 m) for the different time steps. 

The blue colour represents the gas phase and the red colour represents the 

liquid phase. 

 

4.4.5 Code validation 

The CFD code used in this study has been validated against the published 

experimental data in (Espedal, 1998) and numerical simulations reported in 

(Chinello et al., 2019), which also employed the VOF model in ANSYS. 

Simulations are conducted using the VOF model for stratified air-water flow 

in a 3D pipe with the same experimental conditions as in these studies. The 

pipe used for the simulations is 18 m in length with a diameter of 0.06 m. 

It is important to highlight that the mesh employed for the 18 m pipe is the 

same as the one used for grid convergence with additional mesh on the 

axial cells. The values of the model parameters for the density, interfacial 

tension and dynamic viscosity are given in Table 2. The 𝑘 − 𝜔 SST 
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turbulence model is applied to simulate the air-water field. Four sets of 

numerical simulations were performed using the superficial gas velocity of 

3 m/s, while the superficial liquid velocities were chosen as 0.12 m/s, 0.18 

m/s, 0.26 m/s and 0.32 m/s. The pressure gradients are computed and 

compared against the experimental data. Please note that the pressure 

gradient was computed from the obtained numerical solution by recording 

the time-averaged static pressure at different successive points on the pipe 

wall after the flow is ensured to reach a steady state. This approach followed 

the common practice reported in the literature, in particular for stratified 

flows (Ali et al., 2022; Newton & Behnia, 1996). Figure 4.7(a) shows the 

comparison of the present simulation results against the numerical 

simulations reported in (Chinello et al., 2019), and experimental data 

reported in (Chinello et al., 2019).  

The obtained results demonstrate good agreement with the published CFD 

simulation results and experimental data. As shown in Figure 4.7(a), the 

pressure gradient in the present simulation is more consistent with the 

experimental data than the simulation results reported by Chinello et al., 

with little underestimation of liquid levels. The reason for the 

underestimation of liquid levels in Figure 4.7(b) could be inherent from the 

liquid injection surface area of the pipe (see Figure 4.2 for the inlet cross-

section plane in boundary condition). Therefore, it should be admitted that 

there is a discrepancy in liquid levels obtained in both simulation and 

experiments due to the possible difference in the surface area of injection 

of the liquid phase. This validation has been undertaken to demonstrate the 

adequacy of the mesh and numerical schemes employed. The liquid-phase 

levels are obtained as an area-weighted average of the liquid volume 

fraction across a section at 9 m away from the pipe upstream (middle of 

the pipe length). Figure 4.8 displays the cross-section view of the gas-liquid 

volume fraction field at the centre of the pipe length (𝑋 = 9 𝑚). It can be 

seen that different superficial liquid velocities yield different liquid levels. A 

lower liquid level was obtained for a lower superficial liquid velocity, while 

a higher superficial liquid velocity yielded a higher liquid level.  
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(a) 

 

   (b) 

Figure 4-7: Validation of numerical simulation model against experimental 

data reported in (Espedal, 1998) and numerical simulation results in 

(Chinello et al., 2019); (a) pressure drop (Pa/m), (b) Liquid level. 
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                        𝐿−𝑆𝑉 = 0.12 𝑚/𝑠                        𝐿−𝑆𝑉 = 0.18 𝑚/𝑠 

         

           𝐿−𝑆𝑉 = 0.26 𝑚/𝑠                       𝐿−𝑆𝑉 = 0.32 𝑚/𝑠 

Figure 4-8: Contours of the gas-liquid volume fraction field in the cross-

section plane at the centre of the pipe length (𝑋 = 9 𝑚) for the different 

superficial liquid velocities. The 𝐿−𝑆𝑉 represent superficial liquid velocity, 

the blue colour represents the gas phase and the red colour represents the 

liquid phase. 

 

The present numerical model is also validated against experimental data 

reported by Strand (1993) to further ascertain our model's validity. Strand 

(1993) performed pressure drop measurements in a two-phase gas-liquid 

stratified flow using a 50 mm internal diameter. Air and water were the 

fluids used. The pressure drop with a constant superficial gas velocity and 

different superficial liquid velocities were measured by sample five probes 

simultaneously in a pipe during experiments. The superficial gas velocity is 

8.6 m/s, while the superficial liquid velocities were chosen as 0.243 m/s, 

0.259 m/s, 0.278 m/s, 0.327 m/s, 0.354 m/s, 0.396 m/s, 0.484 m/s and 

0.678 m/s. The pressure gradient was computed by probing the planes at 

five different locations with equal intervals on the pipe. The comparisons of 

the pressure gradient between the current simulation and the corresponding 
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experimental data of Strand (1993) is shown in Figure 4.9. As shown in 

Figure 4.9, the prediction matches the measurement data very well, with a 

deviation of less than 5%. The cross-section view of the gas-liquid volume 

fraction field obtained at the centre of the pipe length (𝑋 = 7.5 𝑚) is 

displayed in Figure 4.10. It is also confirmed here that different superficial 

liquid velocities yield different liquid levels. The lower liquid level was 

obtained for a lower superficial liquid velocity for a constant superficial gas 

velocity, while a higher superficial liquid velocity yielded a higher liquid 

level. 

 

 

Figure 4-9: 5% linear fit plot comparison of computed pressure gradient 

with experiments data of Strand (1993). 
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          𝐿−𝑆𝑉 = 0.243 𝑚/𝑠            𝐿−𝑆𝑉 = 0.259 𝑚/𝑠             𝐿−𝑆𝑉 = 0.278 𝑚/𝑠 

   

          𝐿−𝑆𝑉 = 0.327 𝑚/𝑠              𝐿−𝑆𝑉 = 0.354 𝑚/𝑠             𝐿−𝑆𝑉 = 0.396 𝑚/𝑠 

                     

                              𝐿−𝑆𝑉 = 0.484 𝑚/𝑠              𝐿−𝑆𝑉 = 0.678 𝑚/𝑠              

 

Figure 4-10: Contours of the gas-liquid volume fraction field in the cross-

section plane at the centre of the pipe length (𝑋 = 9 𝑚) for the different 

superficial liquid velocities. The 𝐿−𝑆𝑉 represent superficial liquid velocity, 

the blue colour represents the gas phase and the red colour represents the 

liquid phase. 

 

4.5 Pipeline leaks comparison against experimental data 

Experimental data focused on the multiphase pipeline with the leak is 

seldomly reported, and it is not easy to set up a flow rig similar to the one 

reported by Molina-Espinosa et al. (2013), to test the sgas-liquid two-phase 

pipeline leakage. The experimental data obtained from the same geometric 
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model and simulation conditions in monophase systems by Molina-Espinosa 

et al. (2013) is employed to verify the current s model boundary conditions. 

Molina-Espinosa et al.(2013) carried out numerical modelling backed up by 

physical experiments for pipe leakage. This study measured pressure drop 

on incompressible flow in a pipe with and without leakage. The experiments 

were performed using a 2.33 m long horizontal pipe of 0.0127 m internal 

diameter. The fluid considered for the experiment is water, while the static 

pressure tapping points (𝑃1 − 𝑃6) distributed along the main measurement 

section. A discharged valve was used to creats leakages.  

Figure 4.11 shows the comparison of the current numerical results and 

experimental data reported in (Molina-Espinosa et al., 2013). The pressure 

distribution proved effective and scientific to characterise stratified flow 

behaviours in this study. The leak effect on stratified flow behaviours 

induced by leaks has previously been reported similar to the monophase 

pipeline leakage in the previous study (Figueiredo et al.(2017). They 

concluded that the leak localisation strategy based on the upstream and 

downstream pressure profiles commonly employed in monophase flow 

pipeline leakage could be extended to the stratified-flow system. However, 

all the data reported in that study was based on the 1-D pipeline.  

The present stratified flow model carried out in a 3-D pipeline is compared 

with the monophase flow system and validated with the experimental data 

reported by Molina-Espinosa et al.(2013). Molina-Espinosa et al.(2013) 

measured pressure distribution for the leak-free and leak diameters of 

0.0033, 0.0052 and 0.0074 m, which form the leak sizes considered for the 

validation in the present study. The pipeline could be hundreds or thousands 

of meters long in reality; however, irrespective of the length of the pipeline, 

the pressure gradient would remain the same under normal flow conditions. 

Therefore, a comparison between the simulation results obtained from the 

pipeline length considered in the present study and the experimental data 

presented in (Molina-Espinosa et al., 2013) is scientifically sound.   

The comparison of the pressure profile between experimental data and 

monophase results is shown in Figure 4.11. The pressure profile without 

leak is illustrated in Figure 4.11(a), and the resulting pressure profile with 
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leak sizes 0.0033, 0.0052 and 0.0074 m are shown in Figure 4.11(b), Figure 

4.11(c), and Figure 4.11(d), respectively. Figure 4.12 compares stratified 

flow against monophase results in Figure 4.11. The monophase and 

stratified flow models are set up based on the experimental configuration 

for validation (Molina-Espinosa et al., 2013). As shown in Figure 4.11, the 

monophase simulation results agree with the experimental data conducted 

on a single-phase scenario at a higher degree. The pressure profile 

correlation in Figure 4.12 reveals a slight divergence. The reason is that the 

stratified model is made up of gas-liquid phases, leading to the gas release 

rate probably being higher than the liquid quantities under the same leak 

size. Statistical tests are applied to verify the consistency among pressure 

data obtained from the monophase simulation, stratified flow simulation 

and experiments reported in (Molina-Espinosa et al., 2013). 

Furthermore, statistical tests are applied to verify the consistency among 

pressure data obtained from the monophase simulation, stratified flow 

simulation and experiments reported in the literature. The analysis was 

computed in MATLAB 2018b using one-way Analysis of Variance (ANOVA) 

to compare the pressure gradient before and after the leak. The summary 

of the hypothesis test results for the monophase simulations, experimental 

data and stratified model is presented in Table 4.3. The p-values measure 

how much the means difference of the three data disagrees with the null 

hypothesis (the sample means of data taken from the three groups are 

equal). As is clearly shown, the p-values for all the cases are range from 

0.131 to 0.734, using 0.05 significance (α) level. These indicate that the 

mean difference between the three data are not statistically significant and 

demonstrates strong evidence for the null hypothesis. We fail to reject the 

null hypothesis at the significant level of 0.05.  
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                          (a)                                                (b) 

 

                          (c)                                                  (d) 

Figure 4-11: Comparison of the computed monophase pressure profile 

against experimental data reported by Molina-Espinosa et al. (2013); (a) 

leak free, (b) 0.0033 m leak, (c) 0.0052 m leak, (d) 0.0074 m leak. 
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                           (a)                                                 (b) 

 

                                  (c)                                                                         (d) 

Figure 4-12: Comparison of the pressure profile between the monophase 

flow and the stratified flow model; (a) leak free, (b) 0.0033 m leak, (c) 

0.0052 m leak, (d) 0.0074 m leak. 
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Table 4-3: Numerical (monophase and stratified) simulations and 

experimental data comparison using one-way ANOVA; 0.05 significance (α) 

level 

Leak scenario      Pressure gradient p-values  

Leak-free Upstream pressure 0.734 

Downstream pressure 0.747 

Leak 1 Upstream pressure 0.382 

Downstream pressure 0.365 

Leak 2 Upstream pressure 0.473 

Downstream pressure 0.354 

Leak 3 Upstream pressure 0.365 

Downstream pressure 0.131 

 

The linear regression plot shown in Figure 4.13 demonstrates the adequate 

closeness of the experimental and monophase simulation data points to the 

regression model. The average variance of the experimental data from the 

fitness model is calculated using Mean Absolute Deviation (MAD). The 

obtained results are presented in Table 4.4. From these results, the highest 

MAD value is 0.263, which shows good agreement between the two data.  

 

(a) Leak 1 



133 

(b) Leak 2 

   

(c) Leak 3 

Figure 4-13: Linear regression plot for monophase simulation against 

experimental data. Pressure gradient before leak (left) and pressure 

gradient after leak (right). 
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Table 4-4: The results of computed Mean Absolute Deviation (MAD) of 

experimental data from monophase simulation regression model. 

Leak scenario         Pressure gradient MAD 

Leak free Upstream pressure 0.060 

Downstream pressure 0.123 

Leak 1 Upstream pressure 0.234 

Downstream pressure 0.060 

Leak 2 Upstream pressure 0.263 

Downstream pressure 0.089 

Leak 3 Upstream pressure 0.149 

Downstream pressure 0.061 

 

Table 4.5 also presents the results of the hypothesis tests performed to 

determine whether the constants and coefficients of linear regression 

models of the monophase and stratified pressure gradients variation before 

and after the leak are statistically significant. As demonstrated in the results 

shown in Table 4.5, the high R-square values indicate that the fitted linear 

regression models approximate the process which generates the data well. 

It is important to notice that the least R-squared value is 0.997 despite the 

multiphase coefficients p-value higher than 0.05. This indicates the possible 

disband among the stratified data due to the transient state of the 

multiphase model.  
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Table 4-5: Regression hypothesis results for monophase and stratified 

simulations comparison 

Leak scenario R-Square RSME Constant  

p-value 

Mono. 

Coef. 

p-value 

Multiphase 

Coef. p-

value 

Leak 

free 

Upstream 

pressure 

0.998 0.033 1.0295× 10−13 0.043353 0.28861 

Downstream 

pressure 

1.000 0.005 1.7711× 10−20 0.0005064 0.054394 

Leak 1 Upstream 

pressure 

0.998 0.011 1.902× 10−12 0.0020 0.2820 

Downstream 

pressure 

1.000 0.004 4.4253× 10−20 3.7577×

10−09 

0.57519 

Leak 2 Upstream 

pressure 

0.998 0.009 4.774× 10−13 0.0020 0.0690 

Downstream 

pressure 

0.998 0.014 7.8827× 10−19 1.2721×

10−06 

0.75957 

Leak 3 Upstream 

pressure 

0.998 0.012 1.305× 10−11 0.0010 0.1890 

Downstream 

pressure 

0.997 0.021 3.1492× 10−14 0.0008683 0.84597 
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4.6 Summary 

In this chapter, the potential of using CFD tools to model pipeline leakage 

as a function of multiphase flow is explored. The VOF model and SST k-ω 

turbulence modelling scheme were applied to simulate the two-phase flow 

in a horizontal pipeline. The superficial inlet velocities were chosen such 

that the stratified flow regime was formed. The results of the simulations 

were validated against the latest experimental and numerical data reported 

in the literature, and a good agreement was obtained. Statistical tests were 

also applied to verify the consistency among pressure data obtained from 

the monophase simulation, stratified flow simulation and experiments 

reported in the literature. In particular, p-values were employed to measure 

the level of disagreement between the three data with the null hypothesis. 

It was observed that the p-values for all the cases are range from 0.131 to 

0.734, using a 0.05 significance (α) level. These indicate that the mean 

difference between the three data are not statistically significant and 

demonstrates strong evidence for the null hypothesis. The numerical 

pipeline leak detection results are presented in Chapter 5. 
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Chapter 5 Results of Numerical Pipeline Leakage 

Modelling  

5.1 Introduction 

This chapter presents and discusses numerical pipeline leakage detection 

results conducted on a 3-D pipe as a multiphase flow system. The objective 

is to study the effect of leak sizes, longitudinal leak locations, axial leak 

positions and multiple leakages. The results are presented for the flow rate, 

pressure gradient and volume fractions. Numerical simulations are 

performed on a horizontal pipe with different leak scenarios. Holes on the 

pipe, which are sources of leaks, are assumed to be circular. Its distribution 

sizes are determined based on the International Association of Oil and Gas 

Producers (IOGP) recommended hole sizes for subsea pipelines (Li et al., 

2018). According to the pipeline opening sizes description specified in (Li et 

al., 2018), for a standard subsea pipeline with an average diameter of 0.334 

m, a leak diameter of less than 0.02 m is regarded as a low leak. Moreover, 

a leak size between 0.02 to 0.08 m is classified as medium leakage, while 

a leak diameter higher than 0.08 m is regarded as a large leak. The 

computed pipe opening dimensions for the 60 mm diameter pipe employed 

in this study follow the recommended values in IOGP and they are listed 

in Table 5.1. The superficial gas and liquid velocities used for pipeline leak 

modelling are 4.5 m/s and 0.5 m/s, respectively, while the pipeline length 

is 50 times the diameter. These values are determined using the horizontal 

gas-liquid flow regime map to observe a stratified flow pattern (Kanin et al., 

2019). The effect of leak sizes, longitudinal leak locations, axial leak 

positions and multiple leakages are investigated, and results are presented 

for the flow rate, pressure gradient and volume fractions. In this thesis, the 

pressure and flow rate were measured at thirteen different points along the 

pipe and used to analyse pipe leakage conditions. The pressure drop was 

computed from the obtained numerical solution by recording the time-

averaged static pressure at different successive points on the pipe wall 

(planes cut at different pipe locations) after the flow was ensured to reach 
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a steady state. This approach followed the common practice reported in the 

literature, particularly for the stratified flows (Ali et al., 2022; Newton & 

Behnia, 1996). 

 

Table 5-1: Hole diameters used for the simulations. These values are 

determined by rescaling the leak sizes in the 60 mm pipe to match the ratios 

by IOGP. 

Hole size 

classes 

Values 

(mm) 

Leak size 

(percentage of 

pipe diameter) 

Low 1.5 2.5% 

Medium 9 15% 

Large 14.5 24.2% 

Rupture 18 30% 

      

5.2 Leak Magnitudes Effect Analysis 

Leak size has a significant impact on the behaviour of fluids flow in the 

pipeline. In order to study the effect of leak magnitude on the multiphase 

flow behaviour induced by the leak, simulations of pipeline leakages for the 

different leak scenarios corresponding to the low, medium, large and 

rupture scenarios are conducted and analysed. The leak is placed at the 

top-middle part of the pipe, as shown in Figure 4.2.  Table 5.1 presents the 

values of the leak sizes considered and their corresponding categories. The 

effects of leak size on the pressure gradient, the flow rate and the volume 

fraction (gas void fraction and liquid holdup) at selected planes along the 

pipeline are presented. The pressure profiles for different leak sizes 

investigated are shown in Figure 5.1(a). The pressure gradient remains 

identical for the leak-free scenario. The occurrence of the pipe resulted in 

pressure distribution profile changes. The increase in the leak size causes 

an increase in pressure drop resulting from an increase in friction due to 

the impact of fluid discharging from the leak point. The pressure drop 

decreased after reaching its maximum drop at the leak location and 
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gradually increasing downstream of the pipe. This phenomenon becomes 

comparatively pronounced as the leak size increases.  

Although the existence of a small leak leads to a decrease in pressure 

upstream of the pipe, the effect of the small leak is not significant at the 

leak location. This agrees with the analytical calculation in (Kam, 2010), 

which affirmed that the presence of a small leak is not visible at the location 

of the leakage. However, as the pipe leak opening size increases, more 

fluids tend to discharge through the orifice region. A similar pressure 

response was also reported in physical experiment data reported by Molina-

Espinosa et al. (2013) conducted on single-phase leakages. 

The pressure at the pipe upstream drops with respect to the leak size due 

to the local pressure drop at the location of the leakage. As exemplified in 

Figure 5.1(a), the magnitude of the pipeline opening size affects the rate of 

fluids discharge in the leak neighbourhood. The increase in fluids escaping 

from the leak medium leads to a rise in pressure drop, particularly within 

the vicinity of the leakage. This implies that the pressure profile around the 

neighbourhood of the leak can aid the accurate identification of the leak 

location, particularly when the leak is medium size or large. The presence 

of a large leak reveals that the larger the leak, the more the fluids tend to 

discharge from the pipeline until it reaches the rupture stage. The effect of 

leak sizes on total flow rate characteristics based on various leak diameters 

is depicted in Figure 5.1(b). The maximum decrease in flow rate suddenly 

occurs immediately after the leak position. There is not much significant 

variation in flow rate before the occurrence of leakage, but as the size of 

the leak increases, the fluids flow rate also reduces dramatically starting 

from the leak location. Therefore, the increases in pipe opening size result 

in the decrement of the total flow rate downstream of the leak. This implies 

that the flow rate decreases with increasing leak size. This phenomenon is 

interpret as the cause for the pressure drop in the case of pipeline leakage.   

From the flow responses depicted in Figure 5.1, it can be concluded that 

upstream pressure serves as a pertinent indicator to detection of leakage 

as it appears to be the most sensitive indicator even if the size of the leak 

is small. At the same time, downstream flow rate response will be more 
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favourable for leak detection if the flow transducer is deployed downstream. 

Figure 5.2 presents the volume fraction contours at 2.5 m along the pipe 

under the same leak scenarios shown in Figure 5.1. The blue colour denotes 

the air void fraction, while the red indicates the liquid holdup. The air void 

fraction and the liquid holdup are distributed equally in the absence of 

leakage in Figure 5.2(a). The occurrence of the leak leads to the reduction 

in air void fraction downstream of the pipe, which causes an increase in the 

liquid holdup. Comparing the fluids volume fraction under different leak 

sizes shown in Figure 5.2 shows that leak size significantly influences the 

saturation of fluids flow. Overall, the larger the leak size, the more the 

relative amount of gas discharged from the pipeline if the leak is located at 

the top wall of the pipe. Therefore, the gas void fraction downstream of the 

leak becomes lower, which eventually increases the liquid holdup. This 

occurs because the gas is less dense and more mobile than the liquid, 

leading to the liquid replacing the escaped gas in the pipeline. The interface 

contour depicted in Figure 5.2 agrees with the observation of Figueiredo et 

al. (2017) on liquid holdup. The liquid holdup increases as the leak size 

increases due to the loss of mass at the leak location. Thus, the gas and 

liquid flow rates drop at the leak region to satisfy the continuity equations 

(Figueiredo et al., 2017).  

 

 

(a) 
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(b) 

Figure 5-1: Leak sizes variation simulations response; (a) pressure 

distributions, (b) flow rate. Note that the flow rate represents the total flow 

rate for the two phases. Note that the leak is located at 𝑥/2, where 𝑥 is the 

pipe length. 

 

                  (a)  leak-free                     (b) small  

            

                              (c)  medium                        (d) large  
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(e)  rupture 

Figure 5-2: Liquid volume fraction contour plots at 2.5 m for different leak 

opening sizes (Red and blue colours indicate water and air, respectively) 

 

5.3 Longitudinal Leak Location Effect Analysis  

Various challenges may be experienced in the process of identifying the 

position of leakage along a pipe, especially if the pipeline is installed 

underground or in a subsea environment. Therefore, it is important to 

investigate the effect of leaks on different locations along the pipe length to 

enhance leak assessment and emergency planning. In this study, the effect 

of leaks on different longitudinal locations is investigated and analysed. The 

leak location 1, location 2 and location 3 are set at 0.75 m, 1.75 m and 2.5 

m, respectively away from the pipe upstream. Figure 5.3 presents the effect 

of longitudinal leak detection on the medium pipeline opening size for the 

pressure and flow rate responses. Figure 5.3(a) shows the effect of different 

longitudinal leak locations on the pressure profile. As seen in Figure 5.3(a), 

the occurrence of leakage toward the downstream of the pipe (at 2.5 m) 

led to little pressure drop. However, as the leak is positioned more towards 

the upstream section of the pipe, the leak effect becomes pronounced. 

Similar responses have also been observed in the analytical solution in 

multiphase pipeline leakage reported by Kam (2010). 

As observed in Figure 5.3(b), the leak occurrence leads to the flow rate 

decrement starting from the leak position down to the pipeline outlet. The 

leak occurred at 2.50 m away from the upstream pipeline cause about 

0.00024 𝑚3 𝑠⁄  flow rate reduction. By positioning a leak further upstream of 

the pipeline, the effect of a leak becomes more pronounced. This agrees 
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with the analytical solution reported in (Kam, 2010). If a leak occurs closer 

to the pipeline upstream, it is more favourable to detect the leak using inlet 

pressure monitoring. The result of the liquid holdup is illustrated in Figure 

5.3(c). As it is clearly shown, the loss of pressure as the leak location closer 

to the upstream of the pipe reveals increases in liquid holdup accordingly. 

Figure 5.3(d) shows a comparison of the published liquid holdup of 

Figueiredo et al. (2017) described in Section 2.4.2 against the result in 

Figure 5.3(c). The relative rise in liquid holdup is determined by dividing the 

obtained liquid holdup for leak cases by the leak-free liquid level. The figure 

reveals reductions in relative jump, particularly as the leak closer to the 

pipeline downstream. Note that the simulation conditions in (Figueiredo et 

al., 2017) were performed using a 1D pipeline. However, the comparison in 

Figure 5.3(d) is made to correlate how leak location changes affect the liquid 

holdup.    

The volume fraction contour plots at 2.75 m for the longitudinal locations 

are illustrated in Figure 5.4. By comparison, a significant difference can be 

found in volume fraction as the location of leakage changes from the pipe 

upstream to the outlet. In the absence of leakage, the fraction of each phase 

distributes equally. However, the variation in leak position increases liquid 

accumulation as the leak location changes toward the upstream of the 

pipeline.  

 

(a)                                                   (b) 
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(c) 

 

                           (d) 

Figure 5-3: Effect of longitudinal leak locations; (a) pressure distributions, 

(b) flow rate, (c) liquid holdup, (d) liquid holdup comparison with published 

data. The legend shows different locations of leakage from the pipe 

upstream to the downstream. Note that the flow rate represents the total 

flow rate for the two phases.  
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                   (a) leak-free                          (b) 2.50 m 

    

              (a)  1.75 m                              (b) 0.75 m 

Figure 5-4: Volume fraction contour plots at 2.75 m for different longitudinal 

leak locations. (Red and blue colours indicate water and air, respectively 

5.4  Circumferential Leak Positions Effect Analysis  

In sections 5.2 and 5.3, the leak was set to locate in the gas phase. 

Knowledge about pipeline leak position, namely gas-phase, liquid-phase or 

interface of the two phases, is important for enhancing the understanding 

of leak effect on a multiphase pipeline system. The leak scenarios for the 

medium and large sizes are considered to study hydraulic behaviours 

induced by leak at different fluid phases. The leak is located in the middle 

of the pipe (𝑋 =
𝐿

2
 , where 𝐿 represents the pipe length), as shown in Figure 

4.2. The legend indicates the fluid phases where the leak occurred. The flow 

parameters that are investigated include the pressure gradient, the total 

flow rate and the volume fraction of the fluids within the pipeline. The flow 

parameters variation for the medium leak size under different leak positions 

is presented in Figure 5.5(a). The legend indicates the fluid phases where 

the leak occurred. As seen in these figures, it is apparent that the location 

of leakage on the multiphase pipeline affects the flow pressure profile in the 

pipeline. A significant effect exists when the leak is situated on the liquid-
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phase side. Similarly, the flow rate responses in Figure 5.5 (a) imply that 

the maximum total flow rate drop occurs at the liquid-phase axis, while the 

least drop is observed at the gas-phase position. Similar behaviour for the 

case of large leak can also be observed in Figure 5.5(b).  

By comparison, we can find that the influence of pipeline leakage is more 

pronounced on the liquid phase than gas or gas-liquid interface, and the 

reasons are two-fold. Firstly, the leak at the bottom of the pipeline (liquid 

phase) favours the pipeline's fluid discharge quantity. The pressure drop in 

the liquid phase is higher due to the force of gravity that is much stronger 

than the surface tension that holds the fluids together inside the pipe 

(Cheah et al., 2013). Thus, work to pull the fluid (liquid) at the pipe's wall 

where leakage occurred. Secondly, the fluids' physical properties could also 

be another reason for the higher-pressure drop in the liquid phase. The 

liquid-gas physical properties such as viscosity, density and surface tension 

influence the two-phase flow condition, which then influences the pressure 

drop (Choi et al., 2008). For instance, the high density of the liquid may be 

one of the factors contributing to the higher pressure drop when the leak is 

situated in the liquid phase. The gas-liquid volume fraction distribution for 

the leak at the gas-phase, liquid-phase and interface of the two phases are 

examined using contour plots at 2.5 m away from the pipe upstream. Figure 

5.6 shows the responses of fluids fraction for the same leak scenarios as in 

Figure 5.5(b). The absence of leak shows that the void fraction and liquid 

holdup is nearly uniform with the clear interface between the liquid and gas 

phase as previously observed in Figure 5.5(a) and (b) for the pressure 

profile and flow rate responses, respectively. However, Figure 5.6(b) shows 

that the occurrence of a leak at the gas phase attracts liquid moving from 

the bottom of the pipeline toward the leak region. Figure 5.6(c) and (d) 

present the fluids saturation for the leak event at the gas-liquid interface 

and liquid phase. The occurrence of a leak at the gas-liquid interface allows 

air to diffuse into the water as both phases discharge simultaneously from 

the pipeline.   
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(a) 

   

(b) 

Figure 5-5: Effect of axial leak positions; (a) medium size, (b) large size. 

(Pressure distributions (left) and flow rate (right). Note that the flow rate 

represents the total flow rate for the two-phases. 
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             (a)  leak-free                                           (b) gas-phase 

          

         (a)  interface                                        (b) liquid-phase 

Figure 5-6: Volume fraction contour plots at 2.5 m for the leak at different 

axial positions. (Red and blue colours indicate water and air, respectively. 

The leak is located in the middle of the pipeline). 

5.5 Multiple Leakages Effect Analysis 

The emergence of double leaks on a single pipeline can easily affect the 

accuracy of detecting pipeline leakage. Therefore, the investigation of 

multiphase flow in the pipe with multiple leaks plays a crucial role in 

accurately determining the leaks' size and identifying the pipeline leakage 

location. The impact of double leaks on pipeline leak detection and 

localisation has been considered and analysed in this study. Figure 5.7 

illustrates the pressure gradients and the flow rates in various multiple leak 

scenarios. The first leak location is set at 0.75 m away from the pipe 

upstream, while the second leak is located at 1.5 m, which is the mid-point 

of the pipeline. The two leak sizes are chosen among small, medium and 

large. The second hole is chosen to have a medium size in all scenarios. 

Figure 5.7(a) shows the double leak scenario where the first leak has a 

small size. The flow responses behave significantly differently with different 

leak sizes. The pressure drop for the medium leak size is more significant 
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than that of the small size. It is observed that a small leak position at 0.75 

m is difficult to locate if the pressure profile is employed as an indicator for 

detecting or locating the leak position.  

Figure 5.7(b) illustrates low-medium leak scenarios with equal (medium-

medium) leak sizes. The system responses show that the emergence of the 

second leak does not cause significant effects on the pressure drop 

compared to the leak closer to the upstream of the pipeline. A leak closer 

to the pipe upstream always results in higher drop in pressure and flow rate 

than the second leak. Similar responses are also observed in Figure 5.7(c) 

for the leak scenario with the large-medium leak located at 0.75 m and 1.5 

m away from the upstream of the pipe, respectively. There are two major 

observations from the double leak scenarios: Firstly, when there are two 

leaks with different leak sizes, the large leak easily masks out the small 

one. This is because more fluid tends to escape through the large opening 

size. Therefore, it causes an increase in pressure drops around the large 

leak region.  Secondly, in the event of double leaks with equal size, a leak 

closer to the pipe upstream has a dominant effect on the flow. This could 

be linked to higher pressure in the upstream section of the pipe, leading to 

a more significant loss on the leak closer to the upstream of the pipe.  
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(a) low - medium sizes 

    

(b) medium - medium sizes 

   

(c) large - medium sizes 

Figure 5-7: Effect of double leaks with different leak sizes. Pressure 

distributions (left) and flow rate (right). 
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5.6 Summary of Findings 

A comprehensive assessment of multiphase pipeline leakage on a three-

dimensional pipeline for different leak sizes, longitudinal leak locations, 

axial positions and simultaneous occurrence of leakages were performed 

using the CFD model. The simulation results showed that numerical 

simulation could help compile a set of guidelines for conducting prior leak 

assessment and contingency planning for accidental leakage of the pipeline. 

It was found that when a pipeline leakage occurs, the fluids flow parameters 

experienced a fluctuation, particularly within the vicinity of the leak regions, 

which makes it possible to detect and locate the leak position. Leak size 

significantly impacts the amount of fluids discharged through the leak 

region, which increases with the leak size. The flow parameters investigated 

as possible leak detection and localisation indicators are pressure drop, flow 

rate and volume fractions. In all cases studied, it was observed that the 

outlet flow rate is better for leak detection if the flow transducer is 

considered as an indicator for pipeline leak detection. However, upstream 

pressure is preferred if the pressure transducer is used as a pipeline leak 

detection sensor. The volume fractions are believed to be effective for 

quantifying the leak sizes in the multiphase flow system. 
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Chapter 6 Application of Surrogate Model for 

Pipeline Leakage Detection 

6.1 Introduction  

As discussed in Chapter 1, machine learning algorithms have demonstrated 

a suitable approach to predicting pipeline leakage. However, the training 

phase of the machine learning algorithms typically requires a large dataset. 

The cost of collecting physical experiment data is enormous. In contrast, 

the numerical model, which served as an alternative approach is 

computationally expensive. One simulation can take days or weeks despite 

the advances in high-performance computing. Therefore, the developed 

surrogate model is implemented to optimise the dataset for pipeline leakage 

detection and characterisation.  

This chapter extends the application of the surrogate model constructed in 

Chapter 3 to engineering problems by applying it to pipeline the leakage 

prediction model. Adaptive surrogate model and numerical modelling of 

pipeline leakage discussed in Chapter 3 and Chapter 4, respectively are 

combined to optimise the training dataset by generating essential sample 

points in the most prominent locations in the parameterised design space. 

The algorithm is implemented on single-phase and multiphase models, and 

the performance is compared with the conventional space-filling techniques 

and experimental data reported in the literature.  

6.2 Methodology  

The developed surrogate model (PSOASM) is applied to the three-

dimensional pipeline leak detection to evaluate its capability for the 

engineering test case. The objective is to develop a leak prediction model 

𝑓∗(𝑋) that approximate a function 𝑓(𝑋) for the parameter space 𝑋 ∈

{𝑥1, 𝑥2, . . . . . . . , 𝑥𝑚}, based on a limited number 𝑁𝑠 of function evaluations 

{𝑓(𝑋𝑖)}, 𝑖 = 1,2, . . . . . . 𝑁𝑠. The computational domain is a 3-D pipeline, as shown 

in Figure 4.2(a). When creating the surrogate model, the geometry of the 

leakage is allowed to vary, such that the pipe leak size and location define 

each simulation condition. At first, a set of initial training conditions {𝑋𝑖}, 𝑖 ∈
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[1, 𝑁𝑠] was generated using the LHS strategy, and the corresponding outputs 

are simulated using fluent in ANSYS 18.1 tool. A coarse surrogate model is 

constructed using data obtained from the simulator. The surrogate model 

quality is then assessed using MSE approach. The generated sample points 

and their corresponding simulated data are archived in the database. An 

adaptive training process begins when the prediction quality of the initial 

constructed surrogate model is not acceptable.  

The surrogate model is used to update the existing sample in parameter 

space, while PSO is employed to find the optimal data point for model 

accuracy maximisation. The initialisation of PSO is performed using the 

initially generated samples to form the PSO population and then calculate 

the personal best for each particle and swarm global best position. The point 

with the maximum distance to the other particles is selected as a new 

sample point. The CFD simulation is performed for the new point sampled, 

and the simulated data is added to the existing training sets, which are then 

used to retrain the MLP. The fitness of the added sample is assessed by 

comparing the accuracy of the newly trained model with the previous one 

using MSE. The updated surrogate and swarm are archived in the database. 

If the newly trained model's accuracy is higher than the previously trained 

model, further exploit the newly added sample region. The surrogate 

training process is designed to terminate if the MSE value is smaller than or 

equal to 0.04 MSE or the maximum number of iterations is equal to 100. 

The overall framework of the PSOASM is presented in Figure 3.1. 

 

6.2.1 Problem formulation 

The problem formulation of the surrogate model constructed for the pipeline 

leakage detection and characterisation is described by considered ℝ𝑁 as 

parameter space comprises different pipeline leakages spanned by pipe leak 

sizes and longitudinal leak locations. N denotes the dimensionality of the 

parameter space, which is two in this study. Let a vector 𝑋 represents the 

leak scenarios within the parameter space 𝑋 = {𝑥1, 𝑥2, . . . . , 𝑥𝑚}𝑇such that 𝑥𝑚 ∈

ℝ𝑁. The numerical simulation of 𝑋that is computationally expensive is 

denoted as 𝑦 = 𝑓(𝑋); 𝑓:ℝ𝑁 → ℝ. To develop a pipeline leak detection model 
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using machine learning algorithm, a large data set with thorough data space 

coverage 𝑦 = 𝑓(𝑋) is required, which is computationally costly. Therefore, 

an approximated surrogate model is needed to minimise the number of 

simulation trials without sacrifices model fitting accuracy. The surrogate 

model 𝑦 = 𝑔(𝑋) which is approximation of 𝑦 = 𝑓(𝑋) is developed based on 

the selected input-output data samples. This problem can be formulated as 

follows: 

Given function:  

𝑓:ℝ𝑁 → ℝ.   (6.1) 

find 

𝑋 ∈ ℝ𝑁𝑠. 𝑡. 𝑔(𝑋) ≤ 𝑓(𝑋), ∀𝑋 ∈ ℝ𝑁   (6.2) 

For the target function 𝑓 defined in 𝑋 ∈ ℝ𝑁, the initial sampling process 

begins with a set of sample pairs (𝑋𝑖, 𝑓𝑖), 𝑖 = 1,2,3, . . . . . . . , 𝐼 with valid bounds 

𝑋𝐿 ≤ 𝑋 ≤ 𝑋𝑈 where 𝑋𝐿 and 𝑋𝑈 represents the lower and upper bounds of 

parameter space, respectively. The maximum number of dataset sizes for 

which the desired accuracy of the developed surrogate model obtains is 

denoting 𝑔(𝑋), 𝑖 = 1,2,3, . . . . . . . , 𝐼𝑚𝑎𝑥.  In this study, the approximation model 

𝑔(𝑋) is implemented using Multilayer Perceptron using the training 

procedure presented in (Golzari et al., 2015). The summary of the algorithm 

methodology is presented in Algorithm 6.1. 

 

Algorithm 6.1: The main steps of the algorithm methodology: 

Step1: 

 

Generate a set of initial sample points {𝑋𝑖}, 𝑖 ∈ [1, 𝑁𝑠] in the 

design space using (LHS) to fill the entire domain evenly. 

Step2: 

 

Evaluate the generated points using the pertinent objective 

function defined in equation (3.3), and run CFD simulation to 

obtain the response values 𝑌(𝑋𝑖). Archive the generated 

samples and their corresponding simulated values into the 

database. 

Step3: 

 

Construct the coarse surrogate model {𝑓(𝑋𝑖)}, 𝑖 = 1,2, . . . . . . 𝑁𝑠 for 

the initial dataset store in the database.  
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Step4: 

 

Initialise the PSO for optimisation. Use the initial generated 

data points to form initial PSO population 𝑝𝑜𝑝(𝑡) and 

determine the initial velocities particles 𝑣 and initial positions 

of each particle. 

Step5: 

 

Generate a new population 𝑝𝑜𝑝(𝑡 + 1), using the basic 

behavioural learning process described as follows: 

Assuming the sample set (particles) 𝑋𝑁 = {𝑥1, 𝑥2, . . . . . , 𝑥𝑁} 

generated from the previous iterations. Find the region 

with less population density and add a new sample 𝑋𝐶 

using crowding distance measures defined in equation 

3.3. 

Step6: 

 

Perform CFD simulation for the new point 𝑋𝐶 and obtains its 

corresponding values 𝑌𝑛𝑒𝑤. 

Step7: 

 

Update the training dataset by refining the sample set as 

𝑋𝑁+1 = 𝑋𝐶 ∪ 𝑋𝑁 and the corresponding response values 𝑌𝑁+1 =

𝑌𝑛𝑒𝑤 ∪ 𝑌𝑁. 

Step8: 

 

Retrain the surrogate model use updated dataset 𝑋𝑁+1 and 

𝑌𝑁+1 and archive the updated surrogate and swarm into the 

database. 

Step9: 

 

Evaluate the fitness of the added sample by comparing the 

updated surrogate model with the previous surrogate 

response using MSE. 

Step10: 

 

If new global position improved surrogate model accuracy, 

update the global best of the swarm. 

Step11: 

 

Terminate the algorithm if the stopping conditions are met 

and output the surrogate model. Otherwise, increment the 

iteration and go to Step 12. The termination conditions are 

the maximum MSE is smaller than 0.04 or maximum number 

of iterations is equal to 100; there were chosen based on 

results from trial runs.   

Step12: 

 

Update the velocities and positions of the particles by using 

equations (3.10) and (3.12), respectively. If the fitness 



156 

evaluation performed in Step 9 shows surrogate model 

improvement, go to Step 6. Otherwise, go to Step 5.   

 

 

6.2.2 Physical model and numerical approach 

The basic physical pipe used in this chapter is the same as that of the 

geometry in Figure 4.2(a). The geometry was scripted using ANSYS 

SpaceClaim. The pipe diameter is 0.06 m, while the pipe length is 50 times 

the diameter. The pipe leakage conditions were made to be circular opening 

size based on the IOGP recommended hole size distribution for subsea 

pipelines (Li et al., 2018). The leak diameter varies up to two-thirds 

diameter of the pipe. The ANSYS 18.0 is employed to generate the grids 

and perform numerical simulations. The details of the numerical simulation 

method are presented in Chapter 4. These include the boundary conditions 

setting, the incoming flow conditions, the setting of the turbulent model, 

and the grid-independent verification. Both single-phase and multiphase 

flow are considered for the test cases. The single-phase operational fluid is 

water, while the multiphase fluids are water and air. The physical properties 

of the fluid phases are presented in Table 4.2.  

6.3 Result and discussion  

For the analysis conducted in this chapter, the initial value of the surrogate 

model is considered as 10, based on the numerical test conducted in Section 

3.8.2. The parameters of the PSO algorithm were the same as that of the 

parameters setting presented in Section 3.8.1. MLP is used to construct the 

surrogate model, and the parameters of MLP are the same as those in table 

3.1.  

6.3.1 Single-phase Results 

Figure 6.1 illustrates the initial and adaptive added training sample points 

methods on a domain of two-dimension defined as Leak Diameters (LD) and 

Leak Positions (LP). Please note that the 𝐿𝑃′ and 𝐿𝐷′ are normalised leak 

position and diameter, respectively. Figure 6.1(a) shows the initially 

generated sample points using LHS, and Figure 6.1(b) is the combination 
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of initial sample points and adaptively added points. The surrogate model 

is initially constructed using the sample in Figure 6.1(a). Then, the new data 

points are generated using the surrogate fitness value and population 

density of the existing sample points described in Algorithm 6.1. The fluid 

flow parameters, namely pressure and flow rate commonly used in the open 

literature to describe the pipeline leak location and sizes are computed using 

the CFD simulator. The data from the simulator (pressure and flow rate) 

and sample locations are input and output data used to construct the 

surrogate model. The statistical summary of the dataset used for training 

the single-phase surrogate model is presented in Appendix C. 

The convergence profiles of the constructed surrogate model is shown in 

Figure 6.2, where the y-axis shows the fitness value of the model, the x-

axis provides the number of iterations, also known as training sample sizes. 

The number of training points varies from 0 to 100. However, the algorithm 

converged at 40 training data points (i.e. 10 initial points plus 30 points 

added iteratively). It is important to highlight that surrogate accuracy (MSE) 

at the zero data trained size indicates model performance for the initial 

sample sets, which is 10 in all experiments carried out in this study. This 

value was selected based on the numerical test conducted in Section 3.8.2. 

The model fitness value improvement increase as the training sizes increase 

up to 35 (25 additional) sample sizes. Further adding more training points 

after the 35-training point appeared to contribute insignificantly to the 

surrogate model’s prediction accuracy. 
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(a) 

 

(b) 

Figure 6-1: Illustration of sample points: (a) initial generated sample points 

using LHS, (b) initial and adaptively added points. (The red dots is initial 

samples, adaptive added samples in rhombus dark blue) 
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Figure 6-2: Convergence profiles of the constructed surrogate model 

(PSOASM) for single-phase pipeline leak detection. 

 

6.3.1.1 PSOASM performance evaluations on the unknown 

dataset 

One of the surrogate model's major features, developed for predicting the 

event's occurrence, is its robustness in predicting the event that it has never 

been exposed to. The performance of the developed surrogate model is 

evaluated using sets of data other than those used for the training phase. 

In this case, four new sets of uniform data were generated, named samples 

A, B, C, and D. The sample size for the A, B, C, and D samples are 25, 36, 

64, and 121, respectively. The CFD simulations were performed for these 

samples, and the simulated data were used for the PSOASM evaluations. 

Four surrogate accuracy metrics, namely MSE, RMSE, 𝑅2, and MAE 

described in Section 3.7, are employed for the evaluations. These accuracy 

metrics are used to measure how good the model is on new data. Table 6.1 

gives the results of the model evaluation on new data. The bold entries 

indicate the minimum and maximum values of the error for each metric. 

Overall, the model performs well in all the data tested. Up to 98%, 90%, 
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93% 91% accuracies are obtained for MSE, RMSE, 𝑅2, and MAE, respectively 

shown in Table 6.1.   

 

Table 6-1: Results of performance evaluation on external data, for the 25, 

36, 64 and 121 sample points. 

Metrics Sample A Sample B Sample C Sample D 

MSE 0.088 0.125 0.012 0.082 

RMSE 0.298 0.354 0.104 0.285 

𝑅2 0.895 0.932 0.913 0.933 

MAE 0.171 0.293 0.091 0.218 

 

Moreover, individual leak size and location were tested and analysed for the 

robustness and accuracy of the developed PSOASM model. Random leak 

conditions are simulated in ANSYS fluent, and the pressure and flow rate 

values obtained from the simulation tool are used to predict the true leak 

size and location using the PSOASM model. The true leak conditions are 

then compared with the computed value of the PSOASM, as shown in Table 

6.2 and Table 6.3 for the leak locations and sizes, respectively. The bold 

entries in the tables denote the minimum and maximum percentage error 

computed for the true leaks and predicted values of the PSOASM. As shown 

in Table 6.2, the minimum and maximum percentage errors of 0.18% and 

8.09%, respectively, are obtained for the leak location. While that of leak 

sizes presented in Table 6.3 gives the minimum and maximum percentage 

errors of 0.11% and 5.59%, respectively. 
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Table 6-2: Correlation between the leak locations of the transient model 

and predicted values by PSOASM 

True leak 
location (m) 

Predicted leak 
location (m) 

Percentage error 
(%) 

1.1011 1.0701 

 

2.8154 

 

1.7753 1.7612 0.7942 

 

0.6515 0.6639 

 

1.9033 

 

1.3258 1.2184 
 

8.0932 
 

2.0002 1.9766 
 

1.1799 
 

1.8503 1.8163 

 

1.8375 

 

0.8263 0.8402 

 

1.6822 

 

2.0751 
 

2.0476 
 

1.3252 
 

1.4007 
 

1.4546 
 

3.8481 
 

1.2509 

 

1.2487 

 

0.1759 

 

0.1520 

 

0.1572 

 

3.4211 

 

1.5756 
 

1.6029 
 

1.7327 
 

0.2269 
 

0.2177 
 

4.0547 
 

0.4642 

 

0.4403 

 

5.1486 

 

2.1500 

 

2.1318 

 

0.8465 

 

1.4757 
 

1.4972 
 

1.4569 
 

1.1385 
 

1.1517 
 

1.1595 
 

0.8013 

 

0.7861 

 

1.8969 

 

1.7854 

 

1.7402 

 

2.5316 

 

1.3708 1.3588 

 

0.8754 
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 Table 6-3: Correlation between the leak sizes of transient model and 

predicted values by PSOASM 

True leak size 
(mm) 

Predicted leak 
size (mm) 

Percentage error 
(%) 

6.6830 

 

6.6101 

 

1.0908 

 

1.1000 

 

1.0590 

 

3.7273 

 

4.4500 

 

4.3070 

 

3.2135 

 

3.3330 
 

3.2610 
 

2.1602 
 

5.5670 
 

5.4460 
 

2.1735 
 

7.8000 

 

7.5240 

 

3.5385 

 

2.9940 

 

3.0280 

 

1.1356 

 

7.1720 
 

6.9420 
 

3.2069 
 

2.9387 
 

3.1030 
 

5.5909 
 

1.6230 

 

1.6680 

 

2.7726 

 

6.9460 

 

6.8160 

 

1.8750 

 

5.1200 
 

4.9390 
 

3.5352 
 

5.9500 
 

5.9571 
 

0.1193 
 

2.3560 

 

2.3830 

 

1.1460 

 

1.9130 

 

1.9620 

 

2.5614 

 

3.8310 
 

3.7120 
 

3.1062 
 

5.5820 
 

5.7010 
 

2.1319 
 

7.7470 

 

7.3490 

 

5.1375 

 

4.0100 

 

3.9560 

 

1.3466 

 

5.9500 

 

5.8200 

 

2.1849 
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6.3.1.2 PSOASM evaluation using experimental data 

The developed PSOASN model was evaluated using experimental data 

obtained from Molina-Espinosa et al. (2013), van der Walt et al.(2021) and 

Noguera-Polania et al. (2020). These data contain the flow rate and 

pressure measurements obtained from the pipes that are made up of 

different leak sizes. The experimental pipe of van der Walt et al. had a 

length of 65 m with a diameter of 25 mm, while the Molina-Espinosa et al. 

had a length of 2.23 m with a diameter of 12.7 mm. The Noguera-Polania 

et al. (2020) flow loop was equipped with a steel pipe of 76.2 mm diameter 

and 54 m length. Pressure measurements were taken at five intermediate 

points (P1 to P5) and a mass flow sensor was installed at the inlet of the 

pipeline. The fluid used for the three experiments was water. Figures 6.3, 

6.4 and 6.5 shows the regression plots of the true leak sizes versus 

predicted leak sizes using PSOASM for the Molina-Espinosa et al. (2013), 

van der Walt et al.(2021) and Noguera-Polania et al. (2020), respectively. 

The correlations and linearities of the true leak sizes and predicted leak 

sizes (𝑅2) are 0.998, 0.986 and 0.975, respectively for Figure 6.3, Figure 

6.4 and Figure 6.5. In all three cases, the slopes are close to 1 and the y-

intercepts are close to 0. This shows the discrepancy between predicted 

values and true leak size is small. The PSOASM model predicted the leak 

sizes in Figure 6.3 with the error of 6.9% and 10.2%, respectively for the 

MSE and standard deviation of prediction error while the correlation 

between the predicted leak values and experimental data of van der Walt 

et al. shown in Figure 6.4 had 1.3% and 2.5%, respectively for the MSE and 

standard deviation of prediction error. Similarly, as shown in Figure 6.5, the 

PSOASM predicted results are in good agreement with the experimental 

data of Noguera-Polania et al. with the error of 2.1% and 2.5%, respective 

for the MSE and standard deviation of prediction error. This indicates that 

most of the predicted leak values are agree with the experimental data 

values satisfactorily. Therefore, one can conclude that overfitting does not 

happen in the developed PSOASM model.  
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Figure 6-3: Correlation between the experimental data of Molina-Espinosa 

et al. (2013) and predicted values using PSOASM 

 

Figure 6-4: Correlation between the experimental of van der Walt et al. 

(2021) and predicted values using PSOASM. 
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Figure 6-5: Correlation between the experimental of Noguera-Polania et al. 

(2020) and predicted values using PSOASM. 

 

 

6.3.1.3 Performance comparison of PSOASM with conventional 

sequential sampling methods 

To further examine the performance of the developed PSOASM on pipeline 

leakage detection and characterisation, four conventional sequential 

sampling approaches, including Hammersley, Grid, Halton, and LHS, were 

taken in the literature and compared with PSOASM using four performance 

metrics, namely MSE, RMSE, 𝑅2 and MAE. The same training data points 

used for developing the PSOASM are generated using these sequential 

sampling methods for all the comparisons except the grid method, where 

36 and 49 sample sizes are employed to guarantee uniform distribution. 

Results in Figure 6.6 illustrate the comparison results of the developed 

model with the different sampling methods compared. The MSE, RMSE, 

𝑅2and MAE obtained are presented in Figures 6.6(a), (b), (c), and (d), 

respectively. These results clearly show the robustness of the developed 

model to efficiently sample design domain with performance outperforming 
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the conventional sampling methods by providing higher 𝑅2 and lower MSE, 

RMSE and MAE. Thereby, it reduces the computational cost of the simulation 

model by reducing the number of surrogate training datasets and at the 

same time providing better prediction accuracy.   

 

 

(a) 

 

0
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M
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(b) 

 

 

(c) 
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(d) 

Figure 6-6: Comparison of PSOASM with the conventional sequential 

sampling approaches: (a) MSE, (b) RMSE, (c) 𝑅2 and MAE results   

6.3.2 Multiphase Results 

The results obtained using the developed surrogate model for multiphase 

pipeline leak detection and characterisation are presented in this section. 

Although the effectiveness of the proposed surrogate model has been 

demonstrated using a single-phase model. To further test the performance 

of the PSOASM on higher computational cost problems, two-phase gas-

liquid pipeline leakage detection and characterisation described in Chapter 

5 are used for the experimental study. The illustrations of the initial points 

and adaptive added training points defined as Leak Diameters (LD) and 

Leak Positions (LP) are shown in Figure 6.7, with the 𝐿𝑃′ and 𝐿𝐷′ 

representing normalised leak position and diameter, respectively. Figure 

6.7(a) shows the initial training points generated using LHD, while Figure 

6.7(b) illustrate the combination of the initial training points and the 

samples added in an adaptive manner as the algorithm grows. The CFD 

analysis of the data points generated was simulated using the CFD 

simulation. The output of the CFD simulations, which are pressure, flow 

rate, liquid holdup and void fraction, are considered surrogate input 

0

0.1

0.2

0.3

0.4

0.5

Hammersly Grid_36 Grid_49 Halton LHS PSOASM

MAE 0.45254 0.41597 0.3902 0.38532 0.24415 0.1891

M
A

E

Hammersly Grid_36 Grid_49 Halton LHS PSOASM



169 

parameters, while leaks size and locations were defined as output 

parameters. The statistical summary of the dataset used for training the 

multiphase surrogate model is presented in Appendix D. The sample points 

distribution shown around 0.6 𝐿𝑃′ and 0.6 𝐿𝐷′ in Figure 6.7(b) can be 

attributed to parameter space region that exhibits rapid changes or 

nonlinearity in the response surface due to the non-proportional changes in 

input to the output responses. The slower convergence profiles of the 

constructed surrogate model from 5 to 15 iterations in Figure 6.8 revealed 

the evidence of non-linearity around 0.6 𝐿𝑃′ and 0.6 𝐿𝐷′ in Figure 6.7(b). 

This indicates that the proposed method can identify a region requiring 

more simulation trials in the parameter space. The model was able to add 

more data points around 0.6 𝐿𝑃′ and 0.6 𝐿𝐷′ in the parameter space. The 

plot of the surrogate convergence profiles as the sample size increases is 

shown in Figure 6.8. The developed surrogate model converged after 43 

training data points (i.e. 10 initial points plus 33 points added iteratively), 

and the fitness value (MSE) converged to 0.0344, satisfying the termination 

criteria. 

 

                                           (a) 
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                                          (b) 

Figure 6-7: Illustration of sample points: (a) initial generated sample points 

using LHS, (b) initial and adaptively added points. (The red dots is initial 

samples, adaptive added samples in rhombus dark blue) 

 

 

Figure 6-8: Convergence profiles of the constructed surrogate model 

(PSOASM) for multiphase pipeline leak detection. 
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In order to examine the prediction potential of the constructed surrogate 

model, new sets of data were randomly generated and then simulated using 

the CFD simulation. The output of the CFD simulation, which are pressure, 

flow rate, liquid holdup and void fraction, are fed into the developed 

surrogate model to predict the size and location of the leak. The comparison 

between the model prediction value and the ground truth is shown in Figure 

6.9. Figure 6.9(a) illustrates the comparison between the predicted leak 

sizes using PSOASM and the true leak values simulated, while the 

comparison between the true leak locations and the predicted leak locations 

is presented in Figure 6.9(b). By comparing the true leak sizes and 

predicted leak values in Figure 6.9(a), it is possible to conclude that the 

developed surrogate model is not overfitting because the difference is not 

significant. The good performance of the developed surrogate model is also 

confirmed in Figure 6.9(b), where the predicted leak locations and the true 

values are much closer. 
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                                          (b) 

 

Figure 6-9: Correlation between the multiphase leak sizes of transient 

model and calculated values by PSOASM: (a) leak size, (b) leak locations 

 

6.3.3 Near real-time pipeline leak detection and characterisation 

implementation 

After testing the developed surrogate model on the data other than the 

dataset employed for the training process (section 6.3.1.1), the established 

connection between the surrogate model and pipeline leakage modelling 

developed in ANSYS 18.1 was allowed to continue monitoring the pipeline 

by inspecting the in-pipe flow parameters (pressure and flow rate). The 

simulation model extracts the pressure and flow rate at the interval of 2000 

iterations, which implies 2 seconds for a time step of 0.001. The surrogate 

model was then applied to the extracted flow parameters (pressure and flow 

rate) to predict pipeline leak size and characterisation and display the 

predicted result on the spyder console depending on whether leakage 

detected or absence of leakage. It also displays the leak size and location 

in the event of leakage. The display function would be useful for the users 

to view the pipeline status vividly. The nine random leak sizes and 

characterisations generated using the random function in python were 
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modelled using the CFD model. The extracted pressure and flow rate from 

CFD were used for detecting pipeline leak size and location.  

The comparison of the predictions and true leak sizes and locations are 

shown in Figure 6.10 (a) and (b), respectively. A good agreement between 

the predicted and true values was observed. This try-out emphasis is on the 

application of the surrogate model to real-time pipeline leakage detection 

and characterisation. In particular, pipeline engineers or users can use the 

surrogate model for detecting pipeline leakage. The surrogate model was 

tested in real-time in pipe fluid flow parameters serving as input features 

for predicting pipeline leakage and characterisation. Instead of simulation 

data, it is possible to use in-pipe flow data measure in the field, but it 

requires additional infrastructure for acquiring data and establishing 

communication leading to extra time and resources.  

 

 

(a) 
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(b) 

Figure 6-10: Near real-time leakage prediction comparison curves (a) leak 

size, (b) leak locations. 

 

6.4 Summary  

This chapter extends the application of the surrogate model constructed in 

Chapter 3 to engineering problems. The developed PSOASM is applied to 

single-phase and multiphase pipeline leak detections. The model was 

implemented to optimise the dataset for pipeline leakage detection and 

characterisation. The results obtained in this chapter have shown that the 

developed surrogate model can be applied to computationally expensive 

problems to reduce the large number of training datasets required to train 

machine learning algorithms without sacrificing the model accuracy. The 

trained algorithm for the single-phase mode converged to 0.0248 MSE after 

40 training data points (i.e. 10 initial points plus 30 points added 

iteratively). Compared to the single-phase model, the multiphase model 

converged to 0.0344 MSE after 43 training data points (i.e. 10 initial points 

plus 33 points added iteratively). The developed surrogate model was 

tested on the new data using fluid flow parameters obtained from the CFD 

simulation. The minimum and maximum errors recorded for the surrogate 
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model developed for the single-phase pipeline are 0.012 and 0.125, 

respectively, using the MSE metric, while the minimum and maximum 

errors obtained using 𝑅2 metric are 0.895 and 0.933, respectively. The 

performance of PSOASM is compared with the conventional sampling 

approaches. The comparisons show that the developed PSOASM 

outperformed conventional sequential sampling methods by providing the 

higher 𝑅2 and lower MSE, RMSE and MAE   under the same training data 

sizes. 
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Chapter 7 Conclusion and Future Work 

This chapter brings together the main conclusions of the thesis and 

recommendations to further improve the proposed surrogate model. The 

model optimises training datasets in machine learning applications involving 

computationally expensive problems, like CFD simulation in pipelines.  

This thesis contributes to the advancement of the state-of-the-art in 

adaptive surrogate modelling approaches for computationally expensive 

problems. In the proposed model, a novel data point selection strategy was 

introduced to place a new sample point in a region of high interest in 

parameter space. The proposed surrogate model was then optimised with 

swarm optimisation algorithm to find the optimal data points for model 

accuracy optimisation.  

 

7.1 Conclusion 

In this thesis, a novel data sampling optimisation method called adaptive 

particle swarm optimisation assisted surrogate model was proposed to train 

machine-learning applications involving computationally expensive 

problems like CFD simulation in a pipeline with a limited dataset. The 

proposed model incorporates the population density of training data 

samples and model prediction fitness to determine new data points to 

improving model fitness accuracy. The introduced model prediction fitness 

criteria can aid the proposed algorithm to exploit the parameter space, while 

the population density can reduce the chance of the model being stuck into 

the local optimum. The model was developed to automate the process 

without prior knowledge of the total number of training datasets required 

for developing machine-learning models. Moreover, it can maintain a good 

trade-off between exploration and exploitation by combining the global and 

local search strategies introduced in this thesis. 

The proposed PSOASM are evaluated on five different machine learning 

algorithms and four sampling schemes using six benchmark problems. The 

results of the proposed method through extensive evaluations demonstrate 



177 

the use of PSOASM to reduce the large number of datasets required to train 

machine learning algorithms without sacrificing the model accuracy. The 

developed surrogate model performed well in all the machine learning 

algorithms employed for evaluation with up to 98% accuracy with an 

average 40 training data points in the benchmark problems tested. The 

comparison results and analysis demonstrate that the proposed PSOASM 

outperforms the conventional sequential sampling approaches by providing 

lower prediction error than conventional sampling methods employed for 

comparisons. 

 

Systematic analysis of leak effect on multiphase pipeline system was 

performed to study fluids flow parameters, characterise multiphase pipeline 

leakage and develop pipeline leak model (simulator) for building surrogate 

model. CFD model was established to simulate different scenarios in which 

leak(s) may occur in a pipeline conveying more than one phase at a time. 

The VOF model and SST k-ω turbulence modelling scheme were applied to 

simulate the gas-liquid stratified flow in a horizontal multiphase pipeline. 

The effect of leak sizes, longitudinal leak locations, multiple leakages and 

axial leak position was investigated on the pressure gradient, flow rate and 

volume fractions in the multiphase pipeline. The simulation results showed 

that numerical simulation could help compile a set of guidelines for 

conducting prior leak assessment and contingency planning of accidental 

leakage of the multiphase pipeline. It was found that when a pipeline 

leakage occurs, the fluids flow parameters experience a fluctuation, 

particularly within the vicinity of the leak regions, which makes it possible 

to detect and locate the leak position. Leak size has a significant impact on 

the amount of fluids discharged through the leak region, which increases 

with the leak size. The results also reveal that when two leaks with different 

sizes co-occur in a single pipe, detecting the small leak becomes difficult if 

its size is below 25% of the large leak size. However, in the event of a 

double leak with equal sizes, the leak closer to the pipe upstream is easier 

to detect. 
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This thesis also considered the practical application of the proposed 

PSOASM. The proposed PSOASM was applied to 3-D pipeline leakage 

detection and characterisation. The implementation of PSOASM was 

performed on single-phase and multiphase pipeline leakages, and the 

performance was compared with the conventional sequential sampling 

approaches and experimental data reported in the literature. Based on the 

results obtained, the following conclusions can be drawn on the practical 

application of the proposed surrogate model:  

• The proposed surrogate model is capable of finding optimal training 

data points for machine learning accuracy maximisation. It provides 

good prediction values for pipeline leak sizes and characterisation 

both in experimental and simulation data. 

• The PSOASM outperformed the conventional sequential sampling 

approaches. This is due to the fact that in the developed surrogate 

model, a set of small dataset initially generated is growing through 

the selection of additional sample points in a region, which enhance 

the accuracy of the surrogate model. 

• The proposed PSOASM provides a global representation of the search 

space by combining the global and local search strategies to maintain 

a good trade-off between exploration and exploitation in the 

simulation scenario parameter space.  

• The proposed PSOASM not only allows for pipeline leak prediction with 

limited training samples but also provides a general framework for 

computational efficiency improvement using adaptive surrogate 

modelling in various real-time applications.  
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7.2 Recommendation for Future Research 

This work has developed an adaptive surrogate modelling method that 

provides a framework for reducing computationally expensive problems 

such as CFD simulation in pipelines. The research study can be further 

extended in the following directions: 

• In Chapter 3, numerical experiments conducted reveal that the 

developed PSOASM significantly performs better than the 

conventional sequential sampling approaches in all the analyses 

performed. Therefore, PSOASM proved to be a promising algorithm 

for addressing computationally expensive problems. The optimisation 

algorithm used in this study is PSO. Further study should compare the 

PSO with other meta-heuristic algorithms such as GA, SA and 

compare their performance. The developed PSOASM only consider 

parameter space as two-dimension in this study. In order to ensure 

the diversity of the PSOASM, it is an interesting study to evaluate 

PSOASM performance on the higher dimensional optimisation 

problems.  

 

• In Chapter 4, the CFD model was developed to study the leak effect 

on multiphase pipeline systems and compared the modelled results 

with the experimental data reported in (Molina-Espinosa et al., 2013) 

to verify the boundary conditions of the computational field used for 

the study. Although, setting up a multiphase flow rig similar to the 

one presented in (Molina-Espinosa et al., 2013) is quite challenging 

in terms of cost, difficulty and time-consuming process. More research 

should be conducted on the actual multiphase rig to improve 

understanding of the leak effect on a practical scale. The model 

developed in this study is assumed to be isothermal and adiabatic. 

New possible research for multiphase pipeline leakage could be to 

look at the temperature effect on fluids flow parameters as a function 

of leakage.  
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• In Chapter 5, comprehensive simulations and assessment of 

multiphase flow behaviours induced by leaks were investigated, and 

the results agree with the previous study of Figueiredo et al.(2017) 

that concluded that a leak localisation strategy based on the upstream 

and downstream pressure profiles commonly employed in monophase 

flow pipeline leakage could be extended to the stratified-flow model. 

However, since the multiphase flow system spans beyond stratified 

flow patterns to better understand the leak effect in all the multiphase 

systems, comparisons of other multiphase flow regimes, such as 

bubble, slug, annular, etc., should be considered in future. The 

method of injecting gas-liquid in the computational domain in this 

study is a separate approach where gas is injected from the upper 

half-section of the pipe, while the liquid is injected from the bottom 

half cross-section of the pipe. Another method that involves the 

injection of the liquid into the pipe peripherally using power law 

velocity and gas with a uniform velocity profile in the centre region of 

the pipe should also be considered in future.   

 

• In Chapter 6, the engineering application consider is 3-D pipeline leak 

detection and characterisation. In future work, other real-world 

optimisation problems, such as aerodynamic design optimisation, 

reliability optimisation of complex systems, streamline optimisation 

of the vehicles, etc., will be considered. The proposed method can be 

easily adapted to various engineering applications. 

 

• The surrogate model developed in this thesis is a data-driven method 

that considers the simulator (CFD) as a black box. The simulation 

model used in the backend of ANSYS Fluent is physics-based. The 

simulation engine applies the finite volume method to discretise the 

PDE for numerical solution. A model-driven method, also called 

physics-based, should be considered in future work. However, this 

method requires access to the CFD simulation source code, which is 

generally difficult when using commercial CFD software. Still, it is 
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important, as it would indicate whether it is more beneficial in terms 

of computational time and accuracy.  

 

• A semi-automated surrogate model development platform was 

constructed for building surrogate models for pipeline leakage 

detection and characterisation using ANSYS Fluent for CFD 

simulation. This platform can be modified to become automated with 

the help of advanced API provided by proprietary CFD simulator, 

ANSYS Fluent or COMSOL or open source CFD simulator like 

OpenFOAM. 

 

• Collaborate with pipeline engineers to develop pipeline leakage 

detection and characterisation app using the proposed technology as 

a backend.  
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Appendix 

Appendix A: Perspective view of three-dimensional benchmark functions 

used for the numerical experiment.  
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Appendix B: Illustration of sample points used for PSOASM evaluation: (a) 

16 sampls, (b) 25 sampls, (c) 36 sampls, (d) 64 sampls, (e) 100 sampls, 

(f) 144 sampls. 

  

                           (a)                                             (b) 

  

                                 (c)                                              (d) 
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Appendix C: Statistical summary of the dataset used for the single-phase 

surrogate modelling 

 Pressure Profile (Pa/m) Flow rate (𝒎𝟑/𝒔) 

Count  40 40 

Mean 4707.05 0.036789 

Std 649.90 0.003964 

Min 3125.00 0.030988 

25% 4430.75 0.034290 

50% 4734.50 0.036449 

75% 5099.25 0.040132 

Max 5816.50 0.046482 

 

Appendix D: Statistical summary of the dataset used for the multiphase 

surrogate modelling 

 Pressure Profile 

(Pa/m) 

Flow rate 

(𝒎𝟑/𝒔) 

Liquid holdup Volume 

fraction 

Count  43 43 43 43 

Mean 362.2325 0.0138 0.5877 0.4123 

Std 52.8329 0.0004 0.0847 0.0846 

Min 207.0000 0.0129 0.4300 0.2100 

25% 326.0000 0.0135 0.5250 0.3600 

50% 381.0000 0.0138 0.5800 0.4200 

75% 404.5000 0.0141 0.6400 0.4750 

Max 440.0000 0.0147 0.7900 0.5700 
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