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Introduction: Ethical evidence
and policymaking

Ron Iphofen and Dénal O’Mathuna

Scientists, science advisors and journalists have an obligation to ensure
clarity and openness in debates and discussions about the kinds of issues
that attract policy decisions, especially when they involve controversy,
uncertainty or entrenched viewpoints. Public trust in and understanding
of science is enhanced when policies appear with transparent discussions
about the evidence on which they are based, acknowledgement of areas
where evidence is lacking, uncertain or contradictory, and the limitations
to their conclusions. Mutual trust among citizens, and between citizens
and the state, is essential to a healthy functioning democracy. The more
transparent the science and the policymaking, the less likely that biased
or fake reports will influence the public and policymakers. This book
aims to provide clear and practical ways to achieve truly evidence-
informed policymaking.

The chapters in this collection were inspired by the EU-funded PRO-
RES project which produced a guidance framework that can help to deliver
responsible research and innovation (RRI). PRO-RES is a Horizon 2020
project coordinated by the European Science Foundation, involving 14
different partners across Europe.' The chapter authors here were drawn from
consortium partners, stakeholders to the project and affiliates who support
the project’s aims. All seek to encourage policymakers and their advisors
to seek evidence for their decisions from research that has been conducted
ethically and with integrity.

The PRO-RES project was conceived in response to a concern that too
many well-funded and well-conducted projects in the fields of research
ethics and scientific integrity become ‘shelf~-bound’ on completion and fail
to impact where it matters most — on policymakers and their advisors. As
one of a series of open access publications of the project (see Iphofen and
O’Mathtina, 2021), this volume needs to be, in the first instance, something
that can be placed in the hands of policymakers to give them practical
and efficient ways to respond to the issues addressed. In this sense, it has a
pragmatic aim — influencing where it counts. We also intend this work to
have another applied benefit — for research ethics reviewers tasked to appraise
proposals and help ensure that they are ethically sound. The issues addressed
here have proven to be some of the more challenging facing policymakers
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and, indeed, research reviewers. Ethics is always about dilemmas — making
difficult choices, and they must always be made in light of the most rigorous
information. Ill-informed choices lead to poorly chosen decisions. Such
decisions have consequences for individuals, communities and societies. It
is only when the integrity of research is carefully pursued that the evidence
produced can be assured of its value. Finally we also hope this collection will
be used to train researchers in good practice in the production of research
evidence. If they learn the lessons to effectively deliver ethical evidence® early
on, it will help avoid mistakes and heighten the impact of their subsequent
work. If we can affect both ends of the policy ‘supply chain’ we hope to
benefit science, society and the public at large.

This volume will challenge policymakers and their advisors to find ways
of ensuring that the research they seek, and the evidence they use and apply,
was generated ethically. In that sense, we intend for it to challenge current
policymakers and their advisors who may feel themselves unobliged to
disclose the rationales for their decisions, especially if they are not supported
by the evidence (see Sedley, 2016). At the same time, policymakers face
many challenges in their work, which have been taken into account by the
authors of the chapters. The choices made to prioritise the issues addressed by
policymakers, and how they select the relevant evidence, may be influenced
by ethical concerns, but also, inevitably, by cultural, socio-economic
and political values. Policies will often have good and bad outcomes for
different groups of people, and the underlying values have to be balanced by
policymakers. Such issues have become both transparent and controversial
during COVID-19, as exemplified by the refrain that ‘the cure should
not be worse than the illness it seeks to address’. It is therefore crucial that
policymakers articulate why they based their policies on one approach to
an issue when competing claims are calling for different policies. In many
cases the reasons can be traced to certain evidence being viewed as more
convincing. Such decisions should be made transparently and on grounds
that can be demonstrated to prioritise the public good.

The challenges faced by policymakers as they grapple with values, ethics
and cultures — their own and others’ — will be examined specifically and
in detail in Chapters 11 and 12, with their foci on COVID-19 and other
crises. But with the contemporary prominence of a pandemic all of these
issues will be addressed in other chapters that cover different, but equally
compelling problems. Part I of this volume provides an overview of the issues
that are vital to ethics and integrity in science. These relate to how global the
underlying values and principles can be assumed to be, whether a Westernised
hegemony continues to apply, or if and how cultural variations are inevitable
and must be managed. Some consistency in standards seems necessary to
facilitate international and interdisciplinary work and to encourage the trust
that is vital for researchers to collaborate and for the general public to have
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faith in their products. Part IT seeks to apply these issues to a selection of
topics of immediate contemporary relevance but which undoubtedly will
concern us for many years to come. These include the two just mentioned
related to COVID-19, and other areas including technological developments
like genetic modifications (GM) and artificial intelligence (Al), and research
involving children or public policy. Part III examines particular case studies
on policymaking and evidence, including ones on Black Lives Matter and
think tanks focused on foreign policy.

We cannot overemphasise the importance of getting the balance right
between the professional autonomy of researchers and any regulation or
interference by the state. While the danger of political ideology ‘directing’
research is ever-present, the pervading historical example of what can happen
when things go wrong remains the Holocaust (see for example Ciesielska
et al, 2020). Stacey Gallin makes the point:

The problem is not that the system does not work to a point, but
it lacks the most important element of the moral formation of the
professional (medical) researchers themselves, which would install a
robust inner moral compass giving one the ability to withstand political
and ideological pressure and forces — and even the pure self-interest.
(Gallin, 2020: 11)

It is that ‘robust inner moral compass’ that is essential to researchers sustaining
their integrity in the face of political pressures. It is for this reason that
policymaking and policymakers themselves must be open to investigative
research that may bring challenges to conventional principles of research
ethics. In his chapters here, Paul Spicker (Chapters 2 and 7 and in many
other publications, see for example Spicker, 2007) outlines how ethical policy
research needs to be guided primarily by public accountability and societal
welfare — principles that may require challenges to consenting processes and
confidentiality. To conduct ethical research that results in sound evidence
for policymaking requires those challenges to be met head on.

Beyond academia: from RPOs to EGOs

Our focus here is not just on ‘social’ policy — it is about all policymaking that
draws upon evidence from research. The PRO-RES project addressed issues
that affect all non-medical sciences — from environment to engineering, from
public health to public relations, from the humanities to nanotechnology,
and much more. Given the range of evidence employed in policymaking
it became obvious that we had to adopt a very broad definition of
‘research’; one that included all forms of data gathering that could be or
was intended to supply evidence for policymaking. As a result the agencies
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gathering the useful data might include academic researchers in Research
Performing Organisations (RPOs), but also in think tanks (Chapters 6 and
17), lobbying agencies, public relations consultants, advocacy agencies,
civil society organisations, early adopters/influencers (bloggers and so on)
and conventional news media. These criteria would not rule out novice
researchers, citizen scientists and members of the public. All these ‘agencies’
could be regarded as ‘Evidence Generating Organisations’ (EGOs) — able to
gather evidence that could be used to make policies or applied in a range of
socially useful ways. There is no explicit requirement for only experienced
researchers to be treated as ‘legitimate’. The key is to be transparent about
exactly who the researcher/agency is and who they are working for — even
if it 1s for themselves. It is to be expected that researcher CVs/resumés
would be made available together with any agency track records, details
about the RPO/EGO/Agency’s background and its main funding sources —
which could be large corporations with heavily vested commercial interests
or crowdfunding schemes in which the interests might be more diverse.
Mission statements or adherence to codes and guidelines and/ or professional
association memberships would be appropriate here. A key question for the
evidence-gathering agency would be: how does the EGO fund itself? Does
it have a diversity of funding or is it dependent on a particular stakeholder
and with what contractual commitments?

Ethics and method

Evidence can'’t always offer confirmation of the validity of decisions taken —
but it certainly can nuance or ‘qualify’ existing policy views. Research designs
vary widely and can be subject to a wide range of perspectives on their value,
so policymakers often have to assess their worth according to the available
criteria (Chapter 12). We make no implicit judgement of the ‘ethical quality’
of the variety of methods that can be employed. What matters is, again, the
transparency of those conducting the research, and their offering of clear
justifications and rationale for any methods used. Thus covert research,
deception, community/societal engagement, social engineering and so on
are not to be regarded as inherently unethical — the judgement of whether
they are or not might depend upon the context in which they are used
and, whether a policymaker/advisor can make a valid case that the evidence
derived from a particular method is morally justifiable both in terms of its
source and its application (another PRO-RES volume examines some of
these methods in detail: Iphofen and O’Mathtna, 2021). Of course there
is always the risk that evidence claimed as morally justifiable in one sphere
is used unjustifiably for another purpose — the ‘dual use’ problem.

Neither is there any implication that only primary research is of evidential
value — all forms of secondary data analysis can be subjected to these
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questions: from meta-analyses of controlled experimental studies to simple
frequency counts of questionnaire responses. The ‘validity” of primary
research data depends upon the rigour of the research design and its accurate
execution; the validity of most forms of secondary data analysis depends
upon access to and availability of raw source data and the rigour of the
secondary analyses. Even documentary or archival analyses are to be tested
against accurate use of source materials according to the standards of the
methods chosen.

Caring for ‘subjects’

Whatever research method or research design is adopted, the researchers’
relationship with their subjects — human or otherwise — is key to the ethical
appropriateness of findings. These elements concern the relationship between
researcher and researched, and how the researcher treats the researched. The
subjects/objects/participants could have been humans, animals, organisms
or parts of such, material objects, ecosystems, organisations, communities,
societies and so on — or any combination of the aforementioned. Thus
research by economists might be a study of banking ‘systems’ without
reference to bankers per se. Research enquiries related to public health
might be concerned with the public — the society, the community — and
not individual members of that ‘collectivity’. Researcher welfare issues are
likely to arise out of their relationships with the subjects/objects of study,
so researcher health and welfare needs to be considered and any forms of
reflective practice they adopt encouraged and disclosed. Once more these
questions are not just related to primary research, nor simply to research with
humans or live animals — they apply equally to any form of secondary research
or data gathering and to material objects or places. Thus, for example,
volcanologists are unlikely to be able to cause undue harm to the objects
of their study, but are likely to put themselves at risk when engaging with
the primary objects of their attention. On the other hand, if they adopted
some physical engagements with volcanoes (such as planting explosives to
observe effects), the possibility of harm to other aspects of the ecosystem
and communities has to be envisaged. At the same time, a piece of research
might be completely geological, but if the methods (like collecting samples)
have strong cultural meanings for local communities, those factors need to
be addressed and discussed as part of the ethical evaluation of the research
(Fraser, 2019).

Research motives

Motive and intent are always foundational ethical issues. They go to why the
research was conducted in the first place and what outcomes were hoped for
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and by whom. It is important to look at both the research agents’ motives
and those of the funder or commissioner. What did the funder hope for in
commissioning the research and what might the researcher seek to achieve
by competing to win the ‘call’? Both were surely keen to achieve some
form of impact — either to add to the sum total of human knowledge and/
or to ensure benefits to individuals, communities or societies. Hopefully,
the motivations were not merely to advance their own esteem in the eyes
of the public or advance their careers, though such outcomes remain part
of the big picture.

Impacts could be environmental, social, psychological, political and so
on, and hence the question of who commissioned and funded the research/
enquiry is doubly important — it is key to full transparency. Outcomes must
be related back to intent. And, by the same token, all stakeholders must be
aware of and allow transparency on unintended or unanticipated outcomes.
The many complex variables involved in societal policymaking indicate just
how limited the control of the significant variables can be sometimes. Again,
for such reasons, the open and honest evaluation of outcomes becomes a key
element in the ethical use of evidence. It is vital to know how the evidence
coming from the research was implemented and if it ‘worked’.

Research ethics review

Many steps in ethics approval and/or appraisal processes assess the quality of
and risks (ethical, economic and political) involved in research projects. In
some countries and some institutions these processes are absent or severely
under-resourced. The increase in multinational, interdisciplinary approaches
to research places a responsibility on research institutions to ensure that
some formal reviews are conducted (Chapter 11). Reviewing standards and
standard operating procedures are increasingly shared internationally and
across institutions leading to an expectation that certain research principles
and values are becoming accepted universally. In addition, novel citizen
science evaluation methods are emerging, such as crowd reviewing. It may
be difficult for every form of RPO or EGO to secure independent assessment
for the ethics of their work. Increasingly organisations do strive to establish
their own in-house system with a degree of independence provided by some
external (lay and professional) memberships. No ‘best’ or single way exists
for doing this, but transparency is key — clarifying if any form of assessment
of quality and ethics is done prior to the commencement of research and/
or enquiry and how it is conducted.

The European Commission’s own system of research ethics appraisal has
grown and developed throughout the Commission ‘framework’ research
funding programmes and is well understood by experienced researchers
and evaluators alike. Together with a series of guidance notes and support
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documents, the system offers some confidence for both the general public
and policymakers that the research being funded will be safe, protecting
those who participate and those who conduct it, and offer robust outcomes
that can benefit science and society. It does offer something of a ‘model’
of good practice for how such appraisals should be conducted (Kinderlerer
and Schroeder, 2016).

We have no intention of spending too much time on the ethics review
process in this volume. The perception by some researchers that ethics review
is overly obstructive, lacks understanding about specific methodologies
and, on occasion, is undemocratic is well covered — even excessively so —
elsewhere (see Iphofen, 2009: Ch. 13; Iphofen, 2017). However, there
are certainly lessons for reviewers, for those who construct research ethics
appraisal systems and for those who submit to them, to be found in this
collection. We would challenge the notion that ethics review is ‘risk averse’
and therefore obstructs innovation and research progress. Rather it is the
aim of this volume and the PRO-RES project itself to raise ‘risk awareness’
and that might mean encouraging innovative research that contains risks
and a culture of risk assessment that recognises the inherent nature of risk in
all scientific progress. This will mean that reviewers cannot be assumed to
always agree on what the risks may be and whether they are worth taking,
but achieving consensus in ethics review relies upon a collective responsibility,
the growth of shared understanding between researchers and reviewers, and a
commitment to best practices (see van den Hoonaard and Hamilton, 2016).

Context

Nevertheless, most ethical judgements rely upon a full understanding of the
context in which the action under consideration occurred. This requires a
comprehensive understanding of place and time: geographical, institutional,
organisational place and diurnal, annual, chronological and historical time.
Thus when research proposals are being assessed the reviewers must take
into account the wide contextual variations between a laboratory site,
urban settings entailing risk and threats, libraries containing archives, and
high- and low-resource countries. Laboratories can vary in licensing levels,
while field sites vary in the kinds of permissions required. Historical archival
research varies considerably in terms of ethical risk from the study of more
contemporary documentation but engaging in historical enquiry may still
entail risks to the present in terms of societal or communal stigmatisation
and/or reputation. For example, knowledge of how and why a particular
organisation was established may ‘taint’ its current reputation. Users of
research emanating from such diverse contexts must take into account the
range of settings in which the researchers’ findings emerged. This means
that any easy transposition of policy from one setting to another, without
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taking into account the full contextual factors, is not possible. Clearly
researchers have a responsibility to ensure that policymakers and their
advisors do not assume the evidence generated in one sphere is necessarily
applicable elsewhere.

Hence the importance of careful dissemination of research findings.
Findings can be disseminated in a range of different ways — in academic
publications, peer-reviewed scholarly publications, in-house technical
reports, commissioned reports, independent white papers, official policy
documents, policy briefings, participant feedback, social media, news media
and so on. What is done with such ‘outcomes’ links back to the original
‘why?” question, or what was hoped for or intended for the research. The
researchers might not be in a position to directly apply the findings, but they
might be better able to guide and assist those who can — the policymakers.
Publishers can play an important role in helping researchers ‘translate’ their
findings into forms and formats which are better suited for policymakers.
Chapter 18 provides a case study from one academic publisher on how they
are assisting in this area. The methods discussed there are seen by many
publishers as a way they can assist researchers fulfil their ethical responsibility
to get their results into the hands of those who can use them, especially
policymakers. Think tanks can play a similar role here in helping researchers
present their findings in policy briefs that will be more likely to be used,
which simultaneously places ethical responsibilities on think tanks to offer
policy advice with integrity (explored in Chapter 17). Another case study
(Chapter 16) examines systemic racism in education policy and shows what
can happen when existing evidence has not been used to influence policy
change and when the impact of policies themselves is not evaluated.

On the other hand, a decision might be made to withhold publication
of findings on the grounds of risk of harm — and justifications for such an
action would have to be clear and strong. In this sense, researchers and
evidence analysts have to think through what policymakers might do with
their findings for their own personal or political gain. The problem here is
that those conducting the research may not be best placed to manage the
media outputs — but that does not mean that they should not try. The ethics
of research drives through to what happens to the final message.

The theme

Under European Union (EU) regulations, the PRO-RES project was a
Coordinating and Support Action, so its main aim was to help progress
science advice; it was not about knowledge production. The idea was to
bring together the existing knowledge, analysts and knowledge producers
to find ways of bringing the best advice on ethical evidence to the door of
the policymakers.
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While the European Commission’s funding call for the PRO-RES project
specifically sought to emulate the Oviedo Convention and the Helsinki
Framework in medical fields, the PRO-RES Consortium acknowledged
the debt owed to the countless existing codes and guidelines in other fields.
Many international organisations have continued to review and update their
ethics codes over many years and PRO-RES has taken account of those
developments. For example, the Council for International Organizations
of Medical Sciences (CIOMS; established 1949) updated their 2002 Code
in 2016 and ensured it was related to ‘health’ and not just ‘medicine’ — in
recognition of the need to understand the societal and cultural contexts in
which medical and clinical research is conducted. Subsequent Declarations
of Helsinki for the World Medical Association (WMA; originally 1964
and updated most recently in 2013) are well known, but it is clear that the
Declaration ‘is addressed primarily to physicians. The WMA encourages
others who are involved in medical research involving human subjects to
adopt these principles’ (WMA, 2013: Preamble, para 2). And indeed there
are considerable overlaps in the values, principles and standards across all
disciplines and these should hold in other research fields. Given the existence
of all this preceding work, the PRO-RES project did not attempt to reinvent
the wheel nor ignore the valuable work done in producing the diverse codes
and guidelines for ethical research. The project delivered a resource listing
as many of these codes and guidelines as could be found and drawing out
those values, principles and standards that are held in common.

This current volume is part of the overall endeavour to bring advice on
ethical evidence to policymakers. Each chapter has been written to attract
a readership that includes policymakers, their advisors, funders, publishers
and researchers (including think tank analysts and report writers). To avoid
overly abstract or academic approaches, we sought discussion, with some
chapters drawing upon experience and others focused on problem solving.
This has resulted in a diversity of writing styles that we hope appeals to
our wide range of stakeholders. Thus this book is not aimed primarily at a
scholarly audience, which might be interested only in research ethics and
research methods.

Recognising the time limitations on policymakers and their advisors, each
chapter offers an ‘executive summary’ set of recommendations to facilitate
an effective focus on the specifics while addressing the substantive focus of
each chapter. This summary reflects the chapter structure we proposed to
our authors. First we asked them to outline ‘the problem’ as they envisaged
the topic they were covering. Then we asked them to discuss the status of
the ‘evidence’ explaining or describing the problem or issue of concern.
We wanted to ask, can the evidence and its source be trusted? What makes
evidence ‘reliable’? Does it matter if evidence derives from government
reports, funded academic research, investigative journalism or anything else?
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How can debates over evidence be addressed ethically? Finally, we asked
them to attempt some assessment of what can be done about ‘the problem’.
What could be considered feasible in an economically, culturally, politically
acceptable sense? What obstacles/hurdles could hinder progress? Given
those identified limitations, what should be done — or at least attempted?
In other words: what advice about managing the problem could they give
to policymakers?

The target

In part this volume will be a guide for policymakers and their advisors.
But it cannot be prescriptive. It must also take account of the challenges
policymakers face as their own values and culture interact with those of
others as they address issues of ethics and evidence. Some polemical elements
are necessary to engage the many dilemmas about policies in these fields
that must be addressed and thought through — that is what policymakers
understand: debate and disagreement. It is our view that our main target
audience will not tolerate heavily academic or even scholarly works. They
seek solutions, evidence to back up the decisions that they take, and issues
being discussed in a forthright manner.

‘While we hope that these chapters will have global relevance, the funding
source for the PRO-RES project and this volume has, of necessity, led to
more of a European focus. And this volume alone cannot achieve the aim
of ensuring policymakers seek to use only ethical evidence. This volume
is only part of a much larger effort intended to achieve that aim — other
open access publications (including Iphofen and O’Mathtna, 2021),
articles in the professional and more popular press, a website, workshops,
one-to-one engagements and, crucially, the behind-the-scenes networking
of the consortium partners and the declared stakeholders to the project.’
As an element in the overall action it is necessarily selective as to topics
and approach.

Part T of this collection addresses the ‘umbrella’ concepts for ethical
evidence under which specific topics can be approached. The issues here
involve whether or not there are, can be or ought to be global principles
and standards that can be agreed regardless of country or nation. Part of that
problem is the suggestion of the hegemony of Western European values,
which reeks of postcolonialism in some spheres or even a kind of cultural
arrogance. This poses problems for the practicalities of the ethics review
of international and/or interdisciplinary research proposals and the forms
of guidance that might be seen as acceptable across and between cultures
and countries. Ultimately this can affect issues of mutual trust — between
scientists and the public and, equally importantly, between scientists and
those seeking evidence to support policymaking.

10
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Part IT addresses some key substantive topics that were proposed in the call
to which the PRO-RES project responded, and which have been stimulated
by the project and by contemporary events. These topic areas remain of
contemporary concern and interest. They include ethical decision-making
for agri-industry/food policies (Chapter 8), ethical issues in Al and robotics
(Chapters 9 and 10), research ethics in disasters and crises (Chapters 11 and
12), and ethical policies in finance and economics (Chapter 13). We were
interested in the ethical concerns over public policy in general (Chapter 7)
and it was particularly timely that this enabled us to include discussion about
ethically conducting research into and dealing with pandemics.

The issues raised in these different topic areas cannot be considered as
discrete concerns. When confronting the evidence related to a pandemic,
for instance, sources of data as well as their management become vital; how
we understand ‘the environment’ and how we manage ‘crises’ underpins
varying perspectives on societal ‘collapse’; research involving children can
occur in any of these areas (Chapter 14); the mutual trust already referred
to is undermined by deception and lack of transparency; and all efforts at
comprehensive solutions to a national and/or global crisis will be frustrated
in the face of structured or systemic social inequality.

Hence it was important that one of the case studies in Part III address
concerns about evidence and policy with implications for systemic racism
(Chapter 16). The cases studies in this part conclude the volume by
examining specific ways that ethical evidence can be incorporated into
good policymaking.

The chapters are written by authors coming from a variety of disciplines.
That in itself does not make this an interdisciplinary volume. However,
many of the chapters come from those who have been actively involved
in the PRO-RES project, which is an interdisciplinary and international
consortium. These chapters are informed by the discussions and debates that
have occurred between members of different disciplines, both online and in
meetings and workshops. Furthermore, most chapters were made available for
review by all other contributors to the volume so that their discipline-specific
input can inform the final version of each chapter. In this way, the final
book is the result of a truly interdisciplinary and international collaboration.

Notes
' PRO-RES is a European Commission—funded project aiming to PROmote ethics and
integrity in non-medical RESearch by building a supported guidance framework for all
non-medical sciences and humanities disciplines adopting social science methodologies
(https://prores-project.eu/). This project has received funding from the European Union’s
Horizon 2020 research and innovation programme under grant agreement No 788352.
> By ‘ethical evidence’ we mean evidence that has been collected, compiled, analysed and
applied ethically and with integrity.

> https://prores-project.cu/
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Ethical research in a global context:
a dynamic tension between
universal values, principles and
contextual applications

Margit Sutrop and Kristi L6uk

Introduction

At the level of research policy there is a growing consensus on what
counts as ‘ethical research’ across Europe, North America and in other
countries that can be seen as influenced by “Western’ cultural perspectives.
Standards set by these countries are regarded as requirements for all who
wish to engage in research seen as ‘acceptable’ by their research institutions,
funding organisations and publishers. Since international research projects
are becoming more and more common and, besides Europe and North
America, China, India and South Korea are also currently making huge
investments in research and the development of new technologies,
agreement is sorely needed on values and principles of ethical research.
The growing interest in organising international congresses such as World
Conference on Research Integrity shows that globalisation of ethics in
research is a popular trend.

The challenge to the globalisation of research ethics is how to solve the
tension between universal values and principles on the one hand and their
contextual applications on the other. Focusing too much on universal values
and principles without sensitivity to different cultural contexts, research
fields and specific contexts of application may run the risk of trying to hit
too many birds with the same stone. Debates in research ethics show that
there are various understandings of values which are sometimes equated with
valuable objects, principles or virtues. In the philosophical literature there
is no agreement on whether ethical research consists of virtuous behaviour,
acting upon principles or a mixture of both. It is also debatable whether there
are universal principles at all, and if so, what these might be. Pluralism also
prevails in the field of research integrity: professional ethics codes express
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difterent values, principles and standards. A further complication is that even
if codes and regulations make use of the same words, these can be interpreted
differently, and their relationship to each other (their hierarchy) depends on
the ethical framework employed by those applying the principles to specific
issues and research contexts.

The problem is that the regulation of ethics in research does not seem
to take all of this diversity into account. While research ethics committees
and review boards have standardised procedures for handling ethical issues
in research projects, and research integrity offices have adopted similar
policies to handle scientific misconduct, researchers themselves have raised
several concerns. There have been complaints that the whole framework of
values and principles is Eurocentric (Jordan and Gray, 2013; Zhang, 2017;
de Albuquerque Rocha and Vasconcelos, 2019; Dahal, 2020; Grant and
Gazdula, 2020) and based on the perspective of biomedical sciences; the
allegation i1s that it does not fit with non-medical sciences (for example,
Haggerty, 2004; Schrag, 2010, 2011, and see PRO-RES project); that
the ethics review system is too formal and boils down to a tick-the-
right-box approach. A recent study of the ethics review of the grant
proposals in the Commission Horizon 2020 showed that ethics experts
reviewing the projects identified twice as many ethical issues compared to
applicants across funding schemes (Buljan et al, 2021). Furthermore, the
rapid development of research integrity systems for handling misconduct
treats all scientists as potential ‘criminals’ who must prove that they are
not in violation of any norms and regulations. Thus, instead of securing
trust between scientists and society and among scientists themselves, the
growing importance of ethics in science is perceived by scientists as a sign
of mistrust and bureaucratisation.

There is an evident need to bring ethical and legal norms of research
more in line with scientists’ own values. To secure mutual trust and the
acceptance of norms and standards for ethical research, these should be made
understandable to scientists and aligned with their own values. If there is
a gap between norms and values, there is a danger that scientists will try
to ignore or violate the norms, and this opens the door to misconduct. If
researchers follow the norms only because they must do so or because they
fear sanctions, they lack integrity. Researchers’ integrity means ‘wholeness’—
harmony between one’s values and actions.

In this chapter we will suggest two ways to avoid this problem. First,
we argue that the development of norms and regulations should avoid
‘imperialism’ and keep in mind the dynamic tension between universal
values and their contextual applications. Second, we should invest more in
education which, through developing researchers’ reflexivity and sensitivity
to different contexts, can lead to an agreement on universal values.
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The search for universal values and principles in research
ethics and research integrity

The search for universal values and principles has been pursued by two
different fields of study: research ethics and research integrity. While research
ethics has been an established field since the Second World War, research
integrity is a newer endeavour, beginning in the 1980s. If we look back
at the rise of research ethics, we see that it is largely a response to malicious
use of scientific developments such as nuclear weapons or harmful research
endeavours using prisoners, psychiatric patients or other vulnerable groups
without their consent (for example, the Nazi medical experiments, the
Imperial Japanese experiments in China, the Tuskegee syphilis study, the
Milgram experiments, the Tearoom Trade study; see Emanuel et al, 2011;
Briggle and Mitcham, 2012; Israel, 2015; Shamoo and Resnik, 2015).

Also, the field of research integrity has its origin in scandals where researchers
have been caught at fabrication or falsification of data, or plagiarism (for
instance, the Baltimore affair, the debate over cold fusion, the Hwang case;
see Resnik, 1998, 2009; Shamoo and Resnik, 2015). On the basis of such
negative experiences, moral values have been articulated that need protection
and principles have been formulated that scientists must follow in their work.

Although research ethics is not a coherent field, it can be claimed that
its central focus is to protect research subjects (human and animal). For
human subjects this means respect for their autonomy, keeping participation
voluntary and obtaining free and informed consent. Another important
element of research ethics is the protection of research subjects’ privacy
and the confidentiality of the data processed in the research project. In
addition, research ethics maintains that risks should be managed and research
should be beneficial, either to specific participants or, in the future, to all
who find themselves in similar situations. Research ethics review/appraisal
systems were established to ensure these conditions. At present journals and/
or funders of research projects may request approval by a research ethics
committee (REC) or institutional review board (IRB).

Research integrity has emerged as a response to various misconduct cases
concerning fraud, falsification and plagiarism. However, integrity in research
should not be regarded narrowly as misconduct (including questionable
research practices), but should rather be treated more broadly, encompassing
researchers’ ideal behaviour when conducting and organising their work.
Sarah R. Davies has suggested that: ‘Research integrity as an issue might
also be placed in a much wider frame, one that is concerned with the soft
governance of science through codes of conduct, ELSI activities, or ethical
norms’ (Davies 2019: 1237). David Shaw makes a distinction between
scientific integrity and research integrity, arguing that the first of these includes
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‘not only the research endeavour itself but also the knowledge produced by
previous research’ (Shaw, 2019: 1086).

For a long time the fields of research ethics and research integrity have
existed independently, but recently more and more arguments have been
advanced for looking at them in tandem as ethics and integrity have many
overlapping issues (Iphofen, 2020: 17). The European Commission has
initiated and funded projects to investigate research integrity and scientific
integrity together (for example, EnTIRE and VIRT2UE). According to
Robert Braun, Tine Ravn and Elisabeth Frankus (2020) the difference
between research ethics and scientific integrity can be seen as ethics
committees doing their job in advance, while research integrity offices
handle (possible) misconduct cases retrospectively. While research ethics
focuses more on the planning and design of a project, its specific research
outline, research integrity primarily stresses conduct and implementation.
Therefore both research ethics and research integrity offices are needed for
research to be ethical: depending on the direction in which the research is
headed, one or the other may be foregrounded.

What counts as ethical research?

Good science has two simultaneous dimensions: high research quality and
ethically correct science. The basis of ethics in research is a collection of values,
principles and virtues that scientists must uphold in their work. In broad terms
one can describe the requirements as follows: at all stages of research, scientists
must observe certain values and principles, which together constitute good
scientific practice. When planning research, it is essential that they work in
conjunction with the values, principles, standards and legal norms of research
ethics, and obtain the requisite permits, agreements and coordination with
their ethics committee. When applying for research grants, publishing results
and giving expert opinions, scientists must report financial or other conflicts
of interest that might negatively affect the trustworthiness of their work. In
conducting research it is important that they employ appropriate research
methods, use critical analysis when drawing conclusions, and publicise data
fully and objectively. The scientist neither falsifies data, supplements at will,
nor invents data. When studying human subjects and collecting their personal
data, the researcher must obtain informed consent of the research subject and
guarantee that the agreement be conscious and voluntary. The scientist must
honour the freedom of choice, autonomy, human dignity and privacy of those
participating in the research, to ensure the protection of the subjects’ well-
being and abstain from harming them. When publishing research results it is
important that any and all authors be listed, but that only those be included
who meet the agreed-upon criteria for authorship. The scientist deems it
important that the results of their research find a socially valuable application.

18



Ethical research in a global context

Where do these values and principles come from?

‘What is the normative basis on which these requirements stand? They stem
from the goals of science and our expectations of members of the scientific
community. Science is both a social institution (social practice) and a
profession (vocation) (Resnik, 1998: 35). As a social institution science is
a social arrangement that encompasses activities in which different parties
(research institutes, funding agencies, publishers, ethics committees) fulfil
their distinctive roles, often acting cooperatively for the achievement of
common purposes (across disciplines, cultures and national boundaries).
Indeed, science has many and various goals: epistemological goals such as
knowledge, trust and explanation, as well as practical ones, such as prediction,
power and control (Resnik, 2007: 51). Science is also the basis of the world
picture, supporting both human self-understanding and comprehension of
the surrounding biological, cultural, social and technological environment.
It is part of culture and it creates a foundation for education.

To accomplish these goals, science must follow epistemological as well
as moral and social norms that provide guidelines for the good conduct of
research. Science is based on trust and cooperation: researchers must be
able to trust one another; their results must be trustworthy, and society
must be able to trust scientists. Unethical actions destroy trust, and thus it
is important for researchers to act honestly, be objective, assume a caring
attitude toward their subjects and the environment, respect the autonomy
and privacy of human subjects, be fair and responsible, and prevent possible
harmful consequences from their work and its applications.

A certain tension prevails in the mutual relationships between scientists and
society. Scientists expect appropriate conditions be created and that they be
given the means to conduct research; however, society increasingly wants to
have a say in the content and financing of research, to participate in decisions
as to how much and according to what criteria research funding is distributed.
Researchers consider it important to be free to choose their own research
topics; then again, society may expect them to direct their investigation towards
rapidly solving problems facing humanity or toward financial gain. Vaccines are
a good example: the ground for their creation was decades of basic research,
which could be applied immediately when a pandemic hits. Unfortunately,
the importance of basic science remains unclear to many people (including
policymakers) since they do not understand why one should study the nature
and mechanisms of phenomena without overt and proximate applications.

Science is not only an institution, but also a profession or vocation with
its own values and vocational standards, which are inscribed in ethics codes.
Representatives of the profession are entrusted with the means to fulfil their
tasks and societally important interests; they are given many rights along
with associated responsibilities. On the one hand representatives of the
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profession are presumed to have specialised skills in their field; on the other,
they are expected to pursue certain values and principles of professionalism
that they must express in all that they do. The correspondence between a
scientist’s values and behaviour is referred to as researcher’ integrity. Scientists
have various duties that can sometimes engender conflicts of expectation.
A scientist can simultaneously be a university teacher, supervisor of graduate
students, leader of a research group; hold administrative responsibilities,
provide expertise in court or in a social debate; they can be an investor or
the owner of a business. It is said that such conflicts are a danger that may
lead to moral violations (Werhane and Doering, 1997: 174). For example,
a successful scientist who receives many invitations to conferences may
have scant time for thesis supervision and for leading their research group.
The accumulation of duties and the time bind may lead to carelessness in
checking scientific data, or even to the pursuit of self-plagiarism. In order
that conflicts among duties not lead to unethical behaviour, the scientist must
become conscious of this danger and try to keep their duties in balance; if
possible, reducing their burden.

An important role in securing ethical research is also played by organisations
where scientists work. Today research is carried out not only in relation to
specific organisations, but in view of other stakeholders, such as think tanks,
civil society organisations, lobbying agencies, public relations companies,
bloggers, influencers and so on. This means that not only professional
researchers are doing research, but the concept of citizen science must also
be kept in mind (Iphofen and O’Mathtina, 2021). Most scientists work in
research institutions that provide the conditions for carrying out research
and the education of the next generation of researchers. As such, research
institutions have their own goals, organisational values and standards that
must be followed by all of the scientists they employ. The responsibility for
creating the culture of integrity at the institutional level must be carried by
the leaders of the institutions (for example, Forsberg et al, 2018; Boulter,
2020). Research is financed by foundations in the public sector, businesses
or industry (including the military industry), all of which fulfil their goals
and organisational values, and who can set requirements and stipulations that
scientists must meet upon acceptance of financing. Also, both scientists and
research institutions must take the responsibility of refusing financing that
is at odds with the ethical values of society, of science, the specific research
institution or the scientist’s own ethical values.

Disagreements on the conceptual level of ethics

Behind this seeming consensus on what counts as ethical research and who
is an ethical researcher, disagreements and contradicting positions are rife.
There is no shared understanding of the nature of values, or how they differ
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from principles and virtues. Also, it is debated whether it is more important
to develop proper virtues or to have the right values or principles. Depending
on which normative ethics theory one prefers, one either focuses on virtues
or principles. If one is a supporter of virtue ethics, one emphasises the
moral character or virtues, whereas if one finds principle-based ethics to be
a correct approach, one focuses on rules that are central to deontological
ethics and rule-utilitarianism.

The strengths of the principle-based approach are seen as their usefulness in
providing guidelines for activity in specific situations. However, critics argue
that principles are often articulated negatively, they are too formal and they
lack the internal impetus to follow them. The strength of the virtue-based
approach is that the person who has developed proper virtues not only has an
understanding of what is morally good or right but is also habituated to act
accordingly. If one has already developed proper character traits one can be
relied upon to act appropriately. The weakness of this approach is that virtue
ethics does not give clear guidance on what to do if in a given situation one
has to choose which virtue is more important than another. In Aristotle’s
account of virtue ethics one needs special knowledge or understanding —
practical wisdom (phronesis) to know what one has to do in a given situation.
David Resnik (2012) claims that virtue-based and principle-based approaches
complement each other: while virtue-based approaches can be useful for
leadership, mentoring and instruction, principle-based approaches might be
preferred for policy development and enforcement.

A similar conclusion was reached by normative analysis of research integrity
and misconduct carried out in the EU-funded PRINTEGER project
(Promoting Integrity as an Integral Dimension of Excellence in Research),
showing that principles and virtues highlight important aspects of moral life
and should therefore be viewed as complementary. In the project deliverable
we argued: “While it is important to live up to principles, this also requires
the cultivation of character and proper motivation. While principles serve as
good guides to cultivate professional virtues, being virtuous helps to make
sure that principles are followed in a reflective and wholehearted manner’
(Meriste et al, 2016: 37). Even many deontologists today agree that this kind
of knowledge is needed since correct application of action-guiding rules
requires situational appreciation — the capacity to recognise what is required
in a particular situation.

What is the difference between virtues, values, norms
and principles?

Virtue is an old term that goes back to antiquity where virtue ethics
originates. Virtues were understood as character traits that enabled the
possessor to live a good life. For ancient philosophers a good life was equated
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with a morally good life. In contemporary virtue ethics, virtues are seen as
character traits or habitual dispositions that lead to morally good actions.
A virtuous person is a morally good, admirable person who acts and feels
well. Virtues can be seen as a link between value and action as they contain
an understanding of what is morally good and at the same time express the
readiness to act accordingly.

In opposition to virtue, the word value is a relatively new scholarly term
which ‘originated in the late 17th century economy and migrated through
philosophy in the 19th century to the social sciences and to ordinary language
in the 20th century’ (Meisch et al, 2011). In its most general meaning, value
is that which is deemed worthy, that which is worth having, getting or
doing, or that possesses some associated property or properties. Evaluative
and normative dimensions of value are interlinked: for something to be
good means nothing more than that there are reasons to respond to it in a
favourable manner (Orsi, 2015: 11). Since values are objects or criteria of
valuations, they give orientation, but they do not themselves lead to actions.

Norms, in contrast to values, provide instruction to specific groups of
people. According to Hans Joas (2000: 14-15) norms are restrictive, while
values are attractive. Values give us an idea of what we want, while norms
tell us what to do in a specific context. With the help of'a deontic operator
norms give different guidance for action: norms may exclude action or allow
action, forbid action, or express the right or duty to do something. A norm
is a rule that can be of various types: epistemic, conventional, legal, social or
moral. Moral norms are binding with respect to the group to whom they are
addressed. Ethics in research formulates moral norms that provide guidance
to scientists and other stakeholders involved in the research process. Moral
norms can be formulated as standards, regulations or policies.

Principles are a specific category of norms, usually very high or the highest
ranking. In contemporary practical ethics, the word ‘principle’ seems to
have a very loose meaning: all sorts of rules, obligations and rights are called
‘principles’. In the broad sense, principles are general norms of conduct that
describe obligations, permissible actions or ideals of action. Principles can
also be seen as points of departure for the development of specific norms
of conduct (Beauchamp and Childress, 2009: 2).

The analysis and comparison of different concepts showed that the
borderline between values, virtues, principles and norms is not so clear-cut.
Virtues can be articulated simultaneously as values or principles. So, for
example, honesty is a virtue (or character trait), a principle of action and
also a value (something worth having). Values provide orientation but do not
demand a specific course of action; they attract us and motivate our action.
This difference between values and norms has been explained very well by
Simon Meisch and Thomas Potthast: ‘A value is not a rule in the sense of a
practical, context-sensitive instruction that specifies situations, actions, agents,
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nor does it include deontic operators. The gap between value and action can
be and has to be bridged by norms or virtues’ (Meisch and Potthast, 2010: 14).

Due to the multiplicity of values, the question arises of interrelationships
among them, that is, whether values can be (in)comparable and
(in)commensurable. Value (in)commensurability entails two further
issues: how moral values should be related to each other and what one should
do in cases where they conflict (Vigano and Lombardi Vallauri, 2020: 87).
For monists, there is one ultimate value; a single scale enables the agent
to compare conflicting oughts and reduce different values to one ultimate
value. So, for example, most utilitarian and Kantian theories are monist and
identify, respectively, either happiness/utility or respect as the ultimate value.
According to pluralists such an ultimate value does not exist. They argue
that many values are characterised by incommensurability or incomparability.
Some pluralists argue that it is possible to arrange values according to their
relative importance, but the bases of prioritising them, arranging them in
a hierarchy, are also multiple. So, as distinct from the monism that provides
just a single scale, for pluralists there can be a multiplicity of measures used
carrying out the evaluations. Since practical life requires making choices
and solving value conflicts, this makes monism attractive. It has been argued
that pluralism typically appeals to those who want to explain why moral
conflicts arise, whereas monism appeals to those who seek to organise the
precepts of morality without moral remainders (Brunning, 2019). This can
also explain why policymakers tend to prefer monism.

Pluralism in research ethics and research integrity
Pluralism in research ethics

The most influential attempt to defend foundational pluralism in research
ethics has been made by Tom L. Beauchamp and James E Childress who, in
their seminal book, Principles of Biomedical Ethics (1979), showed that moral
principles are plural at the level of choice and that there is no single principle
that subsumes all others. With the formulation of mid-term principles they
wanted to avoid disagreements between ethical theories. Beauchamp has
provided the following explanation of what they mean by principles: ‘A
principle is a regulative guideline stating conditions of the permissibility,
obligatoriness, rightness, or aspirational quality of an action falling within
the scope of the principle. If principles are adequately expressed, more
particular or specific moral rules and judgements are supported by, though
not deduced from, the principles’ (Beauchamp, 2010a: 154).

The account of Beauchamp and Childress has been called ‘principlism’
because they grouped all important moral requirements under four general
principles: (1) autonomy (a principle of respect for the decision-making
capacities of autonomous persons); (2) non-maleficence (a principle of
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avoiding the causation of harm to others); (3) beneficence (a group of
principles for providing benefits and balancing benefits against risks and
costs); and (4) justice (a group of principles for distributing benefits, risks
and costs fairly). These principles are firm obligations and can be set aside or
be compromised only if they come into conflict. As none of these principles
is overriding and they can be ranked differently depending on the specific
context, they leave considerable room for judgement about individual
cases and policies, as well as for negotiation and compromise (Beauchamp,
2010a: 154). These principles are drawn from common morality, which is
understood as the set of universal norms shared by all reasonable persons
who are committed to morality. Principles of Biomedical Ethics has become
the ‘bible’ of bioethics and is currently in its eighth edition.

In parallel to the writing of Principles of Biomedical Ethics, Beauchamp
was also involved in the writing of the Belmont Report, prepared by the
National Commission for the Protection of Human Subjects of Biomedical
and Behavioral Research (1979), which was meant to provide a moral
framework for research with human subjects. Beauchamp has commented
on the drafting of the Belmont Report that it is wrong to think that their book
was based on the document, since by the time he joined the Commission, he
had already drafted substantial parts of Principles (Beauchamp, 2010b: 8-10).
He has also pointed to substantial differences in the approach taken by the
Commission and the authors of the book. Although at first sight it seems
that the difference can be summed up in that the Belmont Report came up
with only three principles (respect for persons, beneficence and justice) and
the book Principles is built on four principles (respect for autonomy, non-
maleficence, beneficence and justice), in reality the Principles and Belmont
developed substantially different moral visions.

This process of translating the general principles into action-guiding
requirements made it clear that even if one agrees that persons have to be
treated with respect, one can require this for several different reasons. Initially
the National Commission, which had been formed in the aftermath of public
outrage over the Tuskegee syphilis experiments and other questionable uses
of humans in research, suggested the principle of respect for persons in order
to avoid harm. For Beauchamp and Childress it was important to distinguish
between three principles: respect for autonomy, non-maleficence and
beneficence. In Principles the principle of respect for autonomy is related to
the need to respect the decision-making capacity of humans, and not simply
to protect them from abuse. In the book, the protection of those who lack
decision-making capacity is covered by the principle of non-maleficence.

Years later, the German philosopher Theda R ehbock criticised Beauchamp
and Childress for reducing autonomy to ‘respect for autonomous choices’
and argued that the principle of respect for autonomy should not be reduced
to decision-making capacity (that is, ‘competence’) (Rehbock, 2011: 524).
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Rather, autonomy has to be understood in a much broader sense as respect for
the person’s will (Rehbock, 2011: 526). Rehbock explained that autonomy in
the Kantian sense of personal autonomy is unconditional and universal — one
has to respect everyone’s will, not only that of those able to give informed
consent. Also, in Rehbock’s view autonomy cannot be overridden even in
the case of moral conflict.

The principlism of Beauchamp and Childress has been criticised by several
other scholars. The most severe criticism has been provided by K. Danner
Clouser and Bernard Gert, who were of opinion that the principles do not
give enough normative guidance and that the approach in general lacks
theoretical unity (Clouser and Gert, 1990).

Some other authors have doubted that principles identified by Beauchamp
and Childress are universal. Basic ethical principles in European bioethics
and biolaw were analysed in the framework of the BIOMED II project. The
project identified four ethical principles: autonomy, dignity, integrity and
vulnerability (Rendtorft, 2002). It has been argued that in view of different
fields of biomedicine, the four principles should be applied in different
ways (Rendtorft et al, 2000). Matti Hayry (2003) has argued that dignity,
precaution and solidarity are not universal but reflect best the European
ethos. Also, these values can be interpreted in various ways. For example,
depending on whether one believes that dignity refers to God, reason, genes,
sentient beings or some special social status, it may mean different things and
lead to different norms (Hayry, 2004). Robert Baker has pointed out that the
concept of solidarity is a European one as it stems from the cultural tradition
of the French Revolution and ‘the concept of solidarité has no resonance’ in
North America and much of Asia (Baker, 2005: 194).

In relation to scientists’ professional conduct, a significantly longer list
of principles has been proposed by Adil E. Shamoo and David B. Resnik,
who outline 15 principles: honesty, objectivity, carefulness, credit, openness,
confidentiality, collegial respect, honouring of intellectual property,
freedom, protection of experimental animals, protection of human subjects,
stewardship, respect for the law, professional responsibility and social
responsibility (Shamoo and Resnik, 2015: 18—19).

Plurality of ethical frameworks

There is not only a plurality of principles but also of ethical frameworks.
Liberalism stresses individual rights whereas communitarianism stresses the
common good. The basic difference between liberal and communitarian
ethical frameworks lies in the fact that liberalism claims that the individual is
more important than the society in which they live, whereas communitarianism
regards society as more important than the individual. Liberal individualism,
with its conceptual base of autonomy, dignity and privacy, enjoyed a long
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period of dominance in research ethics, but it has increasingly come under
attack from ideologies promoting a more salient role for concepts of solidarity,
community and public interest and one speaks about the ‘communitarian
turn’ in bioethics. Since the turn of the millennium there have also been
attempts to balance individual rights against the common good.

However, mainstream research ethics continues to hold the line of
privileging the rights of the individual over the interests of science and
society, and reinforcing such privilege in ethical regulations (Sutrop, 201 1a,
2011b). In keeping with the WMA (1964/2013) Declaration of Helsinki
and the Oviedo Convention (Council of Europe, 1997), as well as the
UNESCO Universal Declaration on Bioethics and Human Rights it has been
stated: “The interests and the welfare of the individual should have priority
over the sole interest of science or society’ (UNESCO, 2005). However, it
is not clear if this position is indeed shared by all cultures where society is
ranked more highly than the individual. Although many leading ethicists
(Macklin, 2005; ten Have, 2005, 2006; Andorno, 2007) have acknowledged
the importance of the UNESCO Declaration, this document has also
provoked quite extensive critical debate (Baker, 2005; Hiyry and Takala,
2005; Kopelman, 2005; Selgelid, 2005; Williams, 2005; Wolinsky, 2006;
Eriksson et al, 2008, among others).

One of the critical points is whether human rights discourse is suitable
for providing a universal platform for global norms. For example, Asian
bioethicists have pointed out that cultural differences should be included
in formulating research norms. Several bioethicists have pointed out that
for cultures that have a societal and family orientation, where the family
may indeed be the highest value and the core of all social, cultural and
economic activity, an individualistic approach with the focus on autonomy
may be unacceptable. In several other cultures, values such as beneficence
or solidarity, and emotional security may be ranked more highly.

Ren-Zong Qiu, the editor of the volume Bioethics: Asian Perspectives —
A Quest for Moral Diversity argues in the preface that:

Confucian or Buddhist cultures may share with Judaeo-Christian
cultures such values or rules as ‘Do not kill the innocent’ ... However,
for Confucians, the rule ‘Do not kill the innocent’ does not include a
prohibition of killing fetuses, whereas for Buddhists the rule extends
to not killing all forms of animals. (Qiu, 2004: 1)

His conclusion is that, ‘Although such shared values are useful in practice,
their content is too poor to constitute an overarching universal ethics or
global bioethics’ (Qiu, 2004: 1). Thus, the search for universal principles has
come under continuous attack from different points of view. First, it is seen
by dominant Western ethical frameworks as an attempt at moral colonisation.
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Second, it has been argued by several authors that there is only a seeming
consensus on principles, hiding the fact that moral and political dilemmas
continue to exist. There may be agreement about which principles should be
respected but since there is no agreement on what these principles mean, they
cannot be applied as general guidelines (Hayry and Takala, 2005; Plomer,
2005). Third, there are also problems with the balancing of the principles,
should they come into conflict (Holm, 1995).

Pluralism in research integrity

Ethical codes and guidelines for researchers encompass very different values.
None of these values is absolute, given that values can come into conflict;
researchers must decide which of the conflicting values should rule in the
given situation. Conflicts may ensue between freedom and responsibility,
privacy and safety, openness and loyalty.

There is also no shared understanding of which virtues scientists should
develop. Edmund Pellegrino (1992: 3) has emphasised that the virtues
important for a researcher are objectivity, critical thinking, honesty with
respect to data, freedom from prejudice and sharing knowledge with the
scientific community.

Approaches based on virtue ethics stress the importance of the scientist
as a human being. Bruce Macfarlane indicates that the distinction between
being a scientist and playing other roles is artificial (Macfarlane, 2009: 45).
Ron Iphofen (2011: 4) emphasises that it is difficult to believe that someone
could be a good person and not equally ‘good’ as a scientist, because there
is no way to distinguish between how someone behaves personally in their
oft-hours, for example at home, and the standards to which they should be
expected to adhere as a professional.

Macfarlane has skilfully articulated what it means to be an ethical person:

To be ethical means to create a deep and personal understanding of
one’s values. ... The best solutions to ethical problems can only come
through practice, experience, learning from the good and bad examples
of others. Being an ethical researcher presumes an authentic bond with
one’s own convictions and the basic values of one’s area of specialisation.
In this sense ethics resembles jazz, which is something more than
following notes on a page. It calls for the skill of improvisation and
independent thinking. (Macfarlane, 2010: A30)

It has been argued that there is:

irreducible value pluralism in research integrity: there is a variety of
different kinds of values underlying codes of conduct that cannot be
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reduced to each other and that give rise to a plurality of virtues and
norms, some of which are either incommensurable or in conflict with

each other. (Peels et al 2019: 1; original emphasis)

We agree with Peels et al (2019) that there is a plurality of values and that
consequently should lead to a plurality of norms.

In our PRO-RES project we analysed existing codes and guidelines,
identifying 24 values and 27 issues. One of the main points that emerged
from the analysis of the documents was that there is ‘conceptual ambiguity
and terminological inconsistency’ (Parder and Juurik, 2019: 3), meaning that
different concepts have been used to express similar things. For example, to
address external influences and possible biases in decisions, ‘impartiality’,
‘independence’, ‘objectivity’ and ‘fairness’ are used; to stress treating others
fairly, notions such as ‘justice’, ‘equality’and ‘equity’ are used. Another finding
from the codes and guidelines analysed was that no clear distinction is made
between values as virtues or as principles for good conduct. For example
honesty, accuracy, rigour can be interpreted in two ways: the presumed
character traits of the researcher and the standards the researcher needs to follow.

A plurality of understandings can even be found at the level of a single
notion. For example, we can extract autonomy from the aforementioned
PRO-RES analysis on codes and guidelines. Parder and Juurik (2019)
show that although autonomy is most often related to the perspective of
research subjects, it has also been ascribed to individual researchers, research
organisations and research in general. Most often, free, informed consent
has been seen as the means to respect autonomy. However, this analysis
shows that respect for autonomy may also mean: ‘advance consideration of
factors and constraints that may diminish personal autonomy’; ‘minimizing
or avoiding possible risks and harm to personal autonomy’; ‘use of additional
measures to protect the interests of individuals with diminished autonomy’,
‘respecting the autonomy of groups and communities’ and ‘minimising the
use of proxies’ (Parder and Juurik, 2019: 13—14). At the level of researchers
and research in general the focus is on the following: ‘responsibility as a
part of professional autonomy’; ‘a tension between autonomy and public
accountability’; ‘a possible tension between autonomy and financing sources’
(Parder and Juurik, 2019: 14).

The findings of the PRO-RES analysis are aligned with what Peels et al
(2019) have designated value pluralism in research integrity. They have pointed
out that codes of conduct for research contain both metaphysical and axiological
pluralism. Metaphysical pluralism means that codes include values, norms and
virtues. Axiological pluralism emerges when we notice that there are different
categories of values, norms and virtues: epistemic, moral, professional, social
and legal. Opponents argue that norms from various categories can come into
conflict or there can be conflicts within the same category of norms.
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Horbach and Halffman have marked it as a problem that the approaches
of scientists and policymakers to research integrity go in different
directions: ‘Scientists tend to present integrity as a virtue that must be
kindled, while policy documents and newspapers stress norm enforcement’
(Horbach and Halffman, 2017: 1461). The problem with having too many
and too diverse views on research integrity is that this makes it difficult to
agree on what is meant by ‘good science’ and ethical research and what the
implications may be for relevant stakeholders.

How can the plurality of values be maintained at the level
of norms?

We have seen that there is a considerable plurality of values and value systems
in both research ethics and research integrity. Since norms are translations of
values into action guides, moral norms for research should also be regarded
as plural. Currently policymakers talk about the need to bring governance
more into line with the values of citizens. This is considered important in
order to increase public trust and acceptance of policy decisions. However,
value-based governance implies that one takes into consideration the fact
that there is a plurality of values, values may conflict, and that various ethical
frameworks provide different solutions.

Unfortunately, this pluralism is often ignored when developing global
regulations or policy recommendations. For example, the recent EU Ethics
Guidelines on Trustworthy Al (European Commission, 2019) employ an
individual rights-based approach, ignoring the fact that since the turn of
the millennium, after a long period of dominance, liberal individualism,
conceptually based in autonomy, dignity and privacy have come under
attack from communitarian ideologies, which promote a more salient
role for concepts of solidarity, community and public interest. The
Guidelines list four principles: respect for human autonomy, prevention
of harm, fairness, and explicability (European Commission, 2019: 12),
but they do not show where these principles come from. There is also
some inconsistency: on the one hand the Guidelines stress that Al systems
should respect the plurality of values and choices of individuals (European
Commission, 2019: 11); on the other, they claim that certain fundamental
rights and principles, such as human dignity, are absolute and cannot be
subject to a balancing exercise (European Commission, 2019: 13). Also,
the Guidelines are not helpful in advising what should be done if the
principles conflict (Sutrop, 2019: 51).

It has been pointed out that it is also a problem that most of the ethics
guidelines for Al have been developed by countries with liberal democracies.
Again, this raises the question of whether the plurality of values is taken
into account.
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In research ethics the initial policy was to make all scientists follow
principles and norms worked out in one field of research and automatically
carried over to others. For example, the requirement of informed consent,
initially drawn up in the World Medical Association Helsinki Declaration
as a statement of ethical principles for medical research involving human
subjects, has been made a central element of ethics review in all fields of
research. Two difficulties have emerged: first, a principle adopted in one area
of enquiry cannot be extended in a literal sense to other areas of science;
second, one should also take contextual factors into account. Furthermore,
in some countries where community and family play a significant role,
there have been protests that the principle of informed consent undermines
the importance of the community. How community consent is related to
individual consent remains an open issue:

There has been a growing appreciation of the importance of
community leaders and families in the context of decision-making.
While the process of going through such community gatekeepers does
not take away from the importance of the individual’s understanding
of and willingness to participate in the research, it adds an element of
security in traditional societies where communal consciousness and

living is the norm. (Bhutta, 2004: 774)

Most critics believe that community consent should not substitute individual
consent but rather complement it.

In some other cases, for example when doing research on discriminated
groups or in totalitarian regimes, collecting and archiving research subjects’
written informed consent may put them at risk. Also, the possibility of
obtaining informed consent may depend on the research methodology.
For example, in psychological experiments one cannot inform research
participants about the set-up of the experiment, because then they would
change their behaviour and the experiment would fail.

Even in biomedical research, where the principle of informed consent was
first adopted, it has recently become clear that new areas of scholarly enquiry
and changing research contexts call for the modification or reformulation
of the concept of informed consent. New forms of consent (open, broad,
dynamic or meta-consent) have been proposed so as to better meet the
needs of research and protect important values — non-maleficence, liberty,
personal autonomy, human dignity and trust (Sutrop and Louk, 2020). So,
the best way to avoid one-size-fits-all solutions is to begin with reflecting
on what values need protection in specific research context. Instead of
importing requirements from one field of research to another, one should
first carry out a proper ethical analysis with the aim of identifying risks and
carefully considering what kind of ethical issues are raised by the proposed
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methodology and what might be the potential social and ethical implications
of research.

In the field of research integrity there has been a discussion about whether
it would be better to have one global code of conduct for all scientists
instead of having numerous codes. There is a boom of creating new codes
of conduct that can be categorised either according to scope or discipline.
Although narrow discipline-based approaches are not very common, there
are still some examples (for example the American Psychological Association’s
code of conduct: APA, 2017).

There is greater variety of codes based on scope. First, distinctions can be
made as to whom the codes are addressed — are they intended for scientists,
research institutions (such as the Bonn PRINTEGER Statement (Forsberg
et al, 2018); the Code of Practice for Research at the Open University
(2017)) or various stakeholders (for example ‘Cooperation Between Research
Institutions and Journals on Research Integrity Cases: Guidance from the
Committee on Publication Ethics’ [Wager and Kleinert, 2012]). Recently,
there has been a tendency to develop codes which combine the levels of
a scientist and a research institution (examples include the Danish Code
of Conduct for Research Integrity [Danish Ministry of Higher Education
and Science, 2014], the Estonian Code of Conduct for Research Integrity
[Centre for Ethics University of Tartu, and Estonian Research Council,
2017]). Finally, the criteria can be established at the level where they should
work, either at the level of the professional society or association (for example
the Code of Conduct of the Market Research Society, 2019, or Code of Ethics
and Conduct by the British Psychological Society, 2018), at a national level (for
example the Netherlands Code of Conduct for Academic Practice [VSNU,
2014], Australian Code for the Responsible Conduct of Research), at a
regional level (European Code of Conduct for Research Integrity [ALLEA,
2017]) or a global level (such as initiatives from the World Conference on
Research Integrity [WCRI, 2010, 2013, 2019]).

The first WCRI in 2005 has been described as ‘an initial attempt at
providing World awareness of research integrity and discussing strategies for
harmonising policies and fostering responsible conduct in research’ (Mayer
and Steneck 2012: v). The WCRI has by now grown into a global effort.
Over the last 14 years, six international conferences have been held, where
global guidance has been offered (these include the Singapore Statement in
2010 [WCRI, 2010]; the Montreal Statement in 2013 [WCRI, 2013]; and
Hong Kong principles in 2019 [WCRI, 2019]).

A global code is an attractive option, since it seemingly establishes universal
standards for ethical research but it must remain very general and therefore
cannot cover all topics in a detailed way. Thus, it leaves plenty of room for
discipline-specific or institutional codes. A universal code of conduct for
all scientists cannot take into account all interdisciplinary and intercultural
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differences. Also, a unity of values cannot be achieved by adopting one
general code of conduct. However, any attempt to formulate universal
values and principles that should be followed by all scientists may promote
discussion which may in turn help to get closer to agreement.

Although there exists a descriptive multiplicity of values, this does not yet
mean that all values that people hold are good or just. We can acknowledge
that there has also been a development in understanding of what is considered
ethically permissible in Western countries. Ruth Macklin (1999) has claimed
that moral progress is evidenced in the adoption of two principles: the
principles of humanity and humaneness. Of course, self-critical reflection is also
necessary so that we do not find ourselves holding values and principles only
because they are our own, but we should rather attempt to evaluate them from
the standpoint of an unbiased observer. By means of reflection and education
we may attempt to convince people of the importance of universal values.

To sum up, on the one hand, growing interest in WCRIs and the adoption
of global statements at these conferences has shown that scientific misconduct
is a shared concern and that there is a willingness to develop global norms and
standards for good research. On the other hand, it is not clear whether the
initiative of WRCI organisers to formulate global codes of conduct has been
similarly welcomed by individual researchers in different fields of research
working in different parts of the world. As already noted, in order to have
motivational force, norms and regulations should correspond to scientists’
values. Lack of such correspondence may indicate either lack of research
integrity or even open the door to misconduct: a scientist may show active
resistance against regulations and tend to violate norms that differ from their
personal ones. Since the codes adopted at the national level show a great
variety of values, it can be assumed that not all scientists share the values
expressed in these global statements. As long as there is a prevailing plurality
of values and value systems, and people rank values differently, codes of
conduct for scientists must also reflect such differences.

Conclusion

The task of research ethics and research integrity is to make researchers think
about the character traits (virtues) required of a scientist and the values and
principles that should be observed so that science can work. The tick-the-
right-box approach diverts attention from the reasons why such requirements
are necessary and why certain significant values are to be protected.

It is important that research ethics and research integrity frameworks be
built upon trust, one of the key themes of this volume. Scientists should not
be treated only as possible violators, but as professionals cognisant of ethical
principles who deem it important to adhere to professional ethics. Without
trust and cooperation, doing science is impossible.
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At the same time one should not underestimate risks nor trust scientists
blindly, since numerous violations indicate that there are those who either
do not know about ethical requirements or who do not wish to fulfil them.
Policymakers must take this into account as they determine which research
they rely on. The question is in the proper placement of trust, an appropriate
assessment of the trustworthiness of scientists and the risks of violation. Control
and supervision of ethical behaviour should not be excessive, but it should
rather stress the sense of responsibility of scientists and research institutions.

[t is increasingly being understood that it is insufficient for scientists to
have the right values, know the ethical requirements and wish to follow
them: all of these should find support in the organisational culture of the
institution for which they work. Leaders of institutions are responsible for
shaping integrity culture, and they must guarantee training in how to do
science ethically. Likewise, it is important that there be incentives to behave
ethically (that is, that the quality rather than the quantity of publications be
assessed and that positive and negative sanctions support ethical behaviour).
Policymakers can contribute by ensuring that policies promote the highest
ethical standards in research. Here we can also note the responsibility of
those who shape research politics in terms of how institutions are assessed
(evaluation, rankings) and the responsibility of those who finance research.
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One size fits all? The problems
of offering ethical guidance
to everyone

Paul Spicker

Introduction

The process of ethical review has become a routine aspect of academic
studies, but there are serious concerns about how it is being done. A clutch
of articles has complained that the standards being applied are inappropriate,
restrictive and in some cases downright silly (see Center for Advanced Study,
2005; Tysome, 2006; Murphy and Dingwall, 2007; Hammersley, 2009;
Boden et al, 2009; and Schrag, 2011). It is always difficult to generalise across
a series of disparate arguments, but looking at these critiques as a whole,
what they seem to have in common is a sense of controlled fury. Schrag
puts it in these terms:

The first thing to understand about the critique of ethics committees
is that it is grounded in bitter, bitter experience. People who devote
their lives to the study of others are often quite concerned with ethics,
and when they learn that their universities maintain ethics committees,
their first reaction is often eager cooperation. But that goodwill can
evaporate quickly when a researcher loses an afternoon to online
training that is obviously irrelevant to the ethical challenges she faces,
or when a committee imposes reporting requirements or restrictions
that make the work difficult or impossible. (Schrag, 2011: 122)

Part of the problem is that ethical review tends to be supplemented by other
concerns, which have more to do with institutional governance than with
ethics. But the core of the problem is that the ethical positions that are
being adopted are often misjudged or misconceived. Hammersley argues
that research ethics committees (also known as institutional review boards or
IR Bs) are applying ethics codes much too literally, in a way that verges on
the unethical — unable to address principles in context, and failing to identify
ethical conflicts (Hammersley, 2006). It is difficult to say how general this
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sort of thing is, because researchers unfortunately are likely to opt out of the
process; there is no point working on a proposal that is sure to be rejected.

The anecdotal litany of IR B zeal includes members of preliterate tribes
being asked to sign consent forms; faculty members ‘investigated’ for
writing about their classroom experiences years earlier without advance
IR B approval; projects so delayed that students were unable to complete
their degrees ... Mission creep damages the entire compliance system,
because researchers find IRB requirements to be overwhelming and
sometimes illogical. One example of this is consent forms running 20
pages or more. They are so long and detailed that most subjects, it
has been observed, sign without reading them. (Centre for Advanced
Study, 2005: 5, 12)

That last is a shining example of what Corrigan calls ‘empty ethics’ (Corrigan,
2003) — the triumph of style over substance. Consent is supposed to protect
the interests of respondents, but it cannot cover all the circumstances in
which the information may be used. Researchers have a duty to protect
participants regardless of any formal procedure, and written consent is no
guarantee that the rights of a participant will be respected (ASA, 2001: 2).

Conventional ethical guidance, and where it has
gone wrong

Conventional representations of research ethics have tended to follow the lead
given by medical sciences. Much of the received wisdom in the discussion of
research ethics begins with the Nuremberg Code (1947). The Nuremberg
trials established ten principles, covering:

o the importance of the scientific basis of experiments:
‘the experiment should be such as to yield fruitful results for the good
of society’
‘the experiment should be so designed and based on the results of
animal experimentation and a knowledge of the natural history of the
disease or other problem under study’
‘the degree of risk to be taken should never exceed that determined
by the humanitarian importance of the problem to be solved by
the experiment’
‘the experiment should be conducted only by scientifically qualified
persons ...

* the duty of the scientist to protect subjects:
‘the experiment should be so conducted as to avoid all unnecessary
physical and mental suffering and injury’
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‘no experiment should be conducted where there is an a priori reason
to believe that death or disabling injury will occur’
‘proper preparations should be made and adequate facilities provided
to protect the experimental subject’
‘during the course of the experiment the scientist in charge must be
prepared to terminate the experiment’

o the rights of human subjects to have a say:
‘the voluntary consent of the human subject is absolutely essential’
‘during the course of the experiment the human subject should be at
liberty to bring the experiment to an end’

The Nuremberg rules were a response to a particular set of abuses. They
emphasise the process of research and the relationship of the researcher to
people who participated in the research. They refer primarily to research
‘experiments’ — the word is found in nine of the ten principles. In an
experiment, the researcher introduces some factor into a situation to see
what effect it will have. That has an immediate ethical implication. If the
researcher is setting out to do things to people, there is an obvious duty not
to do bad things: primum non nocere. However, even within medical science,
experimentation with human participants is only a small part of the range
of research activity. Researchers can affect the position of people who are
being studied even if that is not what they intend to do: that is the lesson of
the ‘Hawthorne effect’ (Olson et al, 2004). But changing other people is not
the primary purpose of most research, and even when it is an objective, the
people most affected are not necessarily participants in the research process.
Most ethical codes in the social sciences make recommendations about:

* the impact of research, including:
the potential implications of research for participants
the potential implications of research for non-participants, and
the uses to which research can be put
* the way that participants are treated:
informed consent
confidentiality and anonymity, and
special consideration of vulnerable respondents
e disciplinary considerations, asking researchers to:
maintain research of high quality
display competence
act responsibly towards others in their field, and
advance their discipline
¢ the research relationship, including:
the responsibilities of the researcher to the body commissioning the
research
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responsibilities to the host institution

commitments to fellow researchers

conflicts of interest, and

integrity in dealing with participants and stakeholders.

The emphasis on the treatment of participants reflects the particular influence
of the Nuremberg rules, and arguably the broader influence of medical
sciences on other fields of activity. These rules relating to participants
impinge in particular on the research process, and because of that they have
been taken to apply in almost all research with human subjects. However,
they have serious shortcomings. On one hand, they cannot engage with
all the ethical issues that arise in the course of research; but on the other,
they have been taken to impose limitations on the process of research of
all kinds. Among the most prominent restrictions, from a large helping
of inappropriate criteria, are rules concerning competence, voluntary
participation and informed consent.

Competence

The Socio-Legal Studies Association suggests that it is unethical to do work
which one is not competent to tackle. Members should not undertake
work of a kind that they are not competent to carry out and should not ask
sociolegal researchers under their supervision or guidance to carry out work
which those researchers are not competent to carry out, or they themselves
are not competent to supervise (SLSA, 2009: 2.2.1). If that was taken literally,
learning how to research through practice would be illegitimate, and the
demands of a PhD would probably be unachievable: no one can be sure that
original insight is within their competence until they produce it. I would
be far more worried about a student who was convinced that nothing was
beyond their competence than one who had reasonable doubts.

Much of the point of doing research is to find out about things we don’t
know, and that always raises the possibility that things may be uncovered
that we don’t know how to interpret or respond to. The British Sociological
Association treats competence as a matter of professional integrity: “While
recognising that training and skills are necessary for sociological practice —and,
particularly for conduct of social research — sociologists should themselves
recognise the boundaries of their professional competence. They should not
accept work of a kind that they are not qualified to carry out’ (The British
Sociologial Association, 2017: 4).

This is dangerous ground. Incompetence, Kruger and Dunning argue, is
commonly marked by a failure to understand what competence requires.
People who are incompetent often don’t realise it; the same skills and
knowledge which would lead them to be self-critical are precisely the
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skills and knowledge they don’t have. “We propose that those with limited
knowledge in a domain suffer a dual burden: not only do they reach mistaken
conclusions and make regrettable errors, but their incompetence robs them
of the ability to realize it’ (Kruger and Dunning, 1999: 1121).

It seems, then, that we are demanding ethical compliance in situations when
almost by definition people lack the insight or information to know that their
actions might be unethical. That is a recipe for conflict and confusion — not
all of it on the part of the researchers. There may be researchers who lack
the insight to understand why other people are saying that their work is
inadequate; but equally, there are ethical review committees where possibly
no one has the specialist knowledge or disciplinary background to understand
what the researcher is doing, and they put obstacles in the way of the work
(Israel, 2004). Likewise, there are disciplinary researchers who do not
understand the scope of alternative methodologies. For example, there are
those who are ready to demand that other researchers should confine their
research to an approved style of research: ‘Graduate students in psychology are
routinely taught the importance of delineating one’s hypotheses in advance
(i.e., prior to collecting data). Established researchers continue to regard
it as questionable and possibly unethical to theorize after one’s empirical
results are known’ (Baumeister and Leary, 1997: 313). It seems that by their
lights the only competent way to conduct research is deductively. By that
test, qualitative, inductive, intensive, abductive, empowering and practice-
based research are all ‘questionable and possibly unethical’. That says more
about the limitations of those imposing these standards than it does about
ethical methodology.

Voluntary participation

The UK Research Councils have told universities that ‘Research participants
must take part voluntarily, free from any coercion, and that compliance with
their recommendations is mandatory. So, the British Society of Criminology
states that the people who are being researched must be able to ‘Take part
in research voluntarily, free from any concern and be able to give freely
informed consent in all but exceptional circumstances (exceptional in this
context relates to exceptional importance of the topic rather than difficulty
of gaining access)” (BSC, 2015). That seems to say that a criminologist
cannot report on a trial unless everyone has agreed to be part of both the
trial process and the research.

There are different kinds of involuntary participation in research, and it
may be helpful to distinguish disengaged and engaged forms. People can be
part of research simply because they are being observed, or their data are
being used, or they have a part in a situation (for example, someone involved
in the operation of a law court or a person in a crowd). This is sometimes,
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not always helpfully, referred to as ‘covert’ research, which seems to imply
that the researcher is doing something surreptitious; more precisely, it is
research where there is ‘limited disclosure’ (NHMR C, 2018: 2.3), and the
subject may not even know that research is going on. There tends to be a
presumption that this is illegitimate, but that is far from clear; there are many
circumstances where a researcher may not think it appropriate to engage with
the involuntary participant, either because it will change the behaviour that
the researcher legitimately wishes to examine, or because there is simply no
need to do so. This is typically the case for work done in the public sphere —
a broad term which stretches to behaviour in public, socially defined public
acts (such as motoring), public affairs and published material.

More problematically, there are also circumstances where there may
legitimately be involuntary engagement with the research process. In
organisational research, individual respondents are constrained by their
organisational roles, their contractual relationships with the organisation,
and potentially by legal restrictions. This means that the participation and
consent that is required is offered by the organisation, not from the individuals
engaged with it — and comments and findings will routinely be reported
to the organisation. In other cases, there is a strong case for organisations
to be publicly accountable: the Canadian Tri-Boards say explicitly that in
critical inquiry ‘that is, the analysis of social structures or activities, public
policies or other social phenomena’, ‘permission is not required from an
institution, organization or other group in order to conduct research on them’
(Government of Canada, 2018, article 3.6). The work done by government
is, in general terms, fair game: many researchers would consider that as
citizens they have a duty to scrutinise, publicise and hold the government to
account. Some information relates to circumstances that the researcher (or
any member of the public) could legitimately seek. Freedom of Information
requests, made to government, are the right of every citizen. (One of my
very first research projects was based on material that local authorities had
a statutory obligation to publish and make available; and so my first step,
in asking for material, was to find out whether or not the local authorities
were complying with the law.) Government activity takes place in the public
domain, and consequently it is open to public scrutiny. The idea that no
one can find things out about people without asking them personally first is
wildly overgeneralised, obstructive and, at times, improper. The examination,
scrutiny and criticism of public information are fundamental to a free society.

Informed consent

Voluntary participation depends on consent, but beyond that there is
a demand for consent to be ‘informed’, and that calls for more than
acquiescence. Informed consent means that the participants should be told
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what the research is for, why it is being done and how the information
will be used, and that calls for a process that is distinct from, and prior to,
empirical research. A prominent example is the policy of the Massachusetts
Institute of Technology’s (MIT’s) Committee on the Use of Human Subjects,
which requires that nearly all studies involving human subjects must obtain
informed consent, usually in writing (COUHES, 2019). The American
Anthropological Association puts it in these terms:

Minimally, informed consent includes sharing with potential
participants the research goals, methods, funding sources or sponsors,
expected outcomes, anticipated impacts of the research, and the rights
and responsibilities of research participants. ... Researchers must
present to research participants the possible impacts of participation,
and make clear that despite their best efforts, confidentiality may be
compromised or outcomes may differ from those anticipated. These
expectations apply to all field data, regardless of medium. (AAA, 2012)

Grugulis tells us what this means in practice:

I spent last year conducting an ethnography of a computer games
company, watching the way people learned skills and the way they
were managed. No under-18s, no members of vulnerable groups,
no illegal activities. Everyone was told who I was in advance by
the company, both company and individuals would be anonymised
in any publications and before observing anyone I would ask their
permission. ... Enter the ethics committee. They insisted on full
written consent from every worker in the offices (about 250), every
delivery person and — on the occasions I went off for a chat with
informants — every barrista who served us coffee and waitress who
brought us pizzas (no, seriously). (Grugulis, 2011)

This is yet another example of a set of rules that do not sit well with the
process of research in practice. It is not just that the rule is impractical; what
it asks people to do may be impossible. There are many circumstances in
which an academic researcher cannot actually tell the participant how the
information is going to be used. That happens in part because the information
from any individual respondent or participant can usually be understood only
in the context of information retrieved from other participants — that is how
data analysis is done. ‘Social science data’, Boden and her colleagues write,

1s not simply ‘out there’ waiting to be harvested by researchers. Rather, it

is constructed in the course of'its collection and subsequent analysis. ...
Social research data is thus necessarily continuously constructed, defined

46



One size fits all?

and redefined throughout the entire research process and is framed by
and produced through social relationships and ongoing processes of
analysis and writing, into and through the literature. The requirement
for a priori definition of ‘data’ therefore runs the risk that the processes of
ethical bureaucracy will prohibit or inhibit the collection/construction
of data as currently understood. (Boden et al, 2009: 738)

It may well be that the researcher does not know what is going to be used in
research, and what is not. Whyte’s Street Corner Society, a sociological classic
based on participant observation, explains one of the main justifications of
the approach: researchers learn answers to questions that it would not have
occurred to them to ask (Whyte, 1955). Researchers may not even know
that what they are doing is research. Any researcher’s knowledge is based on
a range of experiences. Like many people in my field, I was a practitioner
before I was an academic. I have written about issues that were based on
my own observation or practice — for example, pieces I have written about
compulsory treatment for mental illness or the distress of people trying to
get access to social housing. The people I have written about did not know
I was going to write about them; nor, at the time, did I. I have anonymised
the details, and altered some salient facts, so that the people I am writing
about are not in any way identifiable; but there was no consent.

Exemptions and exceptions

There is a further set of rules that demands consideration. Faced with the
construction of a clumsy and overgeneralised set of rules governing research
activity, it is not uncommon for exceptions to be made. Committees that
supervise research into healthcare know very well that the same kinds of
consideration do not apply to protocols for pharmaceutical testing or invasive
surgery as they do to population studies or evaluation of local services. I have
had research ‘nodded through’ ethical review in the past — questionably,
because it does not follow that if people are not being cut open or drugged,
there are no more ethical issues to consider (see, for example, Spicker and
Gordon, 1998: Ch. 11). The MIT procedures allow for requirements for
informed consent to be waived if there is no more than a minimal risk of harm
to subjects (COUHES, 2019). The US Department of Health and Human
Services (DHHS) already exempts ‘benign’ behavioural research, whatever that
may be, and has consulted about introducing an exemption for minimal risk
into the ‘common rule’ applying to research in government activity (DHHS,
2018). It gives a blanket exemption to work relating to public officials,
candidates for public office and public service programmes (DHHS, 1991).
Beyond that, going further than most European researchers would advocate,
it treats some ethically sensitive work as exempt from ethical examination.
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The following activities are deemed not to be research:

1. Scholarly and journalistic activities (such as oral history, journalism,
biography, literary criticism, legal research and historical
scholarship) ...;

2. Public health surveillance activities ...;

3. Collection and analysis of information for a criminal justice agency
for activities authorized by law ...

4. Authorized operational activities . .. in support of intelligence, homeland
security, defense or other national security missions. (DHHS, 2018)

Having sat for some years on a university’s ethical review board, this all rings
alarm bells. The greatest risks of harm seem to me to stem from projects
where the researcher is dismissive, or more usually not aware, of potential
ethical problems. Exemptions allow this kind of work to pass under the bar.
There is no legitimate ethical position that holds that ethical arguments
should be deemed never to apply.

The points I have been discussing — competence, voluntary participation
and informed consent — can all be read back to the Nuremberg Code. There
are obvious reasons why people should not normally be subjected to invasive
surgery if they have not agreed to it — that 1s not true in all circumstances,
but it can be accepted as the default position for elective surgery at least.
Medical interventions need to be done by competent professionals, subjects
must be free to withdraw, everyone must consent to the procedure.

Having said that, the problems identified here are symptomatic of a deeper
problem than the interpretation of the Nuremberg Code itself. In the process
of constructing generalised rules, the way those rules have been expressed
often seems to be at odds with the demands of research in practice. The
problem is not that these principles are plainly and flatly wrong — they are
right in some contexts and wrong in others — but they are wrong often
enough to raise questions about the validity of codes that rely on them.
The social scientists who have enshrined these principles in their guidelines
might perhaps have found some cases where the rule seemed appropriate,
but if so they have ignored the rest. I think it more likely that they have
framed their guidance in these terms because expressing ethical principles
is difficult, they found similar rules in other codes, and they thought these
principles were broadly accepted. However, neither of those explanations
would justify the codes in their present form.

Ethical research

Ethical conduct is typically judged in three ways. The first approach is
consequentialist: actions are considered in the light of their likely or intended
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benefits, or potential harms. The desire to bring about good consequences
is referred to as ‘beneficence’: the question of who benefits, and who is
harmed, by the research. The RESPECT code, for example, suggests:

It should be an overriding aim of socio-economic research that the
results should benefit society, either directly or by generally improving
human knowledge and understanding. It follows from this aim that
in the conduct of the research, researchers should aim to avoid or
minimise social harm to groups and individuals. With this in mind,
socio-economic researchers and their funders should reflect on the
consequences of participation in the research for all research subjects
and stakeholders. (RESPECT Project, 2004)

The text of this guidance was developed through a process of negotiation by
a group of people who came to it with different issues and agendas, and this
brief passage segues across three different interpretations of beneficence. The
first sentence 1is about beneficence in a general sense — the substantive benefits
of research. The second sentence reduces this to a much less demanding
criterion: ‘non-maleficence’, or doing no harm. (Even that may not be
possible. Some research may be intended specifically to make its subjects
worse off — for example, research on the effectiveness of punishment or
economic disincentives.) The third sentence is about something different
again: the position of people who participate in the research. It often happens
that that the people participating in the research are not the subjects of it —a
distinction that tends to be lost when well-meaning researchers complain
about the use of the term ‘subjects’ — and, because scientific knowledge
leans toward generalisation, it is only to be expected that the people who
are most affected by research are not the participants.

The second approach is ‘deontological’ or principled: there are moral
norms, codes and rules to follow, and conduct is ethical when it is
consistent with those norms, and unethical when it is not. This has long
been the primary paradigm in the governance of research ethics. But the
staggering generality of the task should give us pause. Are there common
rules, principles or values that can be applied across the range of all kinds of
research? Some things are bound to be missed. No matter how good and
well-constructed the material, a code of this sort cannot ever deal with the
full range of ethical issues and problems that a researcher might encounter.
The Social Research Association puts the point directly:

no declaration could successfully impose a rigid set of rules to which
social researchers everywhere should be expected to adhere, and this
document does not attempt to do so. The aim of these guidelines is to
enable the social researcher’s individual ethical judgments and decisions
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to be informed by shared values and experience, rather than to be
imposed by the profession. (SRA, 2003: 10)

Taking ethics seriously calls for a different approach to ethical rules. The
British Psychological Society’s (BPS’) professional guidance used to be
highly prescriptive: for example, its 2009 code specifies on informed
consent that psychologists should ensure that clients, particularly children
and vulnerable adults, are given ample opportunity to understand the nature,
purpose and anticipated consequences of any professional services or research
participation, so that they may give informed consent to the extent that
their capabilities allow. There were two pages on that topic alone. The BPS
has radically reformed its approach in recent years — stripping down to core
principles and indicating outlines rather than detailed rules (BPS, 2018).
It proposes four central principles: respect, competence, responsibility and
integrity. The principle of respect is explained in these terms:

Respect for dignity recognises the inherent worth of all human beings,
regardless of perceived or real differences in social status, ethnic origin,
gender, capacities, or any other such group-based characteristics.
This inherent worth means that all human beings are worthy of equal
moral consideration.

Under this general heading, the BPS asks psychologists only to consider:

e Privacy and confidentiality;

* Respect;

¢ Communities and shared values within them;

e Impacts on the broader environment — living or otherwise;

* Issues of power;

¢ Consent;

e Self-determination;

e The importance of compassionate care, including empathy,
sympathy, generosity, openness, distress tolerance, commitment and
courage. (BPS, 2018: 3.1)

This does not try to tell people that there are rules and procedures that they
must follow; rather, there are general principles that need to be thought about
and taken into account. An ethical psychologist is asked to engage with ethical
issues, to treat ethical consideration as a process, and to take a number of
issues into consideration. The whole approach tends in the direction of the
third main approach to ethical conduct: virtue ethics. It may not be possible
to establish every principle, or to be aware of every possible consequence.
What matters is that people try to do what is right, even if they get it wrong,
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and that they are alert to the issues. This is how we teach people to be moral;
not by rules, not by weighing costs and benefits, but by trying to behave well.
Virtue ethics begins, not from general principles, but from the person and
the context where ethical principles might apply. Lawton and his colleagues
see it as a difference between compliance-based and integrity-based ethical
systems. Integrity-based systems emphasise moral sensitivity, the exercise of
moral reasoning or judgement, moral motivation (that is, the place accorded
to moral values) and moral character (Lawton et al, 2012). People who want
to behave ethically need to engage with ethics and values, to examine the
dimensions of ethical problems and anticipate their implications. The approach
is based on a recognition of the conditional character of ethical behaviour,
asking people who want to behave ethically to think about their behaviour in
context. Virtue is not a guarantee against unethical behaviour, but it means
at least that researchers will try to do what is right. There may be different
ways of promoting ethical research in practice, but the common factor in all
the stages will not be the programme of research, which is liable to change
and morph as new information emerges; it is the presence of the researcher,
and it is on the conduct and approach of the researcher that responsiveness
to ethical issues depends. It can be fostered by education and training, but
responsiveness depends on continuing engagement in ethical reflection.

Rethinking ethical research

Ethical review processes tend to be based on the assumption that the research
will be designed by a principal researcher, that review can take place prior to
engagement, and that the researcher can then manage the ethical implications
in accordance with the guidance offered by ethical codes and the judgement
of the review panel. That only works for a limited class of research activity.
We need to think about research ethics in context, and to do that we need
to think differently about research.

The place to begin is with a simple question: what is research? We need to
understand that research happens in all kinds of settings and circumstances,
and it takes many different forms. The Common Rule applied by the US
Federal Government defines research in these terms: ‘systematic investigation,
including research development, testing, and evaluation, designed to develop
or contribute to generalizable knowledge’ (DHHS, 2018). That is wider
than the conventional focus on research with human subjects, but it is still
too narrow. Research is about more than the production of generalisable
knowledge: investigations and evaluations are more usually particular rather
than general. In simple terms, research is the task and process of finding
things out. That might take in (among other things) scholarship, exploration,
discovery, experimentation, analysis, disciplinary development, and practice.
Sometimes researchers know what they want to investigate or examine;
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sometimes they do not. Some research is concerned about relationships and
generative mechanisms; some is about description and classification. Some
research is carefully planned; some is serendipitous. Some research answers
questions; some discovers the questions that might be asked later. Policymakers
seeking ‘ethical evidence’ will often encounter many of these forms of research.

The second basic question that we need to consider: how do we know
when research is happening? That question is not always obviously or
straightforwardly answered. Long before anyone can come up with a ‘research
proposal’, they need to find things out about the subject they are examining.
My own work on public services has been built on a process of networking,
discussion, engagement, preparing students for practice, visiting offices,
asking questions and listening. In a nutshell, the process of preparing research
itself begins with research. This matters, not just because it means that a
process that focuses on formal research proposals cannot possibly cover the
field, but because things can go wrong at any or every stage — the conception
of the research, the development of aims, the construction of a plan of
work, engagement with the subject matter, reporting and dissemination, and
application. It follows that engagement with ethics needs to be continuous,
and not confined to any single-stage process.

Third: who is a researcher? Many disciplinary codes, and processes such as
ethical review committees, are intended to govern the behaviour of academic
researchers. Research is done by many more people than that: journalists,
investigators, lawyers, regulators, independent writers, practitioners, students
and schoolchildren. If ethical conduct in research is to be identified by
the kind of work being done, rather than by the person who is doing it,
ethical principles have to apply to every possible group. This is reflected in
how this volume addresses a broad range of practitioners, not just academic
researchers. It makes no sense to say, for example, that a journalist or writer
can legitimately produce a critical biography of an author, but an academic
researcher cannot; or even that a child in primary school can be asked by
their teacher to interview their grandparents, but that an academic who puts
the same questions to the same people has to go through an ethical review
process. If it’s unethical for some, then, by whatever criteria we may apply,
it’s presumably unethical for others, too. Policymakers should be concerned
about the ethics of all of these activities, not just academic research.

A fourth question: who is responsible for ethical conduct? The researcher
is rarely the only person involved in managing the data and the presentation,
and cannot presume to control the process: commissioned research has to
be reported as it progresses, while in research units the information gets
carried back to a research team. Research findings have to be processed,
submitted to funders or editors, and may well be subject to peer review.
Everyone involved in the process has to take some ethical responsibility.
Researchers, stakeholders, peers and the users of research, including think
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tanks and policymakers, all have things to say about the process of research;
and where there are research participants, there is a strong case for bringing
them into the discussion. The key is discursive engagement — encouraging
ethical reflection by everyone involved.

Ethical consideration has to be seen as an integral part of research and
practice. Because ethical rules cannot be treated as fixed and predictable,
there needs to be an ethical discourse to be sure that researchers are aware
of, and sensitive to, the ethical dimensions of their work. Ethical issues
can arise at every stage of research: education, conception, development,
proposal, process, conclusion and dissemination. The key to moral conduct
rests, then, not in a single-stage process of review, but in continuous
discursive engagement.
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Trust in institutions or the scientist?
The drivers and mechanisms of trust in
research and innovation as a means to

improve related political outcomes

Caroline Gans-Combe

Introduction

This chapter aims to give an account of the problems relating to the trust
placed in science and scientists in a context where there is a strong demand
for results (as in a pandemic) and to propose ways of improving this trust,
which is undermined, on the one hand, by the scientific practices themselves
(such as the expression of contradictory views, publicised controversies and
so on) and, on the other hand, by the use that the general public can make
of these practices.

The chapter is built on a research approach constructed on a two-
phase methodology:

e an extensive literature review on existing views pertaining to trust in
science and a case study aimed at making visible the components of
mistrust in science and/or scientists;

* built on the results of phase 1, the second phase looks at the mechanism
of trust within the knowledge ecosystem — understood as a complex
network or interconnected systems — and considers how to rebuild the
link between science, the scientist and the civil society. This second
phase used a specifically designed survey, testing and validating the latter’s
demands as well as data analytics processes.

The objective is to clearly identify the drivers and mechanisms of trust in

research and innovation as a means to enhance both efficiency and related
political outcomes.
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Phase 1: The components of mistrust
Data collection and the background literature

Two methods were applied to identify the paradigms on which trust in
research is built and the existing mechanisms to avoid unethical use of
research results.

For the first approach a Boolean literature search identified data in four
different categories: evidence of unethical use of research results in-house
and outside, evidence of lack of trust/mistrust in relation to the unethical
use of results, existing and non-existing mechanisms to identify risks of
unethical use within and outside research organisations, and mechanisms to
avoid/manage cases of misuse. The relevant keywords were used to search
on Qwant and Google Scholar.

The second method involved a case study on French education. Data
sets provided by an open data website and public walls were accessed. Data
were collected through a scraping phase using Beautiful Soup and then
saved to a .csv file awaiting analysis. The homogeneity was then observed,
and dissonance of these likes with the educational choices of the related
individuals predicted potential dropout risk. Since data could be collected
from anonymous public discussion walls, this risks possible social engineering.
One outcome of these restrictions is that they introduced a likelihood of
bias in our data resulting from a lack of objectivity on the part of the chosen
individuals from whom the data were collected.

The literature analysis showed an overall absence of institutional processes
preventing misuse or biased use of research findings. This raised the question
of how a dynamic trust could be built and applied to the use of research
outcomes. The response was to look at the distribution and causes of mistrust
in various contexts. Concerning vaccines, for example, issues regarding
security of adjuvants generally arise, and it appears that researchers typically
find it hard to respond, tending to propose answers not fully addressing the
question: a known driver of frustration (Bateson, 1941). Besides justifying
their findings to the public, another strategy scientists build upon to improve
the acceptance of their results is peer review, where other qualified people
constructively criticise a fellow researcher’s work. This approach, while
generally targeted towards ensuring a high level of trust for the results, in
some cases, fuels mistrust, especially when individuals reviewing the research
disagree on certain essentials (Ziegler, 2017). Finally, the frequent use of
‘science’ as justification and support for political action, tends to strain the
scientific voice (Langer et al, 2016).

The literature shows that despite numerous efforts at enhancing trust
for research results, current practices appear rather counterproductive.
By institutionalising content validation processes (through cherry-picked
publication, peer review and so on), by not responding directly and explicitly
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to questions from non-insiders, and by referring too often to science
as the pillar of their action, the actors seeking to build trust in science
and its achievements generate the opposite effect: suspicion and mistrust
are significantly high, leading to low institutional confidence (Lewicki
et al, 1998).

Trust and distrust in different contexts

To understand the different elements of trust, coming up with a clear
concept definition is essential. Generally, trust is a belief in the reliability
of an individual or entity. In the research context, therefore, trust relates
to people’s belietf in scientists, their findings and their use. Trust could be
treated as an action and a belief depending on the specific language used. In
the French context, there is no distinction between the act and the feeling
of trust. German and English users, however, distinguish between trust as
action and as a level of belief (Lewicki et al, 1998).

Numerous researchers have linked trust with economic development. This
argument is plausible as people with mutual trust are likely to cooperate in
different forms of economic activities, leading to the growth of profitable
companies. In addition, high levels of trust reduce monitoring, controlling
and litigating costs in economic relations. Researchers investigating the
connection between trust and economic outcomes do disagree as to the actual
nature of the concept since each group applies the term uniquely (Welsh
etal, 2008). For example, while psychologists consider trust a personal trait,
sociologists treat it as part of social structure, while economists view it as a
mechanism of economic choice.

To reconcile the social and economic arguments for trust, the conventional
theory was formulated in France in the 1980s. In it, the link between social
and economic aspects of trust is established on the basis that economic
actors within the institutional framework act as social actors by agreeing on
the conventions supposed to govern them (Simon, 1986). Therefore, these
social contracts, insisting on the common good over individual interest, form
the basis of trust in economic interactions among different parties. In that
regard, conventions make the behaviour of people much more predictable,
supporting an environment of trust in economic activities.

Trust and its components as described in literature.

The theoretical literature categorises trust as characteristic-based, process-
based and institution-based. Characteristic-based trust is trait-dependent,
while process-based trust relates to the confidence one party has in the others’
actions. Institution-based trust depends on the level of trust an organisation
elicits from people. Institutional trust is based on the trustworthiness of the
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different people working in particular organisations, avoiding mistrust by
having highly reputable people in organisations and setting standards for a
high level of organisational integrity (Hardy et al, 1998).

Identifying their modes of production is necessary to understand trust
and mistrust. The trust or mistrust manifested by an individual depends on
the intensity of social ties between individuals (Carucci, 2016). Personal
proximity, learning and experience significantly predict the trust or mistrust
between individuals. Confidence between individuals is built on their
ability to keep promises. Generalised trust, however, results from the social
structure, which requires the presence of contracts between parties as a
means of entering agreements. In the generalised trust context, therefore,
contracts, legal systems and institutional policies are required to build trust
between different parties in the broader socio-economic background. In the
contractual trust context, the likelihood of unethical behaviour generating
mistrust is mediated by a third party, which is, in most cases, the judiciary
(Brinkmann and Lentz, 2006).

The judiciary acts as a mechanism of avoiding mistrust by enforcing
predetermined legal provisions if contracts are breached. Unfortunately, in
the present research context, there are few readable sanctions in the event
of a breach of the social contract, explaining the lack of trust in research
institutions as economic actors rather than in the conceptual figure that is
science (according to Ben-Yehuda and Oliver-Lumerman [2017] less than
7.5 per cent of identified cases reach court).

In contrast to institutional trust, the literature shows that trust between
individuals is exclusively based on the personal traits of the persons involved.
This depends on a person’s belief in another’s loyalty rather than rational
risk calculation. Lack of trust in such interaction usually results from either
party not honouring their obligations. Since there are no contracts, in this
case, breach of trust in a personal context is much more complicated than in
the institutional context as there are no predetermined guidelines on what
should be done in any eventuality. The avoidance of breach of trust in the
personal context thus depends on the level of social interaction between the
individuals involved in personal agreements (Glover, 2018). As for trust in
research findings, legal contracts between researchers and the public might
not exist. It is, therefore, the role of the scientific community, the media
and politicians to ensure that necessary measures are enacted to establish
an atmosphere of trust between researchers and the public.

Findings

There has been a significant increase in the number of research results—
based fraud identified over the last few years, from both a research design
and a research use perspective. The two most plausible causes are either an
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actual increase in the number of unethical practices (including the so-called
post-truth environment) or an improvement of the vigilance in identifying
misconduct towards research at all levels (Fensham, 2014), including fact
checkers (d’Ancona, 2017). Vigilance has certainly increased the detection
of many cases, wrongful behaviour being the main reason for the increase.
The scientific community concurs that despite the application of advanced
detection measures, misconduct cases are still growing.

Lack of trust in scientific results: a question of neglect?

One of the leading causes of a lack of trust in scientific results is carelessness,
specifically as far as data (Veldkamp et al, 2017) is concerned. Negligence
in the way data is collected is structured. However, only a few forms of
neglect are commonly highlighted in research. The lack of critical thinking
about results and insufficient cross-checking leads to erroneous conclusions
and recommendations. There have been cases of lax data management at
various stages of the data-handling process, leading to a loss in the integrity
of the data, meaning that any analyses will have inherent inaccuracies. Some
researchers choose inappropriate methods and analytical tools; thus, the
collected data might be inaccurate or prone to being wrongly interpreted.
Likewise, cases of non-disclosure of information are important in the overall
success of the research. All these factors question the validity of any research
findings presented and hence the trustworthiness of scientific research. Finally,
it is also important not to neglect the truncated inclusion of scientific results
(selection bias) to claim scientific support for a given action (Geddes, 1990).

Lack of trust in scientific results: a question of conflict of interest?

In addition to the causes of mistrust in research outputs already discussed,
conflict of interest is another significant factor as far as trustworthiness is
concerned (Bekelman et al, 2003). In many cases, the researcher, or the
organisation funding the research, might have a vested interest in a particular
outcome. Such a situation skews the analysis of results towards the preferred
outcomes. It is, however, noted that conflict of interest is not necessarily a
misconduct per se unless their interests explicitly bias the researcher at any stage
of the research (McTighe, 2019). One avoidance mechanism, in that regard, is
being vigilant of one’s interests at all stages of the research process and ensuring
that these interests do not interfere with the data collection and analysis.

Lack of trust in scientific results: a question of societal demands?

One of the most important findings is the fact that countries compete in terms
of the number of yearly publications. In the current age, professional activity
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is usually subjected to quantitative evaluation, which has led to ‘Bibliometrics’
as one of the most critical measures of the success of the researchers of a
particular country. In this case, ‘Bibliometrics’ refers to the number of times
a country’s scientific publications are referenced in new publications. While
this does not directly imply untrustworthiness, the consideration of the mere
numbers of published works increases the likelihood of research that does
not meet international standards being published. Thus most of the research
studies in popular journals might not be appropriately validated raising
questions about their trustworthiness. An example of the shortcomings of
bibliometric indicators was seen in 2014 when Nature revealed that some
leading publishers were removing over 100 fake articles from their databases
(Van Noorden, 2014). This, therefore, points to the possibility of numerous
fake articles in less prestigious journals never being identified because nobody
will take time to scrutinise them. It is important not to neglect the appetite for
support by third parties. The less trustworthy the stakeholders are considered
(as shown by the Edelman (2019) Trust Barometer, described in the section
“Trust indicators’), the more likely they are to seek third-party validation of
their programme (Bradley, 2011), including in an adversarial way.

Limited and unveliable sanctions against unethical research or
unethical use of research

While research misconduct might be perpetrated by individual researchers,
the research ecosystem can foster a culture of untrustworthiness (Brown,
2013) since inappropriate use of research outcomes by a third party is seldom
considered (Frericks and Hoppner, 2019). One of the measures available
to combat unethical research behaviour is the law. The legal context could
allow mechanisms such as whistleblowing to pave the way for investigations
if ethical failures occur. The problem is that very few instances of research-
related misbehaviours have been reported. Besides, out of all the cases
reported, only a few end up in court, and most go unpunished. Additionally,
many institutions have internal ethical guidelines that give direction in case
of research misconduct. However, implementation is weak since the persons
conducting research are usually involved in their deployment, and these
tools — in an astonishing realisation of powerlessness — pay relatively little
attention to the misuse of research results (Bird, 2014). Moreover, there are
hardly any situations where cases of research misconduct or research results
misuse enter the legal system. This means that research-related wrongtul
acts are not taken as seriously as other kinds of fraud, increasing the chances
of the different actors in the research ecosystem participating in unethical
behaviour. Whistleblowing is further jeopardised by the fact that denouncing
the practices of peers, specifically when they are seniors, usually has severe
implications for careers (see Mueller, 2019).

61



Ethical Evidence and Policymaking

Trust indicators

Several tools have been developed over the years to measure people’s trust
in scientific research. The first is surveying in a binary (yes/no) or trinary
(yes/no/no opinion) format concerning people’s perceptions of scientific
research. One such tool, the Edelman (2019) Trust Barometer, makes it
possible to measure a lack of confidence with research in institutions such
as governments, companies, non-governmental organisations (NGOs)
and the media. A 2003 survey found that confidence in authorities was
diminishing in favour of confidence in peers. In recent years, this trend
has strengthened as a result of the advent of social networking sites, leading
to more connections between people of similar ideologies (Sturgis and
Smith, 2010).

Communication seems to be essential to correcting a lack of trust. In a
research study seeking ways to build trust in the organisational context,
findings indicate that 82 per cent of the respondents believed that fostering
a culture of clear and transparent communication was essential. However,
81 per cent of the respondents also hinted that for trust, communication
must be accurate regardless of acceptability (Brion et al, 2019). Regular
engagement between employees and managers and the presence of
managers during serious problems were identified as other factors for
fostering trust.

Responses to the confidence crisis

As far as the legal approach is concerned, countries deal with trust deficiency
in science in three different ways: explicitly stated statutory provisions
defining the procedures for addressing issues relating to research misuse; no
explicit legal national frameworks but specific institutional ethical codes that
address issues relating to scientific integrity (in which we include impacts
and adequate use of results); and no codified laws or rules relating to these
issues, with research ethics issues dealt with on a case-by-case basis.

At the institutional level, governance is found to play a profound role in
the overall trust relationship during innovations.

In any research project at the organisational level, there are numerous
stakeholders, including public, private, governmental, national and
international. The findings indicate that in research, each of these groups
protect their respective institutions, hence maintaining a biased view, which
makes objective research findings impossible. The EU-funded DEFORM
project (Gans-Combe et al, 2019) found that the different stakeholders
usually set divergent objectives depending on the specific bias of each
group. Focusing on outcomes favourable to each respective group leads to
potentially untrustworthy outputs.
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Limitations of current governance structures

The governance structures employed in the management of trust in
scientific research have several profound failures. The first is that while
there are clearly defined policies governing research aspects such as ethics
and accountability, there is poor implementation in relation to research
results’ (mis)use (Fox and Stoett, 2016). The second is that the governance
bodies in institutions such as universities place too much emphasis on visible
outcomes at the expense of policies meant to ensure the trustworthiness
of research in scientific, political and economic contexts. Besides, these
governance bodies have not established spaces where controversies
involving scientific research can be rigorously addressed. There usually
is confusion whenever cases of misconduct arise since the frameworks
necessary for implementing corrective measures are non-existent. Finally,
there are no tools to measure the bias in the interpretation of results in
their use outside the scientific sphere. Thus, political insights and the risk
inherent in a discovery (impact studies) are only rarely analysed ex ante,
which means that they become significant only when they arrive in the
public sphere (Nelkin, 1994), as is the case, for example, with CRISPR -
Cas9 and biohacking.

Testing the ‘misplaced response to the question asked’ hypothesis:
case study on academic orientation choices and trust impacts

To test our hypotheses, we set out to study an academic situation that today
generates one of the most impactful societal problems, the prevalence of
NEETS (people not in employment, education or training) and the reasons
for their situation, in particular by measuring the correlation between
misdirection — failure — and trust.

Academic work involves the dissemination and acquisition of knowledge
in both the university and the organisational context. However, most of the
research studies focusing on academic work collect knowledge and ignore
dissemination. The assertion of lack of trust in the knowledge sector is
therefore based on erroneous data since any available information collected
does not consider the academic industry in its entirety (Cavestro et al,
2007). The assertion is that the trust deficiency towards the academic world
is because education in higher learning institutions does not necessarily
give students the knowledge and skills required to meet their objectives
and answer questions such as: what path should I take to succeed? Higher
education makes a latent promise to provide answers concerning their social
positioning (Brown, 2003). This promise is the basis of the contract of trust
as defined earlier, between the future students and the educational institution.
We assume that as soon as the choice of orientation is made, the ability to

63



Ethical Evidence and Policymaking

succeed or fail in a given curriculum is established, and that the roots of
trust or lack of trust in the institution are established.

The data indicate a strong correlation between trust and the perception
of students towards the curriculum. From the equation investigating
adherence to curriculum, factors such as social ecosystems and learner
choices profoundly impact how students are attached to their specific fields
of study. More specifically, students are found to be more likely to have
positive attitudes towards their courses if their own persona most drives
them in selecting them. Higher chances of failure are observed where the
learner has to choose specific areas of specialisation due to pressures from
their social ecosystem. The intersection between the forced choices and
mistrust is argued to emerge from the amplification of negative experiences
at any stage of their studies. Negative feelings lead the learner to perceive
their academic choices even more negatively, ultimately resulting in
frustration and mistrust: 50 per cent of people interviewed in the trust
barometer indicate that the ‘system’ does not work for them, and the
percentage of trust in the institution especially has consistently remained at
the same level for 20 years; at 65-70 per cent, according to the indicators
(Edelman, 2019).

More importantly, we hypothesise that a poor response to the expectations
of future learners (whatever their age) misdirects and therefore fails, which
would explain why the population of graduates with a university degree or
equivalent remains relatively low in Europe (37 per cent: Eurostat, 2020).
The learner then enters a vicious circle of amplification of bad experiences
(bad orientation—bad social choices—bad careers—non-fulfilment [Cook-
Sather, 2002]). We know that accumulation of these negative experiences
leads to a lack of trust, completing the chain. If the sense of lack of trust
does not seem to be statistically verified when it comes to research activities,
perhaps knowledge transfer activities should be addressed; as, indeed, initial
analyses seem to verify.

Preliminary conclusion

Overall, the trust towards scientific research has been declining since
scientifically inadequate practices or biased interpretation of research results
are reported more than examples of prudent approaches, but this assertion is
hardly verified statistically. In many cases, unethical practices in the treatment
of research findings result from the expectations of various players. When
the results contradict the expectations of stakeholders, primarily the funders,
then researchers, in many cases, might be tempted to alter the findings
and align them with their promoters’ interests. Such bias generally leads to
inaccurate conclusions and recommendations by researchers according to
interested third parties. Public exposure of these cases, such as during the
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2007/08 financial crisis (Campbell, 2019), leads to the spread of mistrust
towards all scientific researchers regardless of the true situation.

Most of the ethical issues in research emerge at the institutional level.
A number of sentiments indicate the lack of clear procedures to fully address
ethical issues at the institutional level, that is, by including issues related
to the potential impact of research outputs and their use by third parties.
Additionally, even when there are clear procedures, the transter of fraud or
misconduct cases and improper research use to the legal system are very few.
Convictions for such ‘malpractices’ are thus virtually non-existent, meaning
that researchers and/or research end users generally have no fear even if they
present untrue findings, and it is even more the case for the end users of
such results who build their decision on them, such as in policymaking: no
policymakers advocating fake scientific results have ever been brought to
court. This shows weaknesses in the enforcement of research policies both
in institutions and in the law.

The issue of trust also arises as a result of societal demands

Countries compete for international rankings as this is paramount to their
attractiveness and competitiveness. For this, it is necessary to mass publish.
Aiming merely for a large number of publications, researchers engage in
numerous studies usually of limited quality. Published in second-rate journals,
these are typically inadequately scrutinised to reveal deficiencies. Even a
well-respected journal such as Nature has withdrawn articles subsequently
show to be deficient. Such exposure further increases the level of distrust
towards scientific outputs.

Some of the plausible interventions suggested as a response to ethical
failures in the treatment of research results include whistleblowing,
establishing ethical guidelines and creating robust governance structures.

Another intervention effective in different contexts in the past is peer-
reviewing research work. The problem arises, such as on climate change,
when the different individuals disagree on the methodologies and the validity
of the findings.

For the establishment of ethical guidelines, clearly defined policies are
essential to instruct all actors of the research chain in terms of the treatment
of findings. However, the principal limit to guidelines is that most of
them do not cover the issue of research outside the institution (impact
of research use) or even establish sanctions in the event of fraudulent
communication. In recent cases of a deliberately misleading interpretation
of climate change, NASA did not even demand a right of reply, allowing
fanciful interpretations on the subject to still flourish (Berardelli, 2020).
Most institutions poorly implement guidelines leading to malpractices,
leading to distrust.
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Furthermore, governance structures are not properly defined to regulate
supranational-level research policies and most importantly research output
usages. Different countries apply different approaches to governance in
research. Hence, no simple readability of the trust can be placed in a particular
research result or use.

Notwithstanding all these situations, which actually harm the research
world more than science itself, perhaps the problems of trust in the scientific
ecosystem are nested also in the fact that the knowledge industry is not
statistically approached in its entirety. Our case study thus shows that the
problem of trust also arises regarding transmission of knowledge, constituting
another important aspect of academic activity.

Three recommendations could be made towards a solution:

 consider the ‘knowledge industry’ as a whole when analysing situations
and attempting to provide solutions;

* extend the use of research results the operating rules already applied to make
such investigative processes transparent — in particular for policymaking
purposes — by providing for systematic procedures in the event of misuse
of research outputs (in particular for post-truth cases), which would be
simpler as the rules already exist (public corrigendum and so on);

e set up a recommendation tool rating the trust, which can be placed in
a given research governance and results use process, based on objective
criteria, such as the ethical ratings set up by Vigeo Eiris©.

For effective implementation, these would require adoption by the key
stakeholders. Their appetite to adopt this type of tool needs to be explored.

Phase 2: The mechanism of trust within the knowledge
ecosystem and validation of the demands of the
civil society

This phase is an effort to analyse the mechanism of trust within the
knowledge ecosystem and validate civil society’s demands in terms of tools
to restore confidence in the knowledge economy.

Due to a lack of trust in the knowledge and research industry, civil society
loses confidence and becomes more distant and unclear in its attitude
towards the industry though it generally trusts ‘science’ but not the actors
involved. Our research project aimed to construct tools and solutions to
enhance the bonds of trust between the stakeholders from civil society and
the knowledge industry.

In the previous phase, analysis of the mechanisms of trust within the
knowledge ecosystem has shown several strong expectations of civil society,
particularly in terms of transparency.
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Today’s demands are centred on the possibility of proposing objective
indicators and tools to measure the relevance of critical paths serving as an
operational foundation for increased trust while focusing on stakeholders’
demands. The following section deals with several issues such as the
identification of stakeholders’ understanding of knowledge economy (1) as a
whole, (2) as per its components, (3) the trustworthy players in the ecosystem
and (4) the parameters of lack of trust. Furthermore, an effort is made to
identify the methodologies and tools for building trust and confidence
and enhance adherence towards such tools. All these steps might help
provide insights on the remediation process in line with stakeholders’ views.
Considering all the arguments, our concluding report tried to establish a
remediation tool and provide sophisticated solutions to the knowledge
economy’s lack of trust.

Methodology

To understand who civil society sees as stakeholders in the knowledge
economy, the research team deployed the following method. The targeted
population included European civil society and those who affect it in any
way possible. For the study, state-of-the-art standard Cochran’s formula
(Cochran and Carroll, 1953) was applied to extrapolate the appropriate
sample size required to represent the whole population’s view adequately.
When calculated, the minimal requested sample was 1,359 individuals. To
avoid sample error, 1,688 invitations were issued, to which 1,479 replies were
received, giving a response rate of 87.61 per cent. The semi-randomised
cohort comprised adults with an annual household income of €20,000 or
more. Of the sample, 596 came from France, 550 from Germany and 542
from other EU Member States. This over-representation of the former two
countries’ has been weighted so that each country’s results have the same
relative weight as their population. Considering all the errors and responses,
a sample of more than 1,359 was obtained, fulfilling the minimum expected
sample. The process of questionnaire distribution was significantly difficult,
and various methods were applied. Two delivery methods, including usual
distribution channels (network and alumni database) and social pooling tools
(SurveyCircle and so on) proved inadequate in providing statistically viable
returns. Finally, the survey through professional panellists (Zoho Survey and
Prolific) provided statistically convincing data. The raw data was in both
text and numeric form. For refining data, we transformed the text strings
to numerical equivalents by using Python DF and split the lines into single
values of analysis using Python standard functions split.

The results were generated in which the first consideration was for
understanding of the knowledge economy by stakeholders in civil society.
Output tests affirmed the absence of any bias or errors.

67



Ethical Evidence and Policymaking

Stakeholders see knowledge-based society as primarily the result of
innovative approaches, regardless of the field, most promoted by the academic
world, the sphere of education and the beneficiaries of this knowledge with
a non-preponderant industrial research component and participation. Does
this mean that industrial players are not perceived as innovative, or that they
have little involvement in the strategic orientations underpinned by the
rationale of knowledge creation? This remains to be verified. Influencers
are not perceived as part of the innovation and knowledge ecosystem.

With this level of understanding of stakeholders, the team moved to the
second step related to understanding the determinants of the lack of trust
among civil society and holding those responsible who contribute to it.

The question of trust: the knowledge economy and knowledge
ecosystem, a fundamental distinction

Literature abounds regarding civil society’s trust in science, or rather scientists
(Brewer and Ley, 2013). However, institutions remain under question.
The ‘scientist’ as a person has more or less the same approval rating over
the last 30 years: around two thirds of respondents in all surveys, from the
old Eurobarometer 55.2 of 2001 to the more recent approaches available
in Switzerland (Science Barometer Switzerland, 2019), Germany (Science
Barometer — A Representative Survey of German Citizens on Science and
Research, 2017), Ireland (Science in Ireland, 2015) and many other European
countries. Our analyses show that institutions are not in this configuration.

Any confusion between the individual and their research ‘field’ is in
line with a question raised long ago of the personification of the scientific
approach (Campbell, 1975). This has guided the industry’s rhetoric for more
than half a century, including the management of its crises, particularly
in terms of responsible research. As noted in the DEFORM project,
the individual alone (and not his or her environment) often suffers from
sanctions related to real or supposed breaches, without the intrinsic causes
of such breaches being considered. This in no way excuses unwelcome, if
not fraudulent, practices but may explain them and thus make prevention
possible by amending the approach or establishing processes to anticipate
them (Ashmawy, 2018).

We find the deep roots of the dichotomy in this lack of questioning
of institutions that rely on individuals to avoid having to evolve (Zemba
et al, 2006). This can be seen between the literature that insists on the
continuity of trust in the scientist (the person) and his field (science), without
addressing how domains and people fit into society, particularly through
research organisations and dedicated ecosystems. The breakdown of trust is
happening at this level and has been for at least two decades (Millstone and
Van Zwanenberg, 2000).
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This proxy logic has created paradoxical situations, as witnessed during
the COVID-19 crisis where institutions were mistrusted, while fully fledged
members of these institutions were selectively listened to with deference.
The French case of Professor Raoult is emblematic in this respect. The latter
is well-established in the hospital ecosystem (he is a university professor
and hospital practitioner — PUPH in French — at La Timone in Marseilles),
yet he has not suffered from the population’s failure of confidence in the
institution of which he is a pillar (Ramli, 2019).

By focusing on the individual rather than the institution, even though
failures often stem directly from its governance problems, the latter has
sown the seeds of mistrust, particularly because permanence is no longer a
concept accepted by stakeholders being called upon every day to comply
with ‘changes’ imposed in ever-increasing numbers (Clarke, 2015). In other
words, by claiming to be immutable (or unchallengeable), institutions have
sown the seeds of a lack of confidence in them (Araiza, 1997), which allows
actors dependent on these organisations to position themselves in strong
opposition to them, only serving to increase doubts. Thus, this situation is
symptomatic of a growing conflict between individual knowledge actors
(scientists) wishing to be fully integrated into the knowledge ecosystem,
without the filter of institutions, and the latter, which are determined to
preserve their preponderance (Figure 3.1).

Conflicting approaches in the knowledge ecosystem

Increasingly, it is integrating into an ecosystem — more than just belonging to
one — that in a way allows an actor, even a scientist, to be impactful (Posner
et al, 2016). This institutional practice of individualisation/personalisation
of the lack of trust has adversely given primacy to the individual over the
ecosystem (if the latter faces the blame alone, why would it not benefit
alone from the successes?), making it difficult to identify the components
of the lack of trust, and therefore the targets of the actions for restoring this
trust (Puusa and Tolvanen, 2006). Even if it already seems interesting for
the institutions to think about escaping the personification of trust or lack
of trust, it is necessary to identify, in the process of building trust, what the
responsibility of the ecosystem and the actors is.

We have therefore formulated three questions about trust in the knowledge
economy and its actors in general and by typology. It is no longer science
that is being questioned but its different stakeholders. This is a strong
societal trend in the age of citizen science that tends to propose involving
citizens in the process of knowledge creation to increase confidence in its
outputs. Thus:
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Figure 3.1: Interrelationship between the individual and their institution in the knowledge ecosystem

-
Influences & impacts

Knowledge ecosystem

Field

Influences & impacts

r—-

._»

Influences

—— —— Influences — — —p -—

{}

Organisation Conflicting Individual
approaches knowledge agent

! (scientist?)

Influences & impacts

SunjewAdijod pue adUpIAT 1BIIYIT



Trust in institutions or the scientist?

1. Does trust in the field of science imply trust in the different players
concerned with the subject matter?

2. What component of the ecosystem receives the most positive feedback
from citizens? Hence, which level of trust is placed in the various players
making up the knowledge economy?

3. Which component of the ecosystem is more responsible for the lack of
trust? Thus identifying the boundary to the lack of trust.

Does trust in the field of science imply trust in the different players
concerned with the subject matter?

It is not the scientific ecosystem that is currently in question. There is a global
adherence, a generalised confidence in ‘science’ when not represented by an
operator. It is moreover probably on the basis of this conceptual trust that
citizens can appropriate — whether rightly or wrongly —scientific controversies
to feed their own doubts (Nguyen and Catalan, 2020) and express them
publicly through social networks (Waszak et al, 2018) by inventing their own
‘scientific demonstrations’, which may be oriented if not fallacious, but which
are always capable of being accepted by the public because of the alleged
authority and knowledge of the bearers of this type of message (Scheufele
and Krause, 2019): ‘doctors’ who promote alternative cures for lethal diseases
without adequate clinical evidence; child vaccination claimed to cause autism
despite mounting evidence to the contrary (Hopf et al, 2019).

But this is not our point. If science as such is not questioned by the
citizen (so little questioned that politicians tend to hide behind it when
an unexpected crisis occurs [Besley and Velasco, 2020]), one can very
legitimately wonder whether it is not the actors of the scientific world
who are at the root of the often-violent rejection of scientific outputs or
conclusions by some populations (Camargo and Grant, 2015). The debate is
not new, but if the literature abounds in theoretical readings and solutions,
the lack of an empirical approach to solving these questions is the probable
root of the doubt that persists not regarding science but its various operators.

‘We have therefore questioned the level of confidence of Europeans in the said
operators. For this, again with the help of the SciPy packages, we have undertaken
a certain number of analyses relating to the answers of our survey participants.

As a reminder, our approach consists of confirming the general confidence
granted to the scientific field and its actors without distinction (the ecosystem
of knowledge: Q2 and Q3), and, on the other hand, in giving a ‘score’ to
a level of confidence towards the different actors identified in the previous
questions (Q4). We considered each return separately and then carried out
parametric comparisons using state-of-the-art statistical data processing
tools: filtering methodologies (univariate analysis of variables: sorting,
distribution, histograms, bi- and multidimensional variate analysis of
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variables: sorting correlations, correlations, the test of the flat- and cross-
sorting, as well as factor analysis).

To facilitate the reading of what will follow, a quick reminder of what can
be expected from the latter tests is given next. Flat-sorting is the most basic
method, consisting of obtaining a statistical measure question by question
(the answer given by country to each question). It provides information on
the criteria most important to respondents. Statistics are measured simply
by dividing the number of responses per criterion by the total number of
responses. Cross-sorting is the integration of an additional variable to the
flat-sort to obtain statistics specific to each segment of the sample population.
The additional factor we have to consider here is the country of origin of
the respondents to report potential discrepancies between Member States
and/or Partner Countries. As detailed, all the available methods for data
analysis complied with different data types:

e Principal Component Analysis (PCA): a table of quantitative data of n
individuals with p variables; PCA represents similarities between rows
and links between columns.

* Correspondence Factor Analysis (CFA): contingency table representing
the crossing of two qualitative variables on a sample of size n.

e Multiple Correspondence Analysis (MCA): allows a CFA with p
qualitative variables performed using a complete disjunctive table.

* Discriminant Factor Analysis (DFA): allows description of the links
between the variable to be explained and the explanatory variables and
partition of all individuals into disjunctive classes.

* ANOVA: analysis of variance was also implemented.

This quick methodological parenthesis on the different statistical techniques
used being completed, the most significant results concerning Q2 (Trust in
the Knowledge Ecosystem/Industry) (see Figure 3.3).

There are a limited number of countries in which the maximum score
(10) was given (25 per cent). Thus, in France, Germany, Greece, Portugal
and the UK, confidence towards the Knowledge Industry (KI) in general is
higher compared to other Member States and/or Partner Countries. The
set mean is 5.73, median is 6 and the standard deviation is 2.844196. The
standard deviation is a measure of how spread out numbers are. Most scores
are between 3.2 and 8.8. The set is not widely scattered, which implies that,
despite certain disparities, there is one sort of consensus in Europe on the
issue of ‘conceptual trust in KI (see Figure 3.2).

In this context, and if players are trusted as a whole, how can the apparent
contradiction between these figures and the sense of lack of trust long echoed
by the main actors in the field (Benneworth, 2009) be explained? Could it be
that it is not the scientific stakeholders that are at stake, but some component
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Figure 3.2: Trust distribution in the knowledge industry
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of them? If so, which one? This hypothesis is going to be explored through
the analysis of the third question in our survey. Nonetheless, this sense of an
ecosystem on which citizens rely is somewhat confirmed by chart analysis
showing a negatively skewed set (see Figure 3.3). The left tail is longer; the
mass of the distribution is concentrated on the right of the figure and leans
towards higher scores (above 6). The distribution is thus left-skewed (despite
the fact that the curve itself appears to be skewed or leaning to the right).
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Figure 3.4: Trust in the knowledge ecosystem
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Furthermore, the mean (5.73) being slightly lower than the median (6),
we have limited, though outgoing outliers in the low end, which implies
that negative readings of the concept of trust in KE are more marginal (and
analytically mostly identified in Switzerland, France, the UK and Germany)
than the reverse.

In this respect, there is a certain bifurcation in these countries, as the
people with the most and least confidence in the ecosystem reside there
(see Figure 3.4). This observation, added to the fact that scores above 8 are
scarce in the set, tends to indicate that this statement of confidence does not,
for citizens, in any way mean a blank cheque for the scientific ecosystem.
Analysing the volatility of the concerned population would be interesting
to try to forecast a potential turnaround in the situation, but since this is a
predictive analysis, it is outside the scope of the current investigation.

Concerning question 3, the most significant results are shown in Figure 3.4.
The matter appears to be more disputed. Indeed, 39 per cent of the
participants did not express an opinion about trust in given social entities/
institutions (compared to only 12 per cent when the question was less
detailed). This reluctance to answer when the issues increase in granularity
has been observed for a long time (Tourangeau et al, 2000) and potentially
reflects two sociological trends: the feeling that the respondent lacks
sufficient knowledge of the field to make a commitment (but in this case,
these rates should be found on a majority of questions, which is not the
case) or the wish not to stigmatise this or that component of society (Lamont
and Mizrachi, 2013). In this case, it seems that we are in the latter instance.
In any event, the chart and statistical analysis shows that this questioning
is more problematic for participants at the European level: candles are less
homogeneous (see Figure 3.4), and analytically, the variance measuring
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Figure 3.5: ANOVA analysis comparing trust in science with trust in the scientist
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sample spread values is much higher than that expressed in the previous
query (11.417289 vs 8.0839839). There is clearly less consensus on this
topic than on the previous one. Median is higher — and in larger proportion
than in question 2 — than the mean (median = 5, mean = 3.690331), which
indicates again that the outliers are at the high end of the distribution,
in spite of the important amount of non-respondents which skew the
distribution to the right. This right skew is an oddity linked to the fact
that the lower bounds are extremely low relative to the rest of the data. In
other words, the propensity of survey participants to avoid answering is
emblematic of a situation explained earlier.

In the end, we compared the potential interactions between the two
questions. Broadly speaking, we asked ourselves whether the hypothesis
of inference from one question to the other could be verified, that is,
whether the answer on trust in research influenced the answer on research
stakeholders. It appears not, as the null hypothesis about a subject was
rejected and confirmed by the ANOVA analysis (Figure 3.5). The null
hypothesis can be thought of as a nullifiable hypothesis. That means one can
nullify it or reject it. What happens if it is rejected? It gets replaced with the
‘alternate hypothesis’, which postulates about what might be true about a
given situation. In our context of interrelation, the null hypothesis can be
worded as follows: ‘Does trust in the ecosystem automatically imply trust in
operators of this ecosystem?’. Logically, if this were the case, the answers to
the two questions should be statistically correlated. However, this correlation
does not exist. We can therefore say, in all objectivity, that it is not because
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a population has conceptual confidence in the knowledge ecosystem that it will have
the same confidence in the actors of the said ecosystem.

The reasons for this disenchantment have been abundantly analysed, but
the novelty lies in the fact that the problem of confidence in the ecosystem
of knowledge is clearly not a question limited to individuals (contrary to
the ‘rotten apples’ theory) but rather to the operators of the latter (Bonanno,
2015). Therefore the operators of knowledge would have to undergo
metamorphosis, and not the researchers backed by these operators — without
denying cases of fraudsters that remain merely low-signal incidents, even if
the financial impact is far from negligible. In this context, would it make
sense to move from witch-hunting to governance and organisational-failure
hunting as it is increasingly clear — as demonstrated by ‘Dieselgate’ — that
institutional deviations lead to personal deviations and not the other way round?

What component of the ecosystem receives the most positive and
negative feedback from citizens? Hence, which level of trust is
placed in the various players making up the knowledge economy?

The lack of confidence in the research operators being empirically established,
trying to identify which operators are concerned is now necessary. As already
mentioned, we have identified six components of stakeholders in the research
process. These six components are significant for what is today understood as
research actors in the broadest sense. This was confirmed in the first question
of this study. These six groups have been ranked to answer this question.

Pairwise comparisons show that we may strongly reject the null hypothesis
(p < 0.01) only for the pair of countries in medium grey and conclude
that only a limited number of countries differ in their views of the level
of trust directed towards industrial research. However, the grey graduation
indicates that these proportions are not all of the same intensity. Light grey
thus indicates a very strong presumption against the null hypothesis, while
medium grey indicates a weak presumption. The dark grey indicates, as
mentioned earlier, the absence of presumption against the null hypothesis
(Table 3.1).

It is, therefore, safe to say that the following findings show a relative
consensus at the European level. Furthermore, the statistics also show a high
rate of non-response, supporting the idea of a certain difficulty for participants
to take a stand when pointing the finger at this or that stakeholder as being
responsible for a situation.

This non-response rate could be problematic, leading to a bias in the
readability of the results, so we have weighted the results to reduce the
latter risk.

As we do not have precise information on the participants outside their
country of origin (this information was not collected to avoid a risk of
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Table 3.1: Absence of presumption against the null hypothesis

Austria

Austria

Belgium
Czech
Republic

Estonia
Finland
France
Germany
Greece
Hungary
Iceland
Israel
Latvia
Netherlands
Norway
Portugal
Slovenia
Spain
Sweden

Switzerland

United
Kingdom

X Czech
Belgium Republic
1 0.955785
0.955785 1
0.987289 0.935864
0.541464  0.459431
0.691739 0.625448
1.97466e-06 2.68012e-08
0.146483 0.078548
0.635401 0.535042
0.24885 0.174217
0.65347  0.670255
043004  0.352373
0.30003 0.244706
0.141227  0.0991838
0.617554 0.579878
0.557107 0.450122
0.248388  0.186958
0.633725 0.532886
0.634713 0.582531

0.00174489 0.000344928 0.000153493 0.000727876 0.00289554

0.492508

0.381318

Estonia

0.987289
0.935864

1

0.484104
0.664226
1.16967e-09
0.0650663
0.567383
0.170418
0.628493
0.366921
0.253154
0.0974038
0.606059
0.470292
0.188725
0.564907
0.613929

0.391128

Finland

0.541464
0.459431

0.484104

1
0.849991
9.75785e-10
0.270123
0.743523
0.495095
0.37941
0.805948
0.53803
0.262332
0.884567
0.851167
0.471371
0.743748
0.987717

0.95129

France Germany

0.691739 1.97466e-06
0.625448 2.68012e-08

0.664226 1.16967e-09

0.849991 9.75785e-10
1 1.0412e-06
1.0412e-06 1
0.283664 1.03096e-148
0.973951 2.25984e-41
0.442525 5.83064e-11
0.462654 0.00105663
0.692571 9.06773e-08
0.476737 0.000940691
0.245577 0.00110169
0.806574  0.0288477
0.93208 2.01992e-66
0.420608 2.02851e-05
0.975038 2.34103e-43
0.879869 0.00101946

0.849855 3.59468e-172

Greece

0.146483
0.078548

0.0650663

0.270123
0.283664

Hungary
0.635401
0.535042
0.567383

0.743523
0.973951

1.03096e-148 2.25984e-41
1 0.00172319

0.00172319
0.768243
0.174548
0.490703

0.99267
0.572777
0.791636

0.000175683
0.996226

0.00130616

0.565361

2.95681e-10

1
0.179562
0.428163
0.538357
0.351886
0.112824

0.77425
0.772589
0.244485
0.997435

0.83866

0.00719374 3.37729e-05 1.45145e-07

0.532066

Iceland

0.24885
0.174217

0.170418

0.495095
0.442525
5.83064e-11
0.768243
0.179562

;

0.224246
0.703441
0.883932
0.523147
0.867185
0.214819
0.864716
0.177312
0.679558
0.00218404

0.249147

(continued)
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reverse engineering, a major non-compliance with the GDPR [General
Data Protection Regulation]). We consider that, precisely in view of this
volume of non-response, which manifests itself only in this question, there
could be a risk of systematism of certain answers.

To avoid our samples not accurately reflecting the general population, we
have chosen, rather than accept a poor match between the sample and the
population, to use weights to bring the two more closely into line. This is
known as ‘non-response weighting’.

The reweighting methods consist of dealing with non-response by
modifying the survey weighting of respondents, to fill in the absence of
certain answers. Each individual k is then assigned an answer probability c,,
and if this is known for all individuals, then unbiased estimators are available
using the respondents’ responses weighted by survey weights divided by
the probabilities of answer. In the case of estimating a total Y and a simple
random sample design of n individuals among N, we obtain the following
unbiased estimator:

Equation 1 reweighting estimator

Z“’kYk

keR

. Y, Y,

— § k — § k —

Y= TXc, n Bl
keR %k CK keR XCK

where R is the set of survey respondents, m,_is the probability of inclusion
of the individual k in the sample (equal here to n/N) and w, is the modified
weight of respondent k. However, we assumed that the distribution in the
responding population was the same as in the non-responding population.
Of course, this is debatable from a methodological point of view, but the
lack of precise information (see earlier regarding regulatory constraints on
data processing) leads us to this hypothesis. It is therefore the intensity, not
the distribution, of this population that the analysis has impacted.

At the same time, identifying these components is deemed essential to
build the trust and to attribute the responsibilities to the people. So, three
questions were formulated. As the results from the previous phase of the
study made it clear that it was not the science that creates mistrust but
the different stakeholders that make it up, the questions targeted those
stakeholders. The questions included in the research are: (1) Does trust in
the field of science imply trust in the different players concerned with the
subject matter? (2) What component of the ecosystem receives the most
positive feedback from citizens? Hence, which level of trust is placed in the
various players making up the knowledge economy? (3) Which component
of the ecosystem is more responsible for the lack of trust? Thus the perimeter
of the lack of trust was identified.
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Deriving insight from the survey questionnaires, the discussions on these
questions are held. It is concluded that if a population has conceptual
confidence in the knowledge ecosystem, it does not imply that it will have the
same confidence in the actors of the said ecosystem. This point has effectively
distinguished between the concepts of science and the actors dealing with
it as proposed earlier. Second, no knowledge ecosystem stakeholders score
either positively or negatively, except for influencers (that is, agents having
the ability to influence end users of a product or service by promoting or
recommending the items on social media and beyond). As such, no actors
are trusted or distrusted except influencers who are clearly distrusted.
Third, academic research collects the most trust markers. However, it is
also considered relatively responsible for the problems of trust raised by
the knowledge economy. Fourth, industrial research received a relatively
good confidence score from civil society. Fifth, researchers (243 responses)
and public research and innovation policymakers including ministries and
research organisations (283 responses) are primarily responsible for the lack
of confidence in the knowledge ecosystem. Further, respondents give a
good confidence score to the end users of the knowledge economy’s outputs
(patients, and so on), which pleads for the deployment of citizen science
as a future important part of this ecosystem. After the second round, the
lack of trust was placed on private financiers (464 cumulative responses).
Finally, after the two questioning rounds, 42 per cent of the population
found it difficult to attribute responsibility for a lack of confidence in the
knowledge ecosystem, indicating a problem in understanding the granularity
of its components.

Conclusion

Public trust in research and policy is a key theme of this volume.
Understanding the issues of civil society regarding lack of trust towards
stakeholders in the knowledge economy, the remediation process is presented.
The process focuses on identification of the potential methodologies and
tools for rebuilding trust and confidence in the knowledge economy and
ecosystem. The process proposed is considered useful by the consensus
between the participants of the study. The first phase of study already made
clear the significant expectation for transparency in the development of
policies relating to the knowledge ecosystem. Policymakers should take
this into account in their work. How they develop policy and the evidence
they depend on can help or hinder the development of trust. Additionally,
objective tools are needed to assess and make this degree of transparency
visible. In fact, the public’s approach seems not to be focused on insincere
discourses claiming to better governance in the knowledge economy. They
are more focused on a tool strengthening confidence in the knowledge
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economy: a tool providing a greater visibility by tracking down and reducing
the misuse of research results, enhancing the social legitimacy of the research/
innovation and making effective the data sourcing. Citizens ask to become
actors in R&I (research and innovation) advances and therefore wish to
understand them before adopting them: evoking the progress of a research
project in the form of a beautiful narrative is largely insufficient to build
trust, and pedagogical marketing of innovation — and public policies in this
area — need to be built. The format of the tool of trust should preferably be
set by recommendations and not solely by relying on documents.

Furthermore, interactivity and participatory trust building is greatly
needed. Stakeholders considered that the economic modelling should be
established ex post and not ex ante. They also desire to see the tool become
part of a certain universality, in line with what people understand today of
the knowledge society. Finally, they support the idea that machine learning-
based recommendation tools and indicators could be integrated into the
appraisal processes of R&I proposals to promote operational objectivity
with respect to their strategic positioning. In a nutshell, the interests of civil
society towards the knowledge economy — what can be named the societal
expectations of civil society toward the knowledge economy — were found
to be of general interest. In other words, knowledge can be taken as a common
good that creates meaning rather than economic value.

Note

! The Volkswagen emissions scandal, also known as Dieselgate or Emissionsgate, designates

a fraud uncovered by the United States Environmental Protection Agency (EPA),
which led in 2015 to the issuance of a formal notice of violation of the Clean Air Act
to the Volkswagen Group. The agency had found that the automaker had intentionally
programmed diesel engines to activate their emissions controls only during laboratory
emissions testing, which caused the vehicles to artificially meet legal emissions standards
during regulatory testing, while they emitted up to 40 times more in real-world driving.

References

Araiza, W.D. (1997) ‘Democracy, distrust, and the public trust: Process-
based constitutional theory, the public trust doctrine, and the search for a
substantive environmental value’, UCLA Law Review, 45: 385.

Ashmawy, 1.LK.I. (2018) ‘Maintaining ethical behaviour in universities
adopting the integrity approach’, in B.M. de Waal and P. Ravesteijn (eds)
Proceedings of the 14th European Conference on Management, Leadership and
Governance, Reading: ACPI, p 10.

Bateson, G. (1941) ‘IV. The frustration-aggression hypothesis and culture’,
Psychological Review, 48(4): 350-5.

Bekelman, J.E., Li, Y. and Gross, C.P. (2003) ‘Scope and impact of financial
conflicts of interest in biomedical research: a systematic review’, JAMA,
289(4): 454-65.

81



Ethical Evidence and Policymaking

Benneworth, P. (2009) The Challenges for 21st Century Science: A Review of
the Evidence Base Surrounding the Value of Public Engagement by Scientists,
Universiteit Twente: Center for Higher Education Policy Studies.

Ben-Yehuda, N. and Oliver-Lumerman, A. (2017) Fraud and Misconduct
in Research: Detection, Investigation, and Organizational Response, Ann
Arbor: University of Michigan Press.

Berardelli, J. (2020) ‘10 common myths about climate change — and what
science really says’, 27 February, CBS News, available from: https://www.
cbsnews.com/news/ climate-change-myths-what-science-really-says/
[accessed 26 January 2022].

Besley, T. and Velasco, A. (2020) ‘Politicians can’t hide behind scientists
forever — even in a pandemic’, #LSEThinks [blog|, 6 May, available
from: https://blogs.Ise.ac.uk/covid19/2020/05/06/politicians-cant-hide-
behind-scientists-forever-even-in-a-pandemic/ [accessed 26 January 2022].

Bird, S.J. (2014) ‘Socially responsible science is more than “good science’”,
Journal of Microbiology & Biology Education, 15(2): 169—=72.

Bonanno, E.R. (2015) ‘An evidential review of police misconduct: officer
versus organization’, 2015 Undergraduate Awards, available from: https://
ir.lib.uwo.ca/ungradawards_2015/9/ [accessed 8 April 2022].

Bradley, R.S. (2011) Global Warming and Political Intimidation: How Politicians
Cracked Down on Scientists as the Earth Heated Up, Amherst, MA: University
of Massachusetts Press.

Brewer, PR. and Ley, B.L. (2013) “Whose science do you believe? Explaining
trust in sources of scientific information about the environment’, Science
Communication, 35(1): 115-37.

Brinkmann, J. and Lentz, P. (2006) ‘Understanding insurance customer
dishonesty: outline of a moral-sociological approach’, Journal of Business
Ethics, 66(2/3): 177-95.

Brion, S., Mo, R. and Lount, R.B., Jr (2019) ‘Dynamic influences of power
on trust: changes in power affect trust in others’, Journal of Trust Research,
9(1): 6-27.

Brown, A. (2013) ‘Understanding pharmaceutical research manipulation in
the context of accounting manipulation’, Journal of Law, Medicine & Ethics,
41(3): 611-19.

Brown, P. (2003) ‘The opportunity trap: education and employment in a
global economy’, European Educational Research Journal, 2(1): 141-79.

Camargo, K., Jr and Grant, R. (2015) ‘Public health, science, and policy
debate: being right is not enough’, American Journal of Public Health, 105(2):
232-5.

Campbell, J.A. (1975) ‘The polemical Mr. Darwin’, Quarterly Journal of
Speech, 61(4): 375-90.

Campbell, J.L. (2019) ‘Self-responsibility gone bad: institutions and the 2008
financial crisis’, American Behavioral Scientist, 63(1): 10-26.

82



Trust in institutions or the scientist?

Carucci, R. (2016) “Why ethical people make unethical choices’, Harvard
Business Review, available from: https://hbr.org/2016/12/why-ethical-peo
ple-make-unethical-choices [accessed 26 January 2022].

Cavestro, W., Durieux, C. and Monchatre, S. (2007) Travail et reconnaissance
des compétences, Paris: Economica.

Cochran, W.G. and Carroll, S.P. (1953) ‘A sampling investigation of the
efficiency of weighting inversely as the estimated variance’, Biometrics, 9(4):
447-59.

Cook-Sather, A. (2002) ‘Authorizing students’ perspectives: toward trust,
dialogue, and change in education’, Educational Researcher, 31(4): 3—14.

Clarke, J.A. (2015) ‘Against immutability’, Yale Law Journal, 125: 2.

d’Ancona, M. (2017) Post-Tiuth: The New War on Tiuth and How to Fight
Back, London: Random House.

Edelman (2019) Edelman Tiust Barometer: Global Report, available from: https://
www.edelman.com/trust/2019-trust-barometer [accessed 8 April 2022].

EUROSTAT (2020) Population by educational attainment level, sex and
age (%) - main indicators, available from: https://ec.europa.eu/eurostat/
statistics-explained/index.phprtitle=File:Share_of_the_population_by_
educational_attainment_level_and_selected_age_groups,_2020_(%25).png
[accessed 8 April 2022].

Fensham, PJ. (2014) ‘Scepticism and trust: two counterpoint essentials in
science education for complex socio-scientific issues’, Cultural Studies of
Science Education, 9(3): 649-61.

Fox, O. and Stoett, P. (2016) ‘Citizen participation in the UN sustainable
development goals consultation process: toward global democratic
governance?’, Global Governance, 22(4): 555-74.

Frericks, P. and Hoppner, J. (2019) ‘“The turn toward self-responsibility
in current societies: differences, challenges, and perspectives’, American
Behavioral Scientist, 63(1): 3-9.

Gans-Combe, C., Faucheux, S., Kuszla, C., Petousi, V. and Tina, G. (2019)
DEFORM Main Findings: A Policy Report, available from: https://papers.
ssrn.com/sol3/papers.cfm?abstract_1d=3389414 [accessed 26 January 2022].

Geddes, B. (1990) ‘How the cases you choose affect the answers you
get: selection bias in comparative politics’, Political Analysis, 2: 131-50.

Glover, S. (2018) “Who do they think we are? Politicians imagine the nation’,
Griffith Review, 61, available from: https://www.griffithreview.com/artic
les/who-do-they-think-we-are-politicians-imagine-australia/ [accessed
26 January 2022].

Hardy, C., Phillips, N. and Lawrence, T. (1998) ‘Distinguishing trust and
power in interorganizational relations: forms and facades of trust’, in C. Lane
and R. Bachman (eds) Tiust Within and Between Organizations: Conceptual
Issues and Empirical Applications, Oxford: Oxford University Press, pp 64—87.

83



Ethical Evidence and Policymaking

Hopf, H., Krief, A., Mehta, G. and Matlin, S.A. (2019) ‘Fake science and
the knowledge crisis: ignorance can be fatal’, Royal Society Open Science,
6(5): art 190161, available from: https://doi.org/10.1098/rs0s.190161
[accessed 26 January 2022].

Lamont, M. and Mizrachi, N. (eds) (2013) Responses to Stigmatization in
Comparative Perspective, London: Routledge.

Langer, L. Tripney, J. and Gough, D. (2016) The Science of Using
Science: Researching the Use of Research Evidence in Decision-Making, Final
Report, London: EPPI-Centre Social Science Research Unit UCL Institute
of Education University College London, available from: http://www.
alliance4usefulevidence.org/assets/Science-of-Using-Science-Final-Rep
ort-2016.pdf [accessed 17 August 2019].

Lewicki, R.J., McAllister, D.J. and Bies, R.J. (1998) “Trust and distrust: new
relationships and realities’, Academy of Management Review, 23(3): 438-58.

Millstone, E. and Van Zwanenberg, P. (2000) ‘A crisis of trust: for science,
scientists or for institutions?’, Nature Medicine, 6(12): 1307-8.

McTighe, T. (2019) “What is considered a conflict of interest or what to
disclose in lectures and publications?’, Reconstructive Review, 9(1), available
from: https://doi.org/10.15438/11.9.1.221 |accessed 26 January 2022].

Mueller, T. (2019) Crisis of Conscience: Whistleblowing in an Age of Fraud,
London: Atlantic Books.

Nelkin, D. (1994) ‘Forbidden research: limits to inquiry in the social
sciences’, in E. Erwin, S. Gendin and L. Kleiman (eds) Ethical Issues in
Scientific Research: An Anthology, London: Routledge, pp 355-70.

Nguyen, A. and Catalan, D. (2020) ‘Digital mis/disinformation and public
engagement with health and science controversies: fresh perspectives from
Covid-19’, Media and Communication, 8(2): 323—8.

Posner, S.M., McKenzie, E. and Ricketts, T.H. (2016) ‘Policy impacts
of ecosystem services knowledge’, Proceedings of the National Academy of
Sciences, 113(7): 1760-5.

Puusa, A. and Tolvanen, U. (2006) ‘Organizational identity and trust’,
Electronic Journal of Business Ethics and Organization Studies, 11(2): 29-33.
Ramli, A.H. (2019) ‘Patient trust on The Hospital Service Delivery System’,

Business and Entrepreneurial Review, 16(1): 17-30.

Robert Bosch Stifttung Science Barometer (2017) A Representative Survey
of German Citizens on Science and Research, available from: https://www.
bosch-stiftung.de/en/project/science-barometer-representative-survey-
german-citizens-science-and-research [accessed 8 April 2022].

Scheufele, D.A. and Krause, N.M. (2019) ‘Science audiences, misinformation,
and fake news’, Proceedings of the National Academy of Sciences, 116(16):
7662-9.

84



Trust in institutions or the scientist?

Science Foundation Ireland (2015) Science Foundation Ireland—Science in
Ireland Barometer: An Analysis of the Irish Public’s Perceptions and Awareness of
STEM in Society, available from: https://www.sfi.ie/resources/SFI-Science-
in-Ireland-Barometer.pdf [accessed 8 April 2022].

Simon, H.A. (1986) ‘Rationality in psychology and economics’, Journal of
Business, 59(4, Pt 2): S209-5224.

Sturgis, P. and Smith, P. (2010) ‘Assessing the validity of generalized trust
questions: what kind of trust are we measuring?’, International Journal of
Public Opinion Research, 22(1): 74-92.

Tourangeau, R.., Rips, L.J. and Rasinski, K. (2000) The Psychology of Survey
Response, Cambridge: Cambridge University Press.

University of Zurich Department of Communication and Media Research
- IKMZ - Westfilische Wilhelms-Universitdit Miinster - Institut fiir
Kommunikation (2019) Science Barometer Switzerland, available at
https://wissenschaftsbarometer.ch/en/science-barometer-switzerland/
[accessed 8 April 2022].

Van Noorden, R. (2014) ‘Online collaboration: scientists and the social
network’, Nature, 512(7513): 126-9.

Veldkamp, C.L.S., Hartgerink, C.H., van Assen, M.A. and Wicherts, J.M.
(2017) “Who believes in the storybook image of the scientist?’, Accountability
in Research, 24(3): 127-51.

Waszak, PM., Kasprzycka-Waszak, W. and Kubanek, A. (2018) “The spread
of medical fake news in social media—the pilot quantitative study’, Health
Policy and Technology, 7(2): 115-18.

Welsh, R., Glenna, L., Lacy, W. and Biscotti, D. (2008) ‘Close enough but
not too far: assessing the effects of university—industry research relationships
and the rise of academic capitalism’, Research Policy, 37(10): 1854—64.

Zemba, Y., Young, M.]. and Morris, M.W. (2006) ‘Blaming leaders for
organizational accidents: proxy logic in collective-versus individual-agency
cultures’, Organizational Behavior and Human Decision Processes, 101(1):
36-51.

Ziegler, R. (2017) ‘Trusting science in an age of distrust’, EuroScientist, 13
December, available from: https://www.euroscientist.com/trusting-scie
nce-age-distrust/ [accessed 4 December 2018].

85



4

Modes of influence: what can we learn
from international codes of ethics
for health-related research?

Helen Busby

Introduction

Many international ethics codes and guidelines exist for health-related
research.’ The Declaration of Helsinki, first promulgated in 1964, is
recognised as a foundational statement in international research ethics. This
milestone Declaration might seem inevitable in retrospect, following as it
did some years after the Nuremberg Code was devised in the aftermath
of the Second World War, yet historians have underlined that the road
to Helsinki was not a straight one: proposals to develop an international
medical research ethics code were greeted at first with considerable
ambivalence and resistance by the World Medical Association (WMA;
Bonah and Schmaltz, 2020). Despite its troubled beginnings, the Declaration
formulated and asserted the rights of research subjects in clinical studies
for future generations: historians, ethicists and clinicians, among others,
have given extensive attention to its place in the architecture of post-war
clinical research.’

The domain of health-related research has expanded greatly since the
formative work was undertaken for the early Declaration. Following the
Alma-Ata Declaration of 1978, a broad approach to health promotion
emerged as key to the attainment of the World Health Organization’s
‘Health for All’ strategy.” Public health approaches were widely advocated,
and multidisciplinary approaches to global health challenges gradually came
to the fore. Added to the emphasis on a holistic approach to well-being
that characterised this influential movement, a more recent ‘One Health’
movement mandated the bringing together of different disciplines to research
health across different sectors — such as animal health, food and environmental
safety —alongside human health (Lebov et al, 2017). Even for specific diseases
that have dominated research endeavours in global health — such as malaria,
TB and other endemic diseases —a broad perspective was now understood to
be necessary. To this we can add the increasingly sophisticated contributions
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of epidemiology and the social sciences to international health research
(Dankwa-Mullan et al, 2010). Finally, the embedding of the Sustainable
Development Goals in the architecture of the United Nations and its health
agencies further underlined the breadth of approach needed to achieve the
desired health improvements (Buse and Hawkes, 2015). Thus, the research
agenda in global health has moved well beyond clinical research.

Helsinki (as it will be referred to here for brevity) was amended no fewer
than seven times over the subsequent decades, in addition to the several notes
of clarification that were issued on specific points. While earlier revisions
focused on extending and updating the text, substantial changes were
introduced in subsequent years. In response to widespread concerns arising
from the conduct of clinical trials in countries with low resources, a new
requirement was introduced into the 2000 version to emphasise the need for
research to be responsive to the health needs of study populations. Expanded
in 2008, this clause sought to address the transition of participants and their
healthcare after the end of a research study, at which point they could be
placed in a highly vulnerable position.* More generally, this version marked
a shift from a focus on individual research subjects to include a broader
emphasis on equity and justice. The debate crystallised around HIV trials
undertaken in countries that could offer only limited treatment options for
AIDS (Schuklenk, 2001). The trialling of HIV antiretroviral drugs without
due consideration of what would come next, after the researchers had left
the study population behind, had come to be seen as highly problematic
(Lurie and Wolf, 1997). However, as critics of this requirement observed from
the outset, researchers may not be able to obtain funding for the provision
of care after the end of trials and are rarely in a position to shape public
policy in host countries. Most were in agreement that greater attention
should be given to the provision of successful treatments to the communities
and countries where they had been trialled. Yet tension and disagreement
raged about the extent to which the Declaration should require specific
solutions to this problem or advocate for justice in broad terms. Meanwhile,
alternative approaches to the problem of inequalities in international drugs
trials were being formulated, including the Cordoba Declaration from the
Latin American and Caribbean Bioethics Network, which promoted a
more radical approach that ultimately influenced the UNESCO bioethics
committee report on benefit sharing.”

When the 2013 version of Helsinki emerged, it formulated post-trial
obligations for research sponsors and host country governments, as well
as for researchers (Mastroleo, 2016). By this time, however, while many
countries had referenced earlier versions of Helsinki in their domestic laws,
most simply retained these original references. The stepping back from the
later versions was more overt among the US regulators, with the Food and
Drug Administration (FDA) having by the mid-2000s signalled its intention
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to recognise only the 1989 version.® But in Europe too, various versions of
Helsinki were referenced in domestic laws, as well in EU laws and policies.”
Ultimately, the fraught process of revising the Declaration came to be
associated with the fracturing of a fragile consensus around international
trial ethics. Nevertheless, even as challenges to some of the provisions of
the Declaration raged, an allegiance to the principles it set out remained
essentially universal.

The CIOMS guidelines on research ethics

We now turn to a set of guidelines for ethics in health-related research whose
development was facilitated by policymakers in international organisations,
for whom there was an imperative for such a code to be developed for
application in broader settings including the Global South. The Council for
International Organizations of Medical Sciences (CIOMS), established in
1949 by WHO and UNESCO to facilitate international exchange of views
on medical science, had been functioning for some time within the nexus
of international organisations. The development and safe use of medicines
had been a primary theme for the organisation’s meetings, and many of its
working groups focused on various aspects of pharmacovigilance. Following
the adoption of the goal of Health for All, we began to see the emergence of
a broader field of health-related research. Now CIOMS would be mobilised
to take forward a policy-oriented set of ethics guidelines for international
research. To a considerable extent, the CIOMS research ethics guidelines
first emerged from dissatisfaction at an international level with lack of
agreement between countries about how the Helsinki Declaration should
be implemented — as well as need for more diverse stakeholders to have an
input (Schmidt, 2020). Officially, the guidelines are presented in terms of
applying the Helsinki principles to research in low- and middle-income
countries. However, as will be indicated later, they are characterised by an
engagement with broader dimensions of justice and fairness in relation to
the global health agenda.

The CIOMS guidelines were first published in 1982 under the title
Proposed International Ethical Guidelines for Biomedical Research
Involving Human Subjects.” From the outset, the guidelines aimed to
provide ‘internationally vetted ethical principles and detailed commentary
on how universal ethical principles should be applied, with particular
attention to conducting research in low-resource settings’ (CIOMS,
2016: viii). From the early 1990s, the CIOMS working group recognised
the substantive concerns that were emerging about the conduct of clinical
research in low-resource settings, and addressed these as a central concern.
Whereas earlier versions were directed at clinicians and focused on
biomedical research, later editions addressed the wider research community
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of researchers, funders and sponsors, and encompassed approaches such
as the use of data in health-related research. While still concerned with
the ‘classic activities that fall under health-related research’, the most
recent guidelines evidence an engagement with a wide range of issues
such as capacity building, community engagement, vulnerability, and
research in disaster settings (CIOMS, 2016: ix). Among the significant
innovations in 2016 was the emphasis on social value alongside scientific
value as necessary criteria for ethical research.” It was no longer considered
sufficient justification for scientists to demonstrate that they wanted to
further their understanding and contribute to knowledge in the scientific
community: proposals undergoing ethics review must now be evaluated
in terms of their contribution to social good as well. The concept of
social value as a threshold criterion for ethics evaluation has generated
extensive debate, and is not uncomplicated to apply in practice (Rid and
Shah, 2017; Wenner, 2017). However, this anchoring of ethics review to
wider social contexts is a significant achievement in terms of broadening
ethics evaluation to include a consideration of priorities in health research
(Barsdorf and Millum, 2017; Lutge et al, 2017).

Although it is beyond the scope of this chapter to map all the many
international codes and frameworks of health research ethics, two other
such documents that have considerable currency will be mentioned here.

We turn next to the Good Clinical Practice Guidelines (GCP; ICH, 2016),
which provide guidance for the conduct of pharmaceutical studies. These
guidelines were first issued in the form of a Note for guidance on Good
Clinical Practice, under an agreement between the EU, the US and Japan
under the auspices of the International Conference on Harmonisation of
Technical Requirements for Human Use (ICH, 2016)."" The GCP, as its
name suggests, aims to define the standards and organisational arrangements
for the conduct of clinical pharmaceutical trials. It is significant that review
by an ethics committee is stated to be one of the criteria for good conduct,
as is properly obtained informed consent. However, GCP provides a
‘thinner’ description of ethical responsibilities than CIOMS or Helsinki,
and indeed this is consistent with the ICH’s goal of achieving equivalence
between pharmaceutical trials being conducted in different countries, so
as to facilitate mutual recognition of research findings and, ultimately, of
medicinal products. While it achieved its status gradually with the allegiance
of professional bodies, GCP is now recognised to be the code for pharma
researchers and trialists internationally and as such is widely used to inform
professional training. In addition, GCP was adopted as guidance by regulatory
agencies and eventually achieved a quasi-regulatory standing through being
referenced in key laws and regulations in the fields. Nevertheless, GCP
is formally a standard-setting document. Given its tight parameters and
specificity, the code describes procedures rather than articulating moral
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principles: as such, it is less influential beyond the professional domain of
pharmaceutical research than Helsinki and CIOMS.

Finally, the Oviedo Convention or, to give it its full name, the Convention
for the Protection of Human Rights and Dignity of the Human Being with
regard to the Application of Biology and Medicine, must be acknowledged
as central to the canon. This framework document was drafted by bioethics
experts for the Council of Europe, and signed and ratified by some Council
members and by a number of non-member countries."" The document
sets out broad, general principles, based on the minimum ethical standards
accepted across the membership at the time. The scope of the document is
extensive, ranging as it does across developments in medical science including
research, and the principles set out echo those of Helsinki, emphasising
human dignity, primacy of the person, and equity. Correspondingly less
attention is paid to the specificities of research. Given its philosophical
sweep, the Oviedo framework does not provide guidance for the day-to-
day situations faced by researchers and research stakeholders. Nor is there
recourse for individuals to claim that their rights under the Convention have
been breached, as the Convention works at the state level. Nevertheless,
the Convention is seen (especially by lawyers) as a unique achievement in
the field of bioethics — being binding on the states that have signed it — and
is considered to ‘represent a historical step in the elaboration of a common
European biomedical law’ (Andorno, 2005: 135). However, the absence of a
consensus and a fuller set of signatories and ratifications seems to undermine
this claim, and even within its own terms, the Convention must be considered
only a partial success.

Even bearing in mind that the description given is highly selective in
relation to the many normative documents in health-related research, it serves
to emphasise the extent to which ethics guidance has become codified in this
field. We should not, of course, confuse the proliferation of ethics guidelines
with an absence of harm in health-related research. As early as 1999, Arthur
Kleinman wrote that codified ethics norms ‘risk irrelevance’ when applied
without a deep understanding of the context of human experience in such
research (Kleinman, 1999: 72). Ironically, there is little research about how
ethics guidelines impact on or shape research design and conduct in the
field. Indeed, it has been convincingly stated that, to a considerable extent,
‘practice overwhelms ethics’ under the pressure of commercial imperatives
in the clinical trials industry (Petryna, 2009: 31). It has to be accepted then
that such guidance is only a resource for the various actors in the field. To
the extent that ethics codes are meaningful and influential for individual
actors, they may help to shape a culture of research integrity. However,
it is difficult to locate any research exploring this empirically. In the next
section we shall begin to evaluate the mechanisms by which these codes
have achieved some influence.
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Theorising modes of influence

The ethics codes and declarations referred to are sometimes seen as pillars
of research ethics regulation in the health field.”> There is no doubt that
Helsinki, having been pre-eminent in the formative decades of the post—
Second World War years, became effective in legal terms through its
incorporation into many national and international laws and codes. However,
there is also a wider political dimension to the Declaration: with Helsinki, we
can discern a threshold after which the self-regulation of research by medical
professionals without reference to others’ interests became unacceptable. It
has to be conceded that this was a slow-moving paradigm shift that took place
over some decades, but still, a momentous one. Nevertheless, controversies
have characterised its progress over time, and the status of the Declaration
itself as the primary point of reference for research ethics was, in practice,
gradually relinquished by key stakeholders.

By contrast, the CIOMS ethics guidelines drew inspiration from
community engagement approaches and work being undertaken in low-
resourced countries, as well as from human rights. They became — and
remain — a point of reference for applying ethics principles, notably in ethics
review at WHO HQ and regional offices. Furthermore, the influence of
these guidelines may be discerned in the many research partnerships in place
with WHO, which include other UN organisations such as UNICEF and
the plethora of multilateral organisations and public—private partnerships
through which major private donors channel funds, as well as more traditional
arrangements with governments, ministries of health and collaborating
academic organisations: when members of this extensive network partner
with WHO to fund, sponsor or collaborate on research, the CIOMS
guidelines function as a significant guiding tool (Ward et al, 2018). Given
that these guidelines are primarily used in the evaluation of research at an
organisational level, the concept of stewardship will be useful here. According
to Laurie et al, regulatory/ethics stewardship operates both at national and
at supranational levels where ‘ethics stewards [act] with a stated mandate of
protection first then the promotion of ethically sound, scientifically robust
research after due deliberation’ (Laurie et al, 2018: 342). They observe that
such stewards include the managers and administrators of ethics committees,
as well as their more senior members, who help researchers to navigate
the many ethical requirements that they face and, sometimes, to reconcile
them. Being a key point of reference within international organisations, the
CIOMS guidelines have achieved significant influence on the evaluation of
research in a globalised world.

In the meantime, guidelines for good clinical practice aimed in the first
instance to influence professional practice in the field so as to facilitate the
exchange and mutual recognition of findings. The GCP was eventually
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referenced in relevant laws in many countries, and referred to in European
law including the Clinical Trial Directive (2001/20/EC) and subsequent
Regulation (536/2014)."* On the other hand, GCP is not so widely known
about or used by other stakeholders precisely because it does not engage
with wider social issues. Our fourth code, the Oviedo Convention, being an
international treaty, is an exception among the guidelines already discussed.
However, it is the additional protocols to Oviedo — especially those addressing
ethical problems in more specific terms in relation to genetics, medically
assisted reproduction and cloning and the recommendation on research using
biological materials of human origin — that provide more useful commentary
on ethical problems encountered by researchers.'

Each of these codes and declarations has had successes in terms of
influencing policies and laws, yet none is hegemonic. Thinking about the
mechanism by which they have achieved influence, we can see Helsinki in
terms of ‘soft law’. Soft law is a term used to describe the process by which
normative declarations, codes and guidelines which — albeit not themselves
regulations or treaties — become embedded in national and international
laws and policies.”” This can be extended to think of the influence of such
declarations on public policy more broadly.'® CIOMS guidelines were
targeted at the process of ethics review at the international level, and were
also adopted by some national ethics committees alongside other guidance.
Thus, they found their mode of influence to some extent through stewards
within these organisations. Third, while the GCP was eventually referenced
in both national and EU laws, it had already become the basis for training
for clinical investigators and their associates in pharmaceutical studies. This
underlines the significance of training in influencing ethical practice in
research. Finally, Oviedo has the status of international research regulation,
and exerts influence primarily through governments and courts. Leaving
aside the problem that not all the countries involved in its drafting have
signed or ratified it, it is seen as symbolically important, even posited as the
jewel of international regulation. However, because of its breadth and legal
tone, its guidance may be less likely to be used directly by researchers and
stakeholder organisations. While there are differences in the provisions made
by the various codes/guidelines, efforts have been made in recent years to
reconcile these, especially so for CIOMS and Helsinki. A feature of this
landscape today is that each of the guidelines makes reference to some or
all of the others, which has added to their collective influence across the
diverse sectors of health-related research.

Production, representativeness and legitimacy

The themes that have been traced suggest that in future, international codes
for research ethics — rather than being conceived of in static terms — might
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seek to achieve cascades of influence. We have seen that embedding research
ethics guidance in hard law (as in Oviedo) was the exception rather than the
rule: other mechanisms of influence have included ‘soft law’, dissemination
through professional training, and application of the guidelines through
quasi-regulatory processes and via ethics stewardship in key organisations.

While it can be powerful, ownership of a code by a single profession
may be associated with problems in terms of its wider relevance and
perceived legitimacy. This was exemplified by the process through which
the Declaration of Helsinki was decided and revised: medical perspectives
dominated the discussions throughout — albeit that for the latest revision,
the draft was opened to public consultation. The WMA’s dominance
of the ‘discursive space’ throughout several decades made it difficult for
non-medical stakeholders, such as policymakers, patient organisations and
other non-governmental organisations (NGOs), to influence its redrafting
(Schmidt, 2020: 121). Furthermore, its recommendations mainly targeted
physicians, leaving little scope for the other emerging players in the fields
of health research.

Certainly, the drawing up of wide-reaching moral codes by a narrow
constituency was not unusual for its time. Indeed, the GCP was convened by
professional bodies, and the text for the Oviedo drafted by bioethics experts
on behalf of ministers. There is little on record about the involvement
of non-experts in the development of these guidelines. For the CIOMS
guidelines too, the extent to which non-professionals were involved has
been extremely limited."”” From these histories, it is clear that there has
been limited representation of regional perspectives in the drawing up
of the established guidelines. Organisations such as WHO, WMA and
CIOMS have tended to devise transnational norms based on common
perspectives managed by a centralised secretariat in consultation with
professional organisations.

Discussion

The argument that is being developed here is that which organisation
‘owns’ the document is not as important for its legitimacy, but rather
how it is produced. Taking a critical perspective, it can be said that strong
control from the centre may in fact limit the influence and reach of these
codes in the context of a contemporary research agenda characterised by
interdisciplinarity, pluralism and (some) lay involvement.

The concept of mode 2 knowledge production, influential in science and
society, is relevant here: in ethics as in science, the ‘context speaks back’, to
coin a phrase from Nowotny et al (2011: 50), and this has to be explored
and understood. There has been critical engagement with the CIOMS
guidelines in particular, and proposals have been made for their application
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and interpretation in different regions, localities and contexts.'® Bandewar,
writing from the viewpoint of bioethics in India, puts it as follows:

[t is noteworthy that a number of countries draw on international ethics
guidance such as CIOMS and DoH despite their known limitations.
One reason seems to be the lack of resources to develop guidance
documents sensitive to the local context. However, a few ethics codes
developed locally by ethnic groups, such as the code developed by the
San people of South Africa, question the dominance of international
guidance. (Bandewar, 2017: 140)

Global ethics guidelines have been described — and decried — as sustaining a
dynamic of ethical imperialism. More specifically, Israel describes this process
as ‘exporting principlism’ (Israel, 2017: 7). Such guidelines aim to mitigate
the ‘ethical variability’ that can allow serious harms to be imposed on research
subjects in diverse countries (Petryna, 2009: 10). Yet the intensity of ethical
scrutiny associated with the application of the guidelines may undermine
researchers’ freedom of manoeuvre to address complex ethical issues as they
arise in the field (Posel and Ross, 2015).

How, then, to sum up the status of this paradoxical genre? Drawing
on perspectives from sociology and social anthropology, global ethics
guidelines can be viewed as policy instruments through which international
organisations aim to influence diverse national, regional and local ethics
bodies and communities (Feldman, 2011). However, the notion of global
codes produced at the centre is fraying as we move to more dynamic
relationships between the centre and other regions of the world — and other
actors. The story of health-related research ethics points to this admittedly
imperfect genre having had a profound influence on research culture in
diverse fields. However, these codes emanated from elite professional
organisations and transnational institutions and today are subject to criticism
on precisely these grounds. Whereas established guidelines such as those
produced by WMA, WHO and CIOMS tend to emphasise transnational
values, other groups developing ethics guidance in response have emphasised
a reflexive process and engagement with regional priorities as important
dimensions. Initiatives that are international rather than transnational will
surely be pertinent to the relevance and perceived legitimacy of ethical
guidelines in future.

Could ethics guidelines and codes for non-health research provide
alternative routes to fairer research and justice including in the Global South?
An example of an international approach is the Global Code of Conduct
for Research in Resource-Poor Settings produced by the Trust EU project
is timely in this context. This code addresses community priorities and
perspectives, while drawing on the concept of benefit sharing which has
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been under discussion for some years in the international institutions, and
local perspectives from other regions."”

The following lessons might be drawn from the history of health-related
research and applied to the process of developing and revising guidelines in
other fields: these initiatives should endeavour to balance the protection of
research subjects with promotion of research, and to clarify the source of
their authority (Smith and Weinstock, 2018). It will be important for any
new code on non-health-related research to build capacity to connect with
diverse institutional structures and communities beyond ‘the centre’ from
the outset. Training and opportunities for feedback should go hand in hand
with the publication of the document itself. In addition, revisions can be
an opportunity to open up the discussion and ownership further, and this
process should be carefully planned.

To these suggestions for process, we can add a comment on the text of
such a document itself: it is useful if guidelines have commentary as well
as principles. This enables those who will use the document to refer to
explanations of the underlying rationale for the proposed principles and rules.
As has been observed, the publication of literature reviews and bibliographies
that inform ethics guidelines would be helpful for those wishing to engage
with them in more depth (Bandewar, 2017). At the same time, we can see
from Helsinki especially that principles outlast rules. New codes for other
research fields should seek to find a ‘sweet spot’ between high principles and
specificity. Finally, such a code should be devised to be usable by diverse
groups: if'it is good to think from the point of view of researchers, evaluators
and ethics ‘stewards’, it has more chance of achieving traction.

Conclusion

It is not necessary for a research ethics code to be a pillar of international
law to achieve change. A better model for today’s world may be to think in
terms of achieving a cascade of influence, through research organisations,
deliberative institutions and NGOs, and wider communities. While
partnership with professional organisations and international institutions
may be necessary to achieve influence today’s world, authority lies not in
Geneva or in Brussels, but in multiple movements and places. It is through
dialogue with diverse communities of doers, thinkers and users of research —
including ethics committees, community organisations and activists, as well
as researchers — that ethics codes will achieve change.

Notes
' The ethics codes, guidelines and laws discussed in the chapter are all widely referred to
by organisations concerned with health research at the international level. (‘Codes’ and

‘guidelines’ are arguably similar in this context, and these terms will be used interchangeably
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in this chapter.) Drawing on contemporary anthropological approaches to the study of
public policy, these can be seen as forming part of the ‘dispositif or ‘ensemble of practices,
institutions, architectural arrangements, laws, administrative measures, scientific statements,
philosophical propositions and morality that frame a disciplinary space’ (Foucault, 1980;
Shore and Wright, 2011: 11). From this perspective, it will be useful to explore and
analyse how these various normative documents frame ways of doing research.

See Schmidt et al (2020) for recent historical perspectives on the Declaration of
Helsinki; and Lederer (2004) for a detailed analysis of the drafting of the early versions
of the Declaration.

The Declaration of Alma-Ata (1978) was made at an International Conference on Primary
Health Care at Alma-Ata in the USSR, and the Health for All strategy was subsequently
adopted by WHO: https://www.who.int/publications/almaata_declaration_en.pdf
[accessed 7 September 2020].

See Thiers et al (2008) for a contemporaneous view of trends in the globalisation of clinical
trials. Among the responses to these concerns was the European Group on Ethics (2003)
Opinion Nr 17 on ethical aspects of clinical research in developing countries. The issue
of post-trial access remains live: see Iunes et al (2019).

See Report of the International Bioethics Committee on the Principle of the Sharing
of Benefits, at: https://unesdoc.unesco.org/ark:/48223/pt0000233230

In 2008, the FDA in the US published its own ‘Final rule’ on Human subject protection;
foreign clinical studies not conducted under an investigational new drug application, which referred
to the Good Clinical Practice code (GCP) as the point of reference for the ethics of such
studies. See Moreno (2020) for more on the ‘American Stamp’ on research ethics.

For example, the ‘Clinical Trials Directive’ 2001/20/EC refers to the 1996 version
of the Helsinki Declaration, and the subsequent Regulation EU No 536/2014 to the
2008 version.

The most recent version of the guidelines together with an overview of their publication
history is provided at: https://cioms.ch/working_groups/bioethics/

Guideline 1: Scientific and social value and respect for rights in the CIOMS (2016)
guidelines, available from: https://cioms.ch/wp-content/uploads/2017/01/WEB-
CIOMS-EthicalGuidelines.pdf

The International Conference on Harmonisation of Technical Requirements for
Registration of Pharmaceuticals for Human Use (ICH) was created in April 1990 at a
meeting in Brussels. Since 2015, in recognition of the globalisation of research, it has
expanded its scope to include other countries and regions.

Among the Council members that did not sign are Germany, Ireland, Malta and the
UK, objecting to significant clauses as either too restrictive (as was the case for the UK)
or unduly permissive (the concern expressed in Germany). Others including Italy, the
Netherlands, Poland and Sweden signed but did not subsequently ratify the Convention,
in other words did not implement its provisions in national law. The current status of
signatures and ratifications can be viewed at: https://www.coe.int/en/web/conventions/
full-list/-/conventions/treaty/164/signatures [accessed: 18 August 2020].

Sprumont writes of three pillars of modern research regulation: human rights legislation,
pharmaceutical product regulation and guidance on professional standards (Sprumont,
2020). It is acknowledged that these have evolved over time; thus Helsinki is characterised
as only later having expanded from a document concerned with professional standards
into the broader terrain of human rights (Sprumont, 2020: 243).

The EU’s ‘Good Clinical Practice Directive’ (2005/28/EC) turther reinforced reference
to the GCP standards.
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" ETS No 168 (1998) Additional Protocol on the Prohibition of Cloning Human Beings;
ETS No 186 (2002) Additional Protocol on Human Rights and Biomedicine Concerning
Transplantation of Organs and Tissues of Human Origin; CETS No 203 2008) Additional
Protocol Concerning Genetic Testing for Health Purposes; and Recommendation CM/
Rec(2016) 6 of the Committee of Ministers to Member States on research on biological
materials of human origin.

For a succinct definition of soft law versus hard law, see: https://www.ecchr.eu/en/
glossary/hard-law-soft-law/

1" See Sekalala (2018) for a consideration of soft law and bioethics in global health.

Based on CIOMS documentation, the revision of the most recent guidelines was
undertaken by a working group of ten members and one chair, with the input of four
advisors. As Schuklenk points out, the majority were from the Global North, and whole
regions of the world (for example, China, and Central America) went unrepresented, as did
countries with extensive experience of hosting trials, notably South Africa. Furthermore,
one individual on the working group is said to have represented the perspective of research
participants. A modest consultation was undertaken to inform the revision process.
However, in Schuklenk’s view the claim that the principles in the document are regarded
as universal is seriously undermined by their ‘demonstrably problematic production process’
(Schuklenk, 2017: 172).

See, for example, Aarons (2019) for a critique of CIOMS guideline 20, which makes
recommendations for pre-evaluation of proposals to be mobilised in emergency or disaster
situations: informed by the situation in the Caribbean, Aarons proposes alternative plans
for such situations. See also Barugahare and Kutyabami (2019), who question the absence
of East African voices in the revision of the CIOMS guidelines, but also observe that,
given their generality, there is scope for local and regional interpretation and application
of these.

On international perspectives on benefit sharing, see especially Article 15 — Sharing of
benefits — and Article 21 — Transnational practices of the UNESCO (2005) Universal
Declaration on Bioethics and Human Rights. For a pluralist and multicentred perspective,
see the Trust EU project at: http://trust-project.eu/. A grassroots perspective is offered
by The San Code of Ethics (available on the Trust EU website).

References

Aarons, D. (2019) ‘Addressing the challenge for expedient ethical review of
research in disasters and disease outbreaks’, Bioethics, 33(3): 343—6.

Andorno, R. (2005) ‘“The Oviedo Convention: a European legal framework
at the intersection of human rights and health law’, Journal of International
Biotechnology Law, 2(1): 133—43.

Bandewar, V.S. (2017) ‘CIOMS 2016 (editorial)’, Indian Journal of Medical
Ethics, 2(3): 138—40.

Barsdorf, N. and Millum, J. (2017) “The social value of health research and
the worst off’, Bioethics, 31(2): 105—15.

Barugahare, J. and Kutyabami, P. (2019) ‘Nature and history of the CIOMS
International Ethical Guidelines and implications for local implementation: a
perspective from East Africa’, Developing World Bioethics, 20(4): 175-83.

97



Ethical Evidence and Policymaking

Bonah, C. and Schmaltz, E (2020) ‘From Nuremberg to Helsinki: the
preparation of Helsinki in the light of the prosecution of medical war crimes
at the Struthof Medical Trials, France, 1952—4’, in U. Schmidt, A. Frewer
and D. Sprumont (eds) Ethical Research: The Declaration of Helsinki, and
the Past, Present, and Future of Human Experimentation, New York: Oxtord
University Press, pp 69-100.

Buse, K. and Hawkes, S. (2015) ‘Health in the sustainable development
goals: ready for a paradigm shift?’, Globalization and Health, 11: art 13,
available from: https://doi.org/10.1186/512992-015-0098-8 [accessed
28 January 2022].

CIOMS (Council for International Organizations of Medical Sciences)
(2016) International Ethical Guidelines for Health-related Research Involving
Humans (4th edn), Geneva: CIOMS.

Dankwa-Mullan, I., Rhee, K.B., Stoff, D.M., Pohlhaus, J.R., Sy, ES.,
Stinson, N., Jr and Rufhn, J. (2010) ‘Moving toward paradigm-shifting
research in health disparities through translational, transformational,
and transdisciplinary approaches’, American Journal of Public Health,
100(S1): S19-S24.

European Group on Ethics (2003) Opinion Nr 17 on Ethical Aspects of
Clinical Research in Developing Countries, Luxembourg: Office for Official
Publications of the European Communities.

Feldman, G. (2011) ‘Illuminating the apparatus: steps towards a nonlocal
ethnography of global governance’, in C. Shore, S. Wright and D. Pero
(eds) Policy Worlds: Anthropology and the Analysis of Contemporary Power,
New York: Berghahn, pp 32—49.

Foucault, M. (1980) ‘The confession of the flesh’ [interview, 1977], in C.
Gordon (ed) Power/Knowledge Selected Interviews and Other Writings, 1972—
1977, New York: Pantheon, pp 194-228.

ICH (International Council for Harmonisation of Technical R equirements
for Pharmaceuticals for Human Use) (2016) Guideline for Good Clinical
Practice, E6(R2), Geneva: ICH.

Israel, M. (2017) ‘Ethical imperialism? Exporting research ethics to the
Global South’, in R. Iphofen and M. Tolich (eds) The SAGE Handbook of
Qualitative Research Ethics, London: Sage, pp 89-102.

[unes, R., Uribe, M.V,, Torres, J.B., Garcia, M.M., Alvares-Teodoro, ]J.,
de Assis Acurcio, E and Guerra, A.A., Jr (2019) “Who should pay for the
continuity of post-trial health care treatments?’, International Journal for
Equity in Health, 18: art 26, available from: https://doi.org/10.1186/s12
939-019-0919-0 [accessed 28 January 2022].

Kleinman, A. (1999) ‘Moral experience and ethical reflection: can
ethnography reconcile them? A quandary for “the new bioethics™,
Daedalus, 128(4): 69-97.

98



Modes of influence

Laurie, G., Dove, S., Ganguli-Mitra, A., Fletcher, I., McMillan, C., Sethi,
N. and Sorbie, A. (2018) ‘Charting regulatory stewardship in health
research: making the invisible visible’, Cambridge Quarterly of Healthcare
Ethics, 27(2): 333—47.

Lebov, J., Grieger, K., Womack, D., Zaccaro, D., Whitehead, N., Kowalcyk,
B. and MacDonald, PD.M. (2017) ‘A framework for One Health research’,
One Health, 3: 44-50.

Lederer, S. (2004) ‘Research without borders: the origins of the Declaration
of Helsinki’, in V. Roelcke and G. Maio (eds) Tiventieth Century Ethics
of Human Subjects Research: Historical Perspectives on Values, Practices, and
Regulations, Stuttgart: Franz Steiner, pp 199-217.

Lurie, P. and Wolf, S.M. (1997) ‘Unethical trials of interventions to reduce
perinatal transmission of the human immunodeficiency virus in developing
countries’, New England Journal of Medicine, 337(12): 853—6.

Lutge, E., Slack, C. and Wassenar, D. (2017) ‘Defining and negotiating the
social value of research in public health facilities: perceptions of stakeholders
in a research-active province of South Africa’, Bioethics, 31(2): 128-35.

Mastroleo, 1. (2016) ‘Post-trial obligations in the Declaration of Helsinki
2013: classification, reconstruction and interpretation’, Developing World
Bioethics, 16(2): 80—90.

Moreno, J.D. (2020) ‘The Declaration of Helsinki and the “American
Stamp’’, in U. Schmidt, A. Frewer and D. Sprumont (eds) Ethical
Research: The Declaration of Helsinki, and the Past, Present, and Future of
Human Experimentation, New York: Oxtord University Press, pp 351-65.

Nowotny, H., Scott, P. and Gibbons, M. (2011) Re-thinking Science: Knowledge
and the Public in an Age of Uncertainty, Cambridge: Polity Press.

Petryna, A. (2009) When Experiments Travel: Clinical Trials and the Global
Search for Human Subjects, Princeton, NJ: Princeton University Press.

Posel, D. and Ross, E (2015) ‘Opening up the quandaries of research
ethics: beyond the formalities of institutional ethical review’, in D. Posel
and E Ross (eds) Ethical Quandaries in Social Research, Cape Town: HSRC
Press, pp 1-26.

Rid, A. and Shah, S.K. (2017) ‘Substantiating the social value requirement
for research: an introduction’, Bioethics, 31(2): 72—6.

Schmidt, U. (2020) ‘In the absence of alternatives: the origins and success
of the Declaration of Helsinki, 1947-82’, in U. Schmidt, A. Frewer, and
D. Sprumont (eds) Ethical Research: The Declaration of Helsinki, and the Past,
Present, and Future of Human Experimentation, New York: Oxford University
Press, pp 101-30.

Schmidt, U., Frewer, A. and Sprumont, D. (eds) (2020) Ethical
Research: The Declaration of Helsinki, and the Past, Present, and Future of
Human Experimentation, New York: Oxtord University Press.

99



Ethical Evidence and Policymaking

Schuklenk, U. (2001) ‘Helsinki Declaration revisions’, Indian Journal of
Medical Ethics, 9(1), available from: https://ijme.in/articles/helsinki-
declaration-revisions/?galley=html

Schuklenk, U. (2017) ‘Revised CIOMS research ethics guidance: on the
importance of process for credibility’, Indian Journal of Medical Ethics,
2(3): 169-72.

Sekalala, S. (2018) Soft Law and Global Health Problems: Lessons from
Responses to HIV/AIDS, Malaria and Titberculosis, Cambridge: Cambridge
University Press.

Shore, C. and Wright, S. (2011) ‘Conceptualising policy: technologies of
governance and the politics of visibility’, in C. Shore, S. Wright, and D.
Pero (eds) Policy Worlds: Anthropology and the Analysis of Contemporary Power,
New York: Berghahn, pp 1-25.

Smith, M. and Weinstock, D. (2018) ‘Political legitimacy and research ethics’,
Bioethics, 33(3): 312—18.

Sprumont, D. (2020) ‘Research ethics regulation: rules versus responsibility’,
in U. Schmidt, A. Frewer, and D. Sprumont (eds) Ethical Research: The
Declaration of Helsinki, and the Past, Present, and Future of Human Experimentation,
New York: Oxford University Press, pp 241-81.

Thiers, EA., Sinskey, A. and Berndt, E. (2008) “Trends in the globalisation
of clinical trials’, Nature Reviews Drug Discovery, 7(1): 13—14.

Ward, C.L., Shaw, D., Sprumont, D., Sankoh, O., Tanner, M. and Elger, B.
(2018) ‘Good collaborative practice: reforming capacity building governance
of international health research partnerships’, Globalization and Health,
14: art 1, available from: https://doi.org/10.1186/512992-017-0319-4

Wenner, D.M. (2017) ‘The social value of knowledge and the responsiveness
requirement for international research’, Bioethics, 31(2): 97-104.

100



Interdisciplinary perspectives
on ethics and integrity in Europe:
acknowledging differences to foster
mutual understanding

Eleni Spyrakou, Panagiotis Kavouras, Vassilis Markakis,
Matias Barberis Rami and Costas A. Charitidis

Introduction

Any discussion about a new framework on research ethics and research
integrity (RE&RI) should take into consideration the existing ethics
guidelines and codes in the various fields of science. In fact, there are several
problems that need to be considered when creating a proposed framework.
For example: already existing diverse codes, guidelines and frameworks;
interdisciplinary differences; varying regulations; various review systems;
institutional infrastructures that do not support good practice of research;
innovations that challenge existing ethics; and new entrants to the field
raising ‘old’ problems. A framework on RE&RI should be comprehensive
and based on agreed values, principles and standards. Agreement is also
needed by all stakeholders in constructing and applying such a framework.
Full dissemination of the framework is necessary, including training and
continuing professional development. Furthermore, due to social changes
and innovations in technologies and research methods, such a framework
should be regularly updated.

The PRO-RES project (aiming to PROmote ethics and integrity in non-
medical RESearch) that stimulated this volume held workshops and interviews
with relevant stakeholders, in particular researchers, science/technology
experts, regulators, funders/research councils and policymakers which
showed that researchers, plus other people with different roles and types of
involvement in scientific research, face difficulties in orienting themselves with
respect to the variety of different codes, guidelines and existing frameworks,
as well as ethical review and evaluation systems, and different institutions. The
aforementioned workshops, through the participants’ expertise, covered a wide
range of topics, disciplines and research fields, including: ethics and research
funding organisations (RFOs); technological innovation (cutting-edge
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research like nano, biotech and so on); privacy, surveillance and covert
research; ethics in the context of intelligent decision support, autonomous
systems, social media and bioinformatics, in short data science; research ethics
in disaster and conflict settings; ethics in responsible research and innovation
(RRI); ethics in finance and economics research; ethics, social mining and
explainable artificial intelligence; ethics in policy advice (with focus on
economics and finance research); and ethics, integrity and qualitative research
methods. Natural sciences, engineering, social sciences and humanities were
all represented in the workshops. The workshops’ aggregated conclusions
have been reported in the PRO-RES project’s deliverable D2.1 “Thematic
priorities report’ which was compiled based on the individual, concluding
reports of the workshops.! Given the pluralism of represented scientific
disciplines and the various backgrounds of the participants coming from
different research environments, these workshops provided the appropriate
occasions for thematising notable issues related to RE&RI that can be regarded
as interdisciplinary and of particular interest for a variety of stakeholders.
These thematised issues are the subject of this chapter.

Institutional structures and constraints

Within the European research environment, national regulations tend to
differ and, at times, can be mutually inconsistent even among EU Member
States. What is more, even within the same country there are very difterent
attitudes by disciplinary associations towards research ethics, ranging from
the non-recognition of the issue to very detailed codes. In the past, ethics
in the conduct of research had conventionally been seen merely as a matter
of the virtue of the individual researcher rather than institutional structure.
This has changed over the years and nowadays it is recognised that R esearch
Performing Organisations (RPOs) and RFOs, plus national and international
organisations and think tanks, share equally with individual researchers
the responsibility of enabling and promoting the conduct of responsible
research, the proper use of research results and the implementation of good
practices. However, the poor reflection and awareness among researchers
of the motivations, interests and stakes involved in their research activity,
including its wider ethical implications for the common good, remains an
important issue related to the established research culture in many countries
and research environments. This poor awareness of the importance of ethical
issues, whether they are ignored or just considered an onerous bureaucratic
obligation, is the result, not only of the individual researcher’s lack of interest
or training on RE&RI issues but, also, of the structural weaknesses that
research institutions have developed over the years. Although, the importance
of the assessment of research projects for RE &RI is more and more now
recognised, various past developments have led to the current situation
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characterised by complexity of regulations and procedures and, to a great
extent, typical, conventional compliance with ethics standards.

Despite the fact that the pursuit of knowledge and genuine curiosity have
always been the main drivers of research endeavours, any research nowadays
is a complex enterprise involving different agents, with various interests,
motives, obligations and commitments, often contradictory. Hence, ethics
assessments are crucial and, simultaneously, it is necessary to keep a balance
between freedom of science and ethical principles. However, there are
many constraints that explain the acknowledged complexity and need to be
taken into consideration. For instance, certain orientations of the current
institutional infrastructure of research organisations, such as the pressing
drive to publication in high-impact-factor journals, can induce researchers
to make mistakes or forfeit their integrity. Furthermore, there seems to be
an excess of rules and prescriptions that, if applied too literally, can obstruct
research activities. For example, in some institutions there are excessively
strict or inappropriate procedures discouraging research in difficult areas
or making important social and humanities research virtually impossible.
Regulating research often has additional functions hanging on to it, which
are not always appropriate or within scope, for example applications being
rejected supposedly due to ethics concerns when the real decision is a matter
of censorship or reputation management (Hedgecoe, 2016; Carey, 2019).

The participants of the PRO-RES series of workshops identified
the following issues as some of the most significant ones regarding the
institutional structures and constraints:

1. The question of defining and categorising research and its purpose,
which is sometimes unclear. Different disciplines have different standards
and possibly different ethical requirements.

2. The issue of cultural differences in ethical perception.

3. The issue of the role and necessity for approval of the ethics committees for
the research. Proceeding with a research project without ethics approval
is common in some disciplines, for instance software engineering. In
addition, it is not legally required. There are some advantages to not
regulating the process of ethics in research too much. Outsourcing the
ethics responsibility to the ethics board is a risk but it is often a common
practice. There is, also, a risk of creating a ‘nanny state’, which is
overregulated with too many rules, codes and so on, to follow.

4. Peer-review processes as the core academic mechanism could become
an opportunity for reviewing ethical issues also.

5. Ethics approval is considered as a ‘yes’ and ‘no’ outcome, but it should
be a process which helps to refine ethical considerations.

6. Itisimportant to make a distinction between academic and professional
researchers. In economics and finance, for instance, much research is
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carried out by associations, private companies, think tanks and other
entities. The question is whether the same restrictions apply to them.
There s, also, the risk of displacement, with researchers moving to
certain institutions based on what they can do there.

Research ethics assessment has already become loaded with other
functions, such as the census function, liability function and reputation
management function.

A lack of effective training at all levels, including supervisors and senior
academics or managers, can perpetuate bad institutional practices. If there
is no national agency supervising research institutions, organisations are
tempted to cover up poor ethics or misconduct and to think that this is
the best way to protect their interests. This is aggravated by the tendency
to adopt quantitative rather than qualitative measures in performance
evaluation because they are quicker and cheaper to administer.

It is extremely important to have dedicated staff that researchers can talk
to, in confidence, about questions/concerns/issues affecting integrity or
ethics. A formal channel for complaints, leading to official investigations,
is desirable but it 1s not sufficient. This needs to be supplemented by
confidential counsellors and ombudspersons who can advise and support
complainants and whistle-blowers.

A flexible and transparent approach avoiding rigid structures is advisable.
This should make the ethics decision-making process as explicit as that
of the scientific process. To that direction, tools and resources should be
provided to promote research ethics and support researchers in taking
tull responsibility for their work. It is, therefore, recommended not to
provide a checklist to be ticked slavishly or pre-compiled formats, that
is, based on a mainly formal approach, in order to favour raising the
awareness of researchers about their responsibility.

Emerging technologies and interdisciplinary research outcomes call
for mechanisms and procedures foreseeing and anticipating future
ethical challenges.

Part of the institutional structures and constraints is the way that ethics
appraisal procedures are set and the way that research ethics committees
(RECs) and institutional review boards (IR Bs) work, which will be defined
in the following section.

Existing ethics appraisal procedures and the ways
RECs/IRBs work

More and more accepted is the idea that all stakeholders involved in research
and related to its products, whether directly, such as researchers, RPOs and
RFOs, or indirectly, such as publishers, policymakers, policy advisors and
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think tanks using scientific results, need to have established ethics appraisal
procedures and experts conducting this kind of assessment. This acceptance
derives from a broader discussion of, and agreement on, the responsibility
of scientists, academia, industry and policymakers not just to pursue the
‘no harm’ perspective but, also, to bring to the core ethical considerations
a richer interpretation of responsible research, confronting issues of societal
relevance. For this reason, an exploratory approach to ethics that would
proactively look for new ethically relevant questions pertaining to science is
being broadly adopted. Introducing the notion of broader benefit of research
in the evaluation process together with the institutionalisation of ethics and
responsibility in a co-creation perspective is becoming the main tendency
among institutions related to scientific research. In this way, ethics appraisal
procedures can become integrative and not considered ‘just’ paperwork.

On various occasions within the PRO-RES workshops, it was highlighted
how the application of standard ethical review procedures, not originally
designed for certain disciplinary fields, can produce paradoxes that jeopardise
the pursuit of those same ethical aims. For this reason, one of the main
objectives of a proper RE&RI framework should be to maintain the balance
between promoting general ethical principles applicable to all types of
research and across different disciplines, while maintaining those elements
that recognise the specific identity of each discipline. In particular, one main
recurring issue is the suitability of the ethics appraisal procedures applied
in medical research for broader application in non-medical research. Ethics
appraisal procedures in non-medical research are predominantly based on a
medical model, for example, the risk assessment process in social sciences
draws on biomedical ethics. Beyond social sciences, biomedical ethics
also informs other ethics guidance across other scientific disciplines, like
computer science. While this has been the norm, it raises a challenge as the
biomedical ethics model seems not to fit always with qualitative research
in the digital world. One common complaint among social scientists is
that understanding people and contexts are regarded as trivial issues, while
technical/technological research and biomedical research are generally
perceived as being morally good. This perception legitimises biomedical
research over non-medical research and has inadvertently engendered a
reliance on the biomedical ethics review. Thus, it is important to focus
our discussions on questioning this reliance on biomedical ethics models
and exploring alternatives which might be better suited for non-medical,
particularly social science research (see Chapter 2 in this book).

However, in exploring an alternative model that might be consistent with
non-medical research, it is pertinent to separate the ‘why’ of the research
from the ‘how’. That is, the justification for non-medical research needs
to be clearly articulated, but this is different from how the research will be
conducted. Hence there is a need for reflexivity to provide clear accounts

105



Ethical Evidence and Policymaking

of the process. Though qualitative research is considered subjective, this
transparency improves its reliability and the integrity of the data. Also, we
can still learn from the biomedical approach to conflict of interests to protect
the integrity of qualitative research.

Furthermore, the existing ethics appraisal procedures and, in general, the
governance/ethics frameworks applied by RPOs and RFOs need to face the
challenge of collaborative research among researchers coming from different
scientific fields and disciplines, as well as of the collaborative research among
researchers coming from different countries and research environments/
cultures. These ethics appraisal procedures are not always updated so as to
deal with interdisciplinary research projects, for instance to deal with the
cross-disciplinarity between digital and social science research, which raises
challenges when seeking ethical guidance from institutional ethics councils/
committees. What is more, inconsistency of ethics considerations within
and across countries has significant implications for collaborative research.
These are challenges that members of RECs and IR Bs are called to resolve.
Hence it is important that RECs and IRBs be stafted by experts coming
from as many different scientific fields as possible, while having received
proper training in dealing with these kinds of challenges, whether they
have personal experience in interdisciplinary and international research
collaborations or not. Thus, training on RE&RI seems to be crucial not
only for researchers, but also for the experts conducting ethics assessments.
Further to the establishment of committees and procedures to safeguard
scientific integrity, ‘it is equally important to foster an academic culture
that understands and values integrity. Education and training are vital in
this respect’ (Deketelaere et al, 2019).

The collection, analysis and handling of data

Approaching the issue of data requires an understanding of the methodologies
behind data collection, analysis and further handling. The variety of
methodologies used in research poses different questions in terms of integrity,
responsibility and ethics.

Regarding data collection, the main ethical issues that may arise are
mostly regarding the General Data Protection Regulation (GDPR) and
informed consent. These topics will be developed in depth in this chapter.
However, the case of digital data is key in terms of collection. Along with the
advancement of technology and the large quantity of data digitally available,
further questions arise: first, is there a thin boundary about what is digital
and non-digital? Once this question is answered, a key consideration may
be the issue of how a researcher can recruit participants ethically in digital
environments. How do we handle data in a responsible way? The point here
is undoubtedly the privacy of data and how these are collected and used.
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The second round of discussions dealt with data analysis. The theories and
methodologies chosen are important to understand the ethical dimensions,
as they may create high risk of biases. For example, while applying a specific
theoretical framework, are we just trying to represent a group or advocate
for them? The transparency of the research process requires the researchers
involved to justify the decisions made along the whole development of the
research, including theory. This is particularly crucial for qualitative research.
What can qualitative researchers propose as an alternative to regulation via
institutions as a basis for public trust? Much qualitative research can only
survive on the basis of instantaneous ethical decision-making in the field
and on strong assurances of the confidentiality of data. These are not easily
reconciled with demands for institutional rather than personal accountability
and for data transparency as the means of assuring integrity. What would the
world lose if qualitative research was shut down by ethics regulation? What
sort of regulatory framework would allow qualitative research to continue?

During the PRO-RES workshop on ‘Ethics, Integrity and Qualitative
Methods’ the contributions made to qualitative research by arts-based
methods was highlighted. More particularly, the arts-based methods discussed
included the visual arts, creative writing, performative arts, textile arts,
fashion, photography and film. In these discussions it was acknowledged that
creative practice can overcome the confines of more conventional question-
and-answer techniques, open up experience and make the familiar strange
for participants. However, there are also wider questions about the purpose
of research, and the ethical obligations that researchers hold in relation to
disseminating their findings. Research studies often generate the standard
outputs of chapters and journal articles but their audience is restricted to
academia. Arts-based creative mediums of dissemination are increasingly
utilised by researchers, who have an ethical imperative to present their work
to audiences beyond the confines of academia, connecting with diverse
publics to increase understandings and negotiate social change.

Moreover, the interpretation of qualitative data when analysing it without
any software (meaning doing it by hand) could introduce the personal biases
of the researcher. Furthermore, even when software is being used (such as
NVivo), biases can still be introduced. In these cases too, the interpretation
process requires transparency, in-depth presentation of the methodologies and
the strategies of analysis chosen, and a clear definition of how the research
was done. Additionally, the fact that some data may come from different
cultural backgrounds and sometimes are translated can lead to the issue of
the reliability on the translation. A potential solution for these issues lies
in the collaboration of researchers, as it may bring different perspectives.

The third point about data is handling. It is important to take care of
data concerns throughout the whole research process, from data gathering
through to publication. Indeed, some ethical issues come up when data is
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stored and eventually shared (even monetised) with external users whose
purposes difter from those for which the data were initially collected. For
instance, when talking about storage, who is the owner of the data? Is it
the researcher, the participant or the institution? What level of privacy
or publicity is allowed? Regarding digital data, it may be mentioned that
digital data never die, therefore repositories may have clear rules about how
data would be managed in the future. The European Commission strongly
suggests that the archiving procedures should be part of the informed consent
shared with the participant (European Commission, 2018b).

The issue of data is quite big and increasingly debated in the ethics field.
While this section does not claim to be exhaustive, central issues regarding
data management in research processes are reviewed. Yet some challenges
provide room for discussion in academic debates: how to further involve
the participants through different instances of the research process such as
conferences, or with diffusion material? How the trust-building and emotions
for qualitative research may be handled? Could the participant lead the
research in order to give more legitimacy to data handling?

A key solution to address most of the issues regarding data handling is
stronger collaborations between research participants and project stakeholders.
The PRO-RES project intends to capitalise on experiences in this direction,
for instance with cases such as the Social Science One project.? This is a
collaborative project involving nine funders who partnered with Facebook
to gain access to digital data available on its platform. Despite a tension
generated around the privacy issue, this is a representative case about how
to partner with technology companies for research purposes.

The PRO-RES framework proposes to handle the data issue including
aspects beyond the privacy issue: it should be user-centric, provide examples
of business models that are ethics-aware and less profit-centred (increasing
awareness of people, introducing public incentives, adding sustainability and
promoting ‘ethics-by-design’as core resource for collaborative research). This
set of guidelines should serve to address the issue of research in a technological
era and how data is treated along the research process, avoiding researcher
personal biases, methodological and theoretical uninformed decisions and
business interests around data created or stored.

Informed consent and the protection of privacy

It is generally accepted that the process of informed consent and its
effectiveness lies in specific principles such as disclosure, understanding and
voluntariness (see: i-CONSENT, 2019). However, several challenges arise
from these principles, deriving from diftferent aspects of the concept of
informed consent. It is evident that even when it is conceivable to collect
it, the informed consent of participants does not always guarantee their
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safety and security and ‘unreasonably places the burden on them to educate
themselves in order to understand the risks associated with sharing their
personal data’ (JCHR, 2019: 12; Krane and McDonald, 2019). In many
real-life situations participants cannot be aware of all the implications of
their participation.

Another aspect deriving from informed consent procedures is the
protection of privacy, which, at a European level, was highlighted in the
framework of the GDPR that increases awareness among researchers about
the importance of protecting personal data. However, the main ethical
problems in privacy research start from the freedom of research and the
independence of the researcher, from the relationships between researchers
and public or private funding bodies, and from issues related to citizen
involvement in research activities. Thus, and in order to respect peoples’ rights
and privacy, we need to treat participants as individuals, always taking into
account their educational and cultural background and their set of attributes
(1-CONSENT, 2019). Moreover, a better conceptualisation of the public
sphere, in which observable activities of scientific and social import occur,
is deemed necessary, as well as to define the boundaries between the public
and the private sphere.

Accountability and transparency

The ALLEA (All European Academies) European Code of Conduct for
Research Integrity’ (ECoC), includes accountability in the list of the
fundamental principles of research integrity on which good research practices
are based, together with reliability, honesty and respect (ALLEA, 2017).
Accountability refers to the responsibility — and the subsequent obligation
to provide satisfactory reasons for the ways that research is conducted — that
researchers and institutions bear ‘for the research from idea to publication, for
its management and organisation, for training, supervision and mentoring,
and for its wider impacts’ (ALLEA, 2017: 4). So, accountability does not
have to do only with providing output data to be considered in research and
explanations for outcomes, but it is equally connected to the whole research
process, all stages of it, compiling ‘a narrative research story’ (Wagner, 2020).
This responsibility, borne by researchers and institutions, is towards all direct
and indirect recipients of research results, individually and collectively, to
society at large and to future generations, since research is fundamental to
a democratic society, a necessary part of a functioning and well-informed
society, and provides the opportunity for various values to be exercised.
Accountability, properly pursued and applied, presupposes transparency,
namely the open availability of all the information related to a research
project’s processes, data and sources of funding, and provided with clarity in
public." We could say that accountability is agent-centred; it is related to a
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“Who?’ question, whereas transparency reflects not only the agents involved
in research, whether conducting it, funding it or enjoying its benefits but,
also, the processes involved, the stages of development, the scope, the aims,
the goals of research enterprises, and any quality or ethics assessment that has
been done prior to the commencement of the research. So, transparency is
related to a number of questions about research, like ‘“who conducted this
research?’, ‘how was it conducted?’, ‘to what end?’, ‘who funded it?’ and so
on. To what extent and in what way can research be regarded as independent?
Accountability and transparency contribute to the building of people’s trust
in science, in researchers and in research results.

The aforementioned definition of transparency is a general one. However,
there are, also, exceptions, mitigating circumstances in demanding all relevant
information to be always broadly open to everyone, as there are discipline — or
research field — specific restrictions. For example, there are research cases in
which a balance between openness and its abuse, between transparency and
vulnerability to attacks is necessary. The right to know quite often comes
into conflict with the right to privacy, when by ‘privacy’ we refer, not to
funding arrangements, but to the participants of a research study and the
protection of the person and their right to remain anonymous. Privacy has
certain legal perspectives, and it is important to distinguish among what is
private, what is semi-private or semi-public, what constitutes the public
space, especially now that the digital world and the social media space occupy
a significant portion of the social reality. Thus the challenge of anonymity
and the question of informed consent are crucially related to the extent that
the demand for transparency can be fully satisfied.

Another important dimension of transparency has to do with the need
and the willingness of researchers to disclose even negative evidence —
evidence that challenges fundamental beliefs or ideologies. For instance, in
economics the various ‘schools of thought’ frame how evidence or research
outputs are interpreted. Regardless of which policy outcomes are chosen, it
is important to indicate the bases on which those choices are made. Until
very recently there was no code of conduct for economists, and ethics issues
have been, therefore, frequently questions of trust and ideology, leading to
various problems, such as multiple involvements or conflicts of interest of
researchers, and biased use of data, which may explain the crisis of trust
towards economists. Nevertheless, there are several measures that can mitigate
the problem: learning to recognise conflicts of interest through training,
favouring an impact-based approach to models rather than a mathematical
elegance-based approach, and favouring a global code of conduct for
all researchers.

There is, also, the issue of publishing critical results, for example, air
quality in buildings, and the related questions about who is responsible for
the consequences of publishing such research results, who should publish
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them, who owns the results, and how consequent reputation issues affect
the proper publication of such results. Furthermore, even poor research
should be allowed to be made public — the most ethical way of dealing with
that is to challenge it publicly. The use of open-source data is quite often
susceptible to questions about data’s quality, about the different practices of
acquiring and presenting them.

An additional, central issue in the ‘transparency discussion” has to do with
the funding of research and the declaration of interests. As the participants of
the PRO-RES workshops concluded, perhaps there is nothing wrong with
declared interests — for example, in the US there is open declaration of such
interests. The question should be how to make them more ‘accountable’
by agencies with alternative views challenging them. So there is a need
to bring ‘truthfulness’ to the table and this acceptance is extended, also,
to policymaking. Following a ‘do not harm’ maxim does not seem to
be enough. Any policy experimentation has a potential for harm. There
are always trade-off considerations — doing harm to one group to benefit
another or to achieve other policy objectives. There is also a normative/
political element in any policymaking perspective, often involving delicate
or controversial issues. For example, on the necessity or not of austerity as
implemented after the economic problems of 2008, many people might think
that it is wrong; however advocating it is a normative, legitimate judgement.
And such judgements can be supported and justified by various biases or
ideologies. In the nature of economics, there are always conflicts of interest.
Transparency about interests, coupled with normative codes of conduct/
commitment and quality marks, may be the best way forward in those areas
where it is not appropriate to ban certain positions by means of legislation.

Vulnerability regarding research areas and
people involved

Researchers may deal with different types of vulnerability: from the conditions
of the subjects of the studies, the potential impact in the researcher’ safety, or
simply the background or field research. A key concern on this topic is: who
may be considered vulnerable? The ethics may go beyond these two fields
separately, and consider both the people involved and their background.
This is a situation that implies high levels of uncertainty and instability,
which may require certain flexibility when discerning an ethical approach.

A lot of research is done in the military field, both in times of peace and
conflict, making this a significant area of analysis. It is crucial, therefore,
for missions conducted by humanitarian organisations to understand some
ethical concerns: how research can be independent and impartial in highly
politicised contexts? How can the life integrity of both researchers and local
communities be safeguarded when treating sensitive topics that might be
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at the centre of the dispute? Even going to detailed issues, some questions
regarding data use arise: would data protection be in line with saving lives, or
may such an alignment have associated life costs? How can one safeguard the
confidentiality of the data? How can one avoid abuses in data management?

It is important to understand and evaluate the risks of conducting research
in critical scenarios, namely in dangerous, possibly life-threatening or
precarious circumstances, in disaster and conflict settings, or working with
vulnerable population. Three main problems were reported in the PRO-
RES workshops: first, there may be high exposure for both the researcher
and the population involved when something opposite to the beliefs
of the community is disseminated as a result of a study. Second, it may
sometimes be difficult to involve people in research, even though this is
highly needed. A potential contribution to the solution of this problem
may come from investigative journalism and the fact that many journalists
have turned to do more social-type research, to do field research in order
to gather good evidence to support their reports, and, in that way, to attract
more participants in research and to circulate important information to
broader audiences. Third, the connection between ethical research and
lawtul research may touch the issue of confidentiality: is the researcher
supposed to follow the law by, for example, asking certain populations for
documentation of their identity? Different solutions have been discussed
to face these problems. As a first idea, there may be an ex anfe evaluation
regarding the risks associated with the research in vulnerable contexts or
with vulnerable populations and, consequently, a decision whether the
research is feasible or not may be made. In positive cases, specific conditions
and safeguards might be checked beforehand. Additionally, researchers
may avoid being personally involved in context-related issues, when they
conduct research in the field and they form a clearer view on what is really
happening in a certain environment or context, as the objectivity of their
research will be jeopardised.

Following the directives of the European Commission, a question to
address is: ‘Can the research results be obtained by involving another, less
vulnerable, group?” The best way to address the issue is by ‘Explain[ing]
how will you ensure that the individuals you involve will not be stigmatised,
retraumatised or otherwise harmed through their participation in your
research’ (European Commission, 2018a).

Some challenges in this field are the change of personnel, the loss of
research-memory, keeping track of ethics standards, data management and
the impact on vulnerable populations who are the object of various types
of research on a regular basis, such as refugees, asylum seekers and migrants
(Block et al, 2013; Habib, 2019; Czaika and Godin, 2021). Within this
issue, the creation of an institutional memory turns out to be a feasible
solution that can be developed by two actions: on one side, cooperation
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between stakeholders and strengthening the network of researchers working
on humanitarian or conflict areas; on the other side, the involvement of
local communities in the research ethics process, ensuring it is iterative and
locally relevant.

Data protection remains an open challenge for the vulnerability issue: how
is it possible to guarantee the control and protection of sensitive data in
different cultural backgrounds or hostile environments? Indeed, information
coming from the vulnerable population, when correctly used, could lead to
real changes in policymaking.

Open access and open science

After many years of debate regarding the open access (OA) to scientific
publications and its usefulness, the scientific community seems to have
reached a critical point. Several recent developments such as Plan S (as
of 2021, all scholarly publications of research results must be published in
OA journals, on OA platforms, or made immediately available through
OA repositories) show that OA could be the reference point in scientific
publishing within the next few years, with many publishers who had been
reluctant to abandon the subscription business model showing an acceptance
of OA (Aspesi and Brand, 2020).

Two primary reasons why open science is important are: integrity, as it
opens publication up to peer review; and it also allows reuse of the data,
which retrospectively benefits the society. Since billions are spent annually
on academic and government research, related to grant administration,
talent management, data and image manipulation, and impact measurement,
promoting open science will, also, have economic impact on all stakeholders
involved. The term ‘open science’ encompasses information-based solutions,
such as research data management, facilitating collaboration, improving
research integrity and evolving systems of evaluation (Hersh, 2019).

However, problems remain in terms of what is meant by ‘open’ and what
is being opened. Open science and open data include concern about how to
reconcile conventional assurances to qualitative research participants that the
data they contribute, in whatever form, will be handled in ways that protect
their identity, and the growing demand that all data should be deposited
in ways that allow unconstrained public access. This is thought to be an
important safeguard against research misconduct, by allowing independent
verification of analyses and conclusions.

Another issue is that despite the benefits of OA, it can lead to predatory
challenges due to institutional pressure to publish in OA and fees that act as
a barrier. This might result in some institutions and young career researchers
being left out. What is needed is open science that benefits the researcher
without intermediaries, and recognises quality over quantity.
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Publishing procedures, review systems and dissemination
practices
Peer-review processes

The peer-review process, according to the participants in the PRO-RES
workshops, should follow a more holistic approach when assessing a research
study. Currently, peer review is a process of assessing (1) the soundness of the
methodology with which a research question or a hypothesis was examined,
(2) the reliability of data presented answering the research question or
verifying the hypothesis and (3) the robustness of the analysis of the research
data. This approach has been the cornerstone to safeguard the accountability
of science, as an internal procedure; meaning a procedure within which the
work of researchers is being checked by their peers, other researchers. This,
however, leaves many issues, like the ethical issues raised by a scientific study
and its societal relevance.

The PRO-RES workshop participants communicated that during peer
review incipient ethical issues need to be addressed or, at least, the ethical
scrutiny through which the research methodology has been put should be
assessed, particularly before the research commenced. We should point
out that this opinion was not communicated as a way to replace existing
procedures of ethical assessment of proposed funded research, active on a
European level, through the different funding mechanisms of the European
Commission. The participants expressed their concern that additional post
facto safeguards should also be put in place.

Seen from this perspective, the authors believe that this additional level
of ethical assessment can fit into the existing review procedure via the
following ways:

* for journals with the conventional review system the procedure of ethical
assessment should be clearly presented in detail as part of the manuscript,
that is, being a standard annex or as supplemental material, similar to the
way underlying data are presented in some journals;

* for preprints to be eligible for OA publication, under the condition that they
clearly present in detail the ethical assessment of the presented research;

* for registered reports to be accepted, similarly to journals and preprints, they
should clearly present in detail the ethical assessment of the proposed
research.

The importance of publishing negative results

The participants were involved in discussions related to the drive to publish a lot,
especially in the biomedical sector, and to publish only success stories: papers
containing research that confirms the alleged initial hypotheses. The discussions
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stressed that a change in the philosophy of scientific or scholarly journals is
necessary, so as to be more open to publishing negative results, since such
publications would be extremely helpful for other researchers and systematic
reviewers. It would be of special value if high-ranked journals become
advocates of publishing negative results. However, this change in philosophy
should be supported also from funding entities, since there are several cases
in which the researcher himself avoids publishing negative results, in order to
be in line with what has been promised at the proposal stage.

In a broader sense, failure analysis is critical. The scientific community
needs acknowledgement of failure, and understanding of good failure, to help
innovate, since failure is not something to criticise but a great opportunity
to learn, by avoiding repetition of mistakes. To that point, a Journal of
Ethical Dilemmas and Failures could be useful. In line with this opinion,
a recent Nature publication suggests that after a paper is made public, the
authors should collaborate with independent replicators, in order to design
a replication experiment that both agree will be meaningful (Nosek and
Errington, 2020). The authors name this initiative ‘precommitment’and go
as far as to suggest that this process could be documented using a Registered
Report for the sake of transparency and efficiency.

Science journals and publishing

The challenges imposed by OA and open science are significant. The main
concerns raised were related to the opportunities created for predatory
publishers, journals that receive fees for OA publications and charge
customers a subscription fee for the same publication (the so-called double-
dipping), and making full costs of science communication fall on public funds
rather than being shared by private or corporate users of that knowledge. In
particular, the latter point has been widely recognised and more generally
described as a lack of an open data sustainable financial model, as it is
developing as a complex sociotechnical system (Kitchin, 2020). Specifically,
the main challenge is how open data projects are funded sustainably in the
absence of a direct revenue stream that is bound to be covered by direct
government subvention.

The ethics of the editors is very central in these discussions. One point is
the automatic rejection without peer review, for example, when an author
is suspected of plagiarism. This decision is part of the initial screening
procedure that several scientific journals apply. However, since plagiarism
detection is done automatically via software, this decision is not invariably
correct. In addition, there are also ethical and integrity issues for editors
when accepting a paper without peer review. This is mostly for editorial/
introductory pages, but may, in principle, happen with any kind of paper.
There is a need to have some explicit and openly communicated criteria
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that editors should use in rejecting a paper such as manuscript composition,
number of figures, wordcount, aggregation or citations. Emphasis has been
put onto the need to train the future journal editors and reviewers, since
young researchers do not have the needed experience in evaluating papers.

Taking into account that international hyper-competition in publishing
has led to a lower quality level of publications (Ioannidis, 2018), publication
ethics and the interests of editors and publishers do not necessarily coincide,
according to the participants’ views. The important question posed was
whether a proper framework or a tool guiding editors in proper ways to
make decisions exists. In addition, there exists an environment of uncertainty
about which are the most important criteria to determine the value of a
contribution. Some editors pay attention to the authors’ status, while others
emphasise the absolute quality of the paper or the interest of its findings. It
is acknowledged, however, that there is an inherent difficulty to strike the
right balance between maintaining freedom within a common framework.

The education of young researchers on RE & Rl and the
creation of a new research culture

There is a strong linkage between the quality of the research produced by
the educational institutions and the commitment of their staff to research
integrity. Taking into account the given interdisciplinary and the established
international collaborations, the educational institutions need to collaborate
in a global level in order to develop and maintain a strong research and
educational culture that will be based on research integrity, respecting the
scientific community, as well as the wider public (Lerouge and Hol, 2020).

That said, it is crucial to educate and train young researchers towards an ‘RRI
vigilant’ mentality of research conduct, within the proper scientific working
environment. This is actually a prerequisite that has to be promoted from the
stage of the undergraduate studies, and continue throughout all levels of studies
and research. More specifically, we need to define how to motivate young
researchers to conduct their experiments while taking ethical implications into
consideration. More and more European countries are establishing a rule for
a minimum number of published papers in order for a researcher to obtain
a PhD, which means that the pressure to publish is getting more intense for
young researchers. Ethics must not be sacrificed in favour of fast publication
(without cross-checking) (Conroy, 2020; Robishaw et al, 2020; Raykov, 2020).

Types of incentivisation supporting this research culture

The participants at the workshops delved into the question of how to strike the
right balance between aspirational and regulatory approaches to foster adherence
to an ethical research practice. As a necessary addition to increase the impact
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of ethical research, it is necessary to incentivise evidence-based policymaking
by incorporating reliable science into policy. To reach such an end, science
actors should be engaged in promoting an effective use of scientific results in
support of EU policymaking. The drive to be inclusive in bringing in different
voices, besides scientists, when providing knowledge for policymaking, must
not result in diluting expertise and being less rigorous in assessing evidence. An
inclusive approach should mitigate the fact that even in evidence-based policy,
there is not one single, one-directional option based on the evidence provided.

While science, like all institutions, creates a particular distribution of
rewards and incentives, some of these have become perverse, reflecting
a publish-or-perish culture, created by the metrics used by funders and
universities. If all we look at is, for instance, a researcher’s h-index, this will
perpetuate the problem. National funders are discussing ways to revise the
reward system in science to address the underlying issues. This process is
under way not only in Europe, but also in countries where incentivisation
is being revised (Mallapaty, 2020).

The issue of incentives was also dealt with in the initiative of the
Mutual Learning Exercise for Research Integrity that was organised by
the European Commission (Hermerén et al, 2019). In this context, the
discussion focused on issues like creating a common understanding of how
the notion of incentives is being perceived in different European countries,
and the necessity to align incentives in EU Member States. These incentives
may focus on the individual level (symbolic or formal credit systems that
openly recognise the contribution of a researcher to research integrity) or
at an organisational level (international RPO ranking systems to include
institutional measures to foster and safeguard research integrity).

The participants went beyond the context of RPOs, by discussing
incentivisation to acknowledge excellence in research integrity in scientific
journals. For reviewers there is nothing official, apart from disseminating a
list of reviewers in a periodic fashion or by acknowledging the peer-review
excellence of an individual researcher. When unethical behaviour occurs,
publishers unofficially ban reviewers. A better approach would be to reward
good behaviour, rather than punish bad. However, also in the case of scientific
journals, there is a need for specific standards, in order to establish what
counts as good ethical behaviour.

Challenges of research in international contexts

Research has been increasingly adopting an international perspective, with
increased collaboration between institutions, countries and different national
and regional stakeholders. However, ethical issues can be envisioned in
certain circumstances, such as humanitarian missions, funding of research
or the existence of diverse ethical bodies at national levels.
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As discussed in the section on vulnerability, earlier in this chapter,
humanitarian missions are a main area of reference to understand problems
and challenges in research ethics in international contexts. International
organisations such as the International Committee of the Red Cross or
Médecins Sans Frontieres have a long tradition of working with vulnerable
populations, providing huge advantages for conducting research. However,
there is a gap in understanding the differences between research ethics
and humanitarian ethics, even though humanitarian ethics are based on
international law with an ethical background (for example, principles of
humanitarian intervention).

One recommendation resulting from the PRO-RES workshops is related
to the context variable: the cultural and social circumstances within which
certain research projects are carried out. International conflict areas are quite
unstable and uncertain, with local people involved in research frequently
saturated by researchers, and researchers’ integrity that might be affected by
the circumstances they face in the field. Therefore, the involvement of local
communities along with the creation of a network of researchers in crisis
scenarios may be useful to improve the way research is done.

A second issue that appears in international research contexts is related
to funding and mobility. Some researchers who are unsuccessful in getting
funding due to previous violations of codes of conduct or guidelines may try
again in a different country using their funding schemes. This is evidence of
a ‘play with the system’ attitude of some researchers and it needs international
cooperation to address. Some possible solutions on these issues could be,
for instance, the exchange of information among stakeholders, for instance
funders in different countries, or national organisations supervising the
system and applying background checks while taking into consideration
any privacy requirements.

The last issue regarding international research context is the diversity of
research ethics bodies across countries. While it is important to have a local
approach to an international challenge, and to understand the diversity of
contexts where research is carried on, the development of an internationally
recognised framework remains a challenge. PRO-RES objectives are
aligned with contributing to the harmonisation of the existing guidelines
and the anticipation of the complexities of the international and dynamic
research practices.

Challenges emerging with innovation and the latest
technological developments

Ethics principles and the ‘sustainability’ of doing no harm

One of the points most intensively discussed was the fact that the application
of standard ethics review procedures contains sections not originally
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designed for certain disciplinary fields. This can produce paradoxes that
result in jeopardising the pursuit of the ethical aims of the review itself.
Although ‘first do no harm’is a prime research ethics principle, it is hard
to achieve. Doing harm is inevitable in some disciplines, since economics
in particular requires making choices and therefore brings up opportunity
costs, which means someone or some group will necessarily be affected
and therefore possibly adversely affected.

Substantive discussion was devoted to how the notion of responsibility
could broaden the agenda of ethics assessment from its somewhat narrow
focus on what was called the ‘first do no harm’ perspective derived from the
biomedical context. Fast evolving technologies, like artificial intelligence
(AI), or fast emerging technologies, like organoid-related research, put a
strain on ethics practices. Such concerns appeared in the discussions, calling
for these new ethical problems to be answered with an updated ethical arsenal;
not just by echoing outdated ethics assessment practices.

However, new challenges are not necessarily produced by novel
technologies. For example, the problem of climate change was a recurrent
theme in the workshop discussions. Climate change means that economics
and finance have to be rewritten, following an evidence-based policy
supported primarily by physics, as well as social sciences, political science
and other scientific fields. Physics provides the necessary evidence proving,
first of all, that climate change is real, that it is already happening, and giving
the time frame of the development of the phenomenon. Climate change,
however, as a dynamic and complex phenomenon, has various impacts
on the natural environment and society requiring scientific consensus and
interdisciplinary approach. Globally, we are unprepared for a climate shock.
At the time of this writing, the prediction is for zero economic growth in
ten years and widening disparity in wealth and opportunities. So there is
a need to mandate carbon offsetting in health services, in education, in
transport. This is another example of why ethics procedures must be in a
constant readiness to cope with such fundamental changes and stress the
importance of impact assessment.

Such concerns are further supported by the fact that policy experiments
rarely produce definitive ‘truths’. Even the outcomes of policy experiments
might be interpreted differently. Ethical risk and impact assessment find
it difficult to foresee the consequences of new technologies. Additional
concerns were raised with regard to the blurring of boundaries between
research for academic purposes and for higher impact on society (like from
non-governmental organisations), which poses new issues of regulation.
For new, original, directions of research in particular, it could be difficult to
specify benefits. A relevant debate is how to bring about considerations of a
broader interpretation of responsible research, confronting issues of societal
and social relevance. One suggestion is to adopt an exploratory approach
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to ethics that would proactively look for new ethically relevant questions
pertaining to science.

Technology assessment

Another important topic is the issues raised when funding applications of
debatable uses, for example, sex robots, atomic bombs, designer babies
or spy-drone research. It might not make sense to have discussions about
whether it is ethical to fund this research or not, based on the possible
non-ethical implications of the developed technology. The workshops’
participants argued that if profits can be made with a technology, it will be
developed, if not by publicly funded research, then by industry. The limits
of what we can do have been set, already, in many fields, much further
beyond what is desirable. Development choices for new technologies are
ethical in nature, but they are made more in innovative industry than
in universities.

The real debate may be a parliamentary one, about whether or not to
forbid the use of some new technology. This is an ethical debate and has
a lot to do with technology and society, but in its essence, not to do with
research. We cannot know a priori the applications of a new technology.
For example, 3D printing was developed as a laboratory demonstration
in 1984, whereas the internet storm on the ‘3D guns’ arose sometime in
2012. This means that it took a while for ethical concerns to arise. To use
the apocryphal response of question put to the founder of laser technology,
“What good is your invention?’, the answer was “What good is a baby?’ For
new things, at the research level where ethics review applies, the answer is
not obvious due to delays between lab and market.

Another upcoming technological breakthrough that would pose ethical
issues is machine learning. The problem is that the people using it are not
the developers, and they just try to combine different tools developed by
other people, for their own purposes. Many parts of these issues are like
black boxes since not even the actual developers understand how they work.
This lack of understanding about how it works propagates to the end user
ending up with some Al that cannot actually be supervised by people. So
this is an ethical issue about whether to trust Al tools or not. The new
technical solutions can make obsolete some procedural safeguards that had
previously been perfectly adequate.

Conclusion

This chapter’s aim has been to present in a concise way the main issues that
fall under the broad umbrella of RE&RI, which reflect the general problems
and considerations that are being faced by individual researchers, students,
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RPOs and RFOs, and REC and IRB members when performing their
roles in research projects. These issues’ origins and history of development,
their transformation over the years, their correlation and possible solutions
constitute continuous debates and a dynamic environment of interaction
among various stakeholders. In fact, the analysis of this broad umbrella
of RE&RI and the examination of the developments within it could be
considered as a meta-research field and render RE&RI a stand-alone field
of study and expertise.

Throughout the PRO-RES project’s development, all partners involved
reconfirmed that a special place is reserved for policymakers and their advisors
among the stakeholders involved in this dynamic environment. Dealing with
these issues without taking them into consideration leaves the general picture
incomplete. Good independent research provides useful information and
proper evidence for the formulation of policies of general interest. At the
same time, the main goal is to restore and enhance society’s trust in science,
and this cannot succeed without the participation of policymakers and
their advisors in using scientific results to make and justify their decisions.
Ethical commitment does not end with the various ethics reviews at the
formulation and planning stage of research, but it follows research projects,
results and products up to the final stages of dissemination, exploitation,
implementation, endorsement and compliance. It is, therefore, necessary to
incentivise evidence-based policymaking by incorporating reliable science
into policy.

The PRO-RES project’s guidance framework encourages policymakers
and their advisors to seek evidence for their decisions from research that
has been conducted ethically, responsibly and with integrity, providing
them with useful tools for this (the Accord, the Toolbox and Resources).
While recognising the actual difficulty in involving policymakers in the
process of developing an RE&RI framework useful to them and to their
purposes and concerns, and acknowledging the fact that policy advice
and policymaking are complex procedures involving different, often
contradicting aims, interests and challenges, the ambition of awareness
raising towards RE&RI and the idea of transparency as a guiding principle
remain our key notions.

Notes

' See: https://prores-project.eu/

5

See: https://socialscience.one/
* The ECoC is recognised by the European Commission as the reference document for
research integrity for all EU-funded research projects and as a model for organisations
and researchers across Europe.

See the Glossary of Terms and Concepts provided in the PRO-RES project’s website

http://prores-project.eu/glossary-of-terms-and-concepts/ [accessed 30 January 2022].
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An ethical framework for think
tanks: easier drafted than done?

Fabian Zuleeg

Introduction

There are no clear definitions of what constitutes a think tank; any
organisation can choose to use this label. In its broadest sense, it is an
organisation that aims to influence policy through research, analysis and
policy advice. The non-academic research sector contains a wide range of
different actors,' not only think tanks but also foundations (including party-
political ones), independent research institutes, trade associations, research
bodies linked to unions or employer organisations, consultancies, research
departments of private companies or non-governmental organisations
(NGOs) and so on. Not only is there a plethora of different organisations,
some actors in the field use this lack of defined structures to influence policy
without disclosing potential conflicts of interest, for example, acting through
or even setting up a ‘think tank’ that only serves a particular interest, being
neither transparent nor independent.

Think tanks® are generally rather small, both in terms of overall budget
and in terms of the staff they employ. Many think tanks are self-financing
NGOs; their funding model usually relies on diverse sources of generally
short-term funding. However, some think tanks receive significant public
sector/governmental core funding, at times explicitly being affiliated with,
or part of, government or other structures, such as political parties.

Arguably, research does not lie at the core of think tank activity, but rather
the focus is on analysis and policy advice, based on evidence, which can
include research studies but also relies on a wide range of other sources.
Much of the activity of think tanks takes place behind closed doors, with
results often being unpublished. Monitoring and enforcing ethical conduct
of such activities is far more challenging than setting up a research project
in the public eye with clear ethical guidelines, an ethical review process and
(public) project funding that is conditional on ethical conduct. Having this
different focus implies that there is a need to create the right incentives for
think tanks to adhere to ethical guidelines, in line with the marketplace in
which they operate.
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Why ethical conduct in think tanks matters

Whether think tanks conduct their activities in line with ethical principles
matters to society. They can fulfil an important function in democracy,
challenging policymakers to implement innovative solutions, based on
evidence. The organisations in this sector can connect a range of difterent
stakeholders and provide a platform for evidence-based debate. Non-
academic research, analysis and policy advice can be of critical importance
for decision-makers, being able to respond quickly and innovatively,
specifically focused on policy and more easily integrated in the policy
process. But if acting unethically, non-academic research organisations can
exercise a negative influence on democracy, manipulating policymaking
and public opinion.

But ethical conduct also matters to the think tanks themselves and the
individuals working for them. In addition to a personal commitment to
such principles, for a think tank’s independence and derived credibility, it
is also crucial both in terms of effectiveness and of legitimacy (Lux, 2021).
Given that the explicit aim of think tanks is to influence (democratic)
policy decisions, legitimacy derived from underlying commitment to ethical
principles provides the basis for intervening in the decision-making process.
In essence, think tanks that do not adhere to ethical principles lack the
democratic legitimacy for their activities.

Barriers arising from the nature of the market

One reason that the distinction between academic and non-academic
research matters is because organisations operating in the different
segments of the research field face a very different marketplace and,
hence, very different incentives. Table 6.1 is an attempt to chart the
difference between evidence-based analysis and advice organisations (with
a particular focus on think tanks) as compared to more traditional academic
research organisations.

Of course, the distinction is nowhere as clear-cut in reality and there
might well be hybrid forms, such as think tanks housed in universities.
Presenting this as a strict dichotomy would be misleading. Rather it should be
understood as a spectrum, with non-academic research organisations tending
towards one end and academic research to the other. In both segments,
there will be exceptions to the general structures sketched out in Table 6.1.
It is important to emphasise that this is not a categorisation that distinguishes
between ethical or non-ethical behaviour but rather an attempt to
characterise the structural differences between the different actors. In both
parts of the research spectrum, there is a need to follow legal requirements,
for example the General Data Protection Regulation (GDPR).? There is
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Table 6.1: Differences between think tanks and traditional research organisations

Traditional research organiasations/higher
education research

Think tanks and specific research institutes

Commitment to scientific ‘truth’

Primary research, mostly based on
historical data, generation of knowledge

Objective, current state of knowledge

Provision of public goods

Peer review, critical assessment by other
academics/academic institutions

Base funding through dedicated research
funding but with conditions determined
by the communal funding bodies
(governments, EU), long term, strong
incentive to keep to research guidelines

Defined organisational form, not for profit

Clearly definable conflicts of interest

Defined sector with governance structures,
official status

Clear roles/relationship to institution
of individuals (employment). Clear cut
institutional association of individuals

Providing research environment/
collaboration

Research design to encourage the
production of objective findings,
transparency and replicability. Public, open
access

Dispassionate provision of research results

Commitment to a mission, goal/objective,
impact and/or potentially a political/
ideological direction

Interpretation & analysis of existing, broad
range of evidence, forward looking, use/
application of research results

Normative, recommendations

Working for/with stakeholders to meet
specific interests and needs, public interest
rather than public good

Assessment by ‘clients’ & judged relevant
through uptake by decision-makers.
Rarely: think tank peer review or criticism

Diverse funding with distinct interests, short
term, weak incentive to keep to research
guidelines, at times precarious balance
between strategic content and interest of
stakeholders providing short term funds

Diverse organisational forms, variety of
governance models, some not-for-profit,
others not

Competing interests, no clear cut hierarchy
of right vs wrong

Undefined sector, no common organisation,
blurry delineation, self-identification
(sometimes with intention to deceive)

Individuals can be objects/subjects,
researchers, funders, founders, decision-
makers, governance at the same time.
Multiple forms of work relationships/
arrangements

Providing a platform for debate

Research & analysis that simultaneously
aims to influence (e.g. interviews with
decision-makers, taskforces, workshops),
often behind closed doors and ‘one-

off'. Informal, below the radar, private
information

Proactive involvement in the political
debate
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Table 6.1: Differences between think tanks and traditional research organisations
(continued)

Traditional research organiasations/higher Think tanks and specific research institutes
education research

Restricted number of core funders. Some Wide variety of funders. Year-to-year
endowments. Increasing pressure to create  survival, typically no/few endowments
spin-offs and return on investment

Uniform type of research projects, guided Different type of projects with different
by a common framework (determined by rules/guidelines
funders)

Longer term, structured, predictable Fast, uncertain, risky, unproven/unprovable

also a need to maintain research integrity, combating plagiarism, falsification
and fabrication. But arguably in the non-academic sector, misbehaviour is
more difficult to detect and address as more of the activity takes place below
the radar.

There will be ‘bad actors’ in either part of the spectrum, suffering
(undisclosed) conflicts of interest, making biased use of data, manipulating
evidence and deliberately misleading decision-makers and the public,
as well as funders. However, arguably the non-academic sector is less
‘regulated’ (that is, less bound to a particular set of ethical rules and less
dependent on funding attached to those rules) and it can be more difficult
to evidence bias when compared to activities carried out by scientific
method. In addition, organisations in the non-academic sector often lack
the organisational infrastructure to effectively enforce ethical guidelines,
such as ethical review processes, in part due to a smaller scale and due to
the costs involved, without in most cases offering clear benefits, such as
additional funding.

The additional challenge of COVID-19

Given the COVID-19 pandemic and its political, economic and social
aftermath, the need and demand for think-tank advice and analysis has
further increased, not least since the situation requires rapid responses to
complex, new and interconnected policy challenges, in a world characterised
by endemic uncertainty.

However, at the same time the crisis is likely to have a negative impact on
funding for think tanks, given that providing support to such organisations in
times of crisis is often seen as a relatively easy target for reducing expenditure
by private firms, but also by cash-strapped public authorities. This increases
the financial vulnerability of think tanks, making it more difficult to
resist the influence of vested interests if these underpin the financial model
of the organisation.
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Implications of structural differences

These structural differences imply that academic and non-academic research
organisations tend to operate differently, driven by a different set of incentives.
While for academic organisations following the principle enshrined in an
ethical research framework is core to their operations, this is not the case for
non-academic organisations. Indeed, non-academic organisations often face
funders that are not focused on ethical principles and might even not want
the organisation to follow strict ethical guidelines but rather, for instance,
achieve maximum effectiveness in policy influence. It follows that any ethical
framework needs to be adapted to the needs of non-academic organisations
and that its implementation needs to be incentivised for this sector.

This is reinforced by the competition within the non-academic research
sector. At best, following an ethical research framework provides marginal
benefits, for example potentially better access to public research funding,
but at worst it can be a competitive disadvantage; in essence, if there is no
significant sanctioning of misbehaviour, acting in a non-ethical way can be
a competitive advantage, by, for example, being able to access funding for
advocacy and lobbying or being more effective in changing policy by using
covert and underhand methods.

Simply attempting to impose a framework will lead to displacement: for
example, it might simply lead to one part of the sector no longer operating
under such a framework, promising their clients more, precisely because they
are not bound by such rules. It could thus become a competitive advantage
not to follow the rules. There is a need to reverse incentives and to create
an ethical framework that benefits those who are willing to abide by it.

Cornerstones of an ethical framework for non-academic
research organisations

The structural differences between academic and non-academic research
providers raise the question of what guidelines are appropriate. In other
words, which operational principles should guide the work of a think tank
to underpin its independence, credibility and legitimacy?

* Commitment to existing guidelines, for example, those on research
conduct or on opinion polling (to all elements or only some)?

* Commitment to not deliberately mislead or misrepresent the evidence: ‘the
end does not justify the means’?*

e Clarity of purpose and interests?’

* Non-dependence on individual sources of funding/diverse funding
sources, clear rules tied to funding arrangements?

* Governance and transparency to safeguard independence?
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For non-academic research organisations, and in particular think tanks,
independence lies at the heart of their credibility: they must ensure and
demonstrate their independence, including a clear demonstration that the
funding they receive might influence their agenda (such as which topics
are being examined) but not the results of their analysis (the conclusions
and recommendations). To ensure this, think tanks need to have adequate
governance structures and be transparent about their operations.

A further crucial element is a multi-stakeholder approach. Think tanks
should act as a bridge between a wide range of actors in the policy process,
including those that might struggle to engage effectively without the
facilitation of think tanks. Debates need to take into account the different
viewpoints and ensure that policy recommendations are developed by taking
into consideration different and, at times, also opposing views.

At the same time, think tanks need to be mindful of equality and diversity
concerns, ensuring that there is not a bias in their operations driven by a
lack of participation of certain groups, as part of the governance structures,
management, senior staff or speakers at events.

Having different views and groups represented in the political/policy
process is essential. It is part of democratic debate to have different views
and conflicting solutions; indeed, having a process of thesis being confronted
by antithesis, leading to synthesis, is core to the development of better
policies. Different opinions, and advocacy of them, are a sign of a healthy
democratic debate and a wide range of political opinion has to be legitimate
in the absence of universal truth. Any ethical framework has to ensure
that it addresses the abuse of freedom of speech but does not constrain the
right itself or the broader, opinion-driven political debate. This requires an
approach that is not rigid and legalistic but incentivises ethical principles,
through better governance and greater transparency (see Box 6.1).

Box 6.1: Transparency and governance

Transparency is the minimum degree of disclosure of activities, governance arrangements,
financing and people and organisations involved in the work of the think tank, which
are open to all for verification. Transparency should follow the following characteristics:

« Comprehensive (historic data, timely (that is, not years out of date) activities, financial
and governance transparency, details on all financial support (including source) above
arelatively modest threshold, clearly showing all people directly involved in the think
tank (staff, experts, governance)).

* Accessible (easy to find and access, including obvious links from the homepage,
information available in both local and international languages, contacts for
further information).
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» Transparency by default (proactivity in making information available, clear reasoning
for exceptions - for example, commercial confidentiality, proprietorial information, all
information required to assess good governance, as set out earlier, is freely available).

Governance is how the think tank is managed, how decisions are taken both day-to-
day and long term, the organisational form including statutes and by-laws and how
the monitoring/oversight function is performed. Good governance should include the
following elements:

« Financial governance (avoiding single/limited number funder dependency, plurality
of types of funding, external auditing, financial management principles; for example,
multiple people involved in payment).

Structural governance (appropriate legal form, no direct power relation to government,
parties or other stakeholders, clear roles and functions of governance bodies, including

who appoints whom, implicit ‘owners’ (founders and so on)).
Management (role of executive director or equivalent and how are they appointed/
overseen, succession planning for key personnel, who can commit think tank resources,

separate roles of income earners and pro bono overseers; for example in a non-
remunerated governing board, who speaks for the think tank and/or can come up
with think tank positions).

Policies and principles (explicit mission statement, clear commitment to transparency,
good governance, independence, quality management procedures, not-for-profit

.

and so on, policies on data protection, copyright, environmental, gender/equality,
commitment to evidence-based working, involvement of multiple stakeholders,
external reporting).

Greater transparency tends to enforce better governance by ensuring that
there is public scrutiny. Good governance is not only doing the right thing
but being seen to do the right thing. But better governance and greater
transparency are not cost-free. At the very least, they involve managerial
and administrative efforts and can slow down decision-making; they can
also impact negatively on financial sustainability (for example, by ruling
out certain sources of funding), continuation (for example, by reducing the
incentives for key people to remain involved) and impact (for example, by
limiting the ability to work behind the scenes).

Yet, multi-stakeholder working, transparency and good governance, and
ultimately independence, are not optional extras that can be discarded when
inconvenient. A think tank that cannot deliver a high standard of governance
and transparency might have to consider whether the think tank can fulfil
its functions if not adhering to these principles. Think tanks should strive
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towards these high standards of governance and transparency and should be
asked to demonstrate their adherence when interacting with funders. In a
world where they take a stronger political role, they must be ‘holier-than-
thou’, providing as few points of attack as possible to their new political
opponents, who can otherwise challenge their legitimacy.

An ethical framework for academic and non-academic
research

The European Commission—financed PRO-RES project (aiming to
PROmote ethics and integrity in non-medical RESearch) has been working
on the creation of an ethical research framework that is applicable to both
academic and non-academic research.” At the heart of the project is the
STEP Accord, which is envisaged as a statement of principle that academic
and non-academic organisations can endorse and sign up to (see Box 6.2).
The Accord is underpinned by principles and rationale that set out in
greater detail what this Accord means when applied to research activities
(see Box 6.3).

Box 6.2: The STEP (Scientific, Trustworthy and Ethical evidence for
Policy) Accord

As signatories to the Accord:

« We recognise that an underpinning by high quality research, analysis and evidence,

including policy appraisals and evaluations, is a pre-condition for evidence-based
policy-/decision-making, and hence rational policy actions and effective outcomes.

As individuals and institutions involved in commissioning, funding, sponsoring or
conducting research, collecting or using evidence for policymaking, we aim to be as
transparent as possible on how the high quality