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Abstract: Lithium-ion batteries are one of the best choices as energy storage devices for self-powered nodes in 

wireless sensor networks (WSN) due to their advantages of no memory effect, high energy density, long cycle 

life, and being pollution-free after being discarded, ensuring that the sensor nodes maintain high power 

operation for a long time. An improved co-estimation framework for SOE and maximum available energy has 

been established, considering the problem of maximum available energy decay caused by temperature and 

battery charge-discharge rate, which can update the maximum available energy in real-time and reduce SOE 

errors caused by fixed energy values. A multi-timescale SOE and maximum available energy co-estimation 

framework is proposed to address the asynchronous and coupled characteristics of maximum available energy 

and SOE estimation, effectively reducing the algorithm's computational complexity. The proposed algorithm is 

experimentally verified according to the designed dynamic stress test conditions of lithium-ion batteries in WSN 

nodes. The experimental results show that smaller time scales can provide more accurate and reliable maximum 

available energy correction and higher SOE estimation accuracy, but the computational time cost is higher than 

that of larger time scales. To balance SOE estimation accuracy and algorithm computational complexity, the 

appropriate time scale should be selected based on the SOE estimation accuracy and time cost in practical 

battery management system working conditions. 
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1. Introduction

The accurate estimation of the remaining energy of lithium-ion batteries provides a reference for maintaining 

the normal operation of nodes. The SOE of lithium-ion batteries cannot be directly measured, and a suitable 

model needs to be established to obtain it through external parameter measurement. The modeling methods for 

lithium-ion batteries mainly include electrochemical models, equivalent circuit models, and black box models 1. 

The electrochemical model 2,3 establishes partial differential equations through charge diffusion and offset 

motion, which have clear physical meanings and high estimation accuracy. However, the computational 

complexity of partial differential equations is large, making it difficult to execute on microcontrollers. The black 

box model 4 does not consider the internal reaction mechanism of the battery and adopts data-driven algorithms 

to study the relationship between the output voltage and model input. This type of algorithm requires a large 

amount of training data, has high algorithm complexity, and the prediction results excessively rely on the 

accuracy of selected data, making it unsuitable for application to wireless sensor networks (WSN) nodes. 
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The equivalent circuit model (ECM) has a simple structure and is easy to implement, making it the most 

widely used state estimation algorithm currently. The common ECM models include the Rint model, Thevenin 

model 5, PNGV model 6, dual polarization equivalent circuit model 7, and fractional order equivalent circuit 

model (FOM) 8,9. Reference 10 demonstrated through comparative analysis of ECM and FOM modeling methods 

that FOM modeling can fit the dynamic characteristic curve of batteries through continuously changing orders, 

better describing the physical characteristics of the model, and its modeling accuracy is higher. 

The commonly used SOE estimation methods include direct voltage method11 and open circuit voltage method 

12, which are simple to operate but have low accuracy and dynamic range and are not suitable for online 

estimation. Data-driven algorithms 13,14 require a large amount of training data and are not suitable for WSN 

nodes to learn the characteristics of lithium-ion batteries by establishing data models or neural networks. The 

power integration method 15 is simple and direct in the calculation, but it is difficult to obtain the initial value, 

which is a commonly used method in WSN nodes. The Kalman filter in adaptive estimation methods 16 and its 

derivative algorithms 17,18 achieve SOE estimation by establishing a dynamic model of lithium-ion batteries and 

using Kalman filters to update and modify the state. This type of algorithm has reliable calculation results and 

can meet the requirements of real-time estimation. 

Reference 19 proposed a universal model for online prediction of battery remaining capacity based on the 

coulomb counting method, which has better measurement accuracy than the direct voltage method. Reference 20 

points out that the availability of battery energy, device drive cycle, and environmental conditions all have an 

impact on node lifespan. A new method for adaptive soc estimation based on Gaussian process regression in 

WSN is proposed, and the accuracy advantage of the model is verified by comparing with polynomial 

regression and support vector machine models. Reference 21 proposed a method based on voltage measurement 

to approximate the remaining energy of batteries. The prediction accuracy of this method is verified through 

experiments under temperature fluctuations, battery aging, and different load conditions. However, this result 

relies on high-precision measurement equipment to obtain measured voltage values under different conditions, 

ignoring the nonlinear changes in battery terminal voltage, which can have a significant impact on the results. 

Reference 22 developed the dual filtering algorithm to establish the online model-based estimator for SOE and 

established the total available energy capacity model to track the change of the maximum available energy. 

However, the choice to update the energy change at each sampling interval will bring a huge computational 

burden to BMS. Reference 23 proposed a dual estimation framework for SOE and maximum available energy 

based on a variable multi-timescale, which verified the accuracy and robustness of the SOE and maximum 

available energy co-estimation through presetting the energy threshold as the time scales but missed verification 

of the co-estimation performance under low-temperature conditions. In general, the discharge performance is 

very stable at room temperature and low discharge rate. The calculation of the remaining energy is less difficult 

and more accurate, but the drastic changes in the load current under actual operating conditions will result in a 

significant reduction in maximum available energy 24.  
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Therefore, establishing a highly reliable equivalent modeling method and a highly applicable SOE estimation 

method is the primary task for energy storage applications 25. This is a complex task, as the maximum usable 

capacity of lithium-ion batteries will fluctuate to a certain extent with the charging and discharging rate, 

environmental temperature, and cyclic aging 26,27. In simple operating conditions (such as room temperature, 

low magnification, etc.), the parameters of lithium-ion batteries are very stable, making it easy to obtain 

high-precision state estimation values through calculations 28-30. However, the complexity of actual operating 

conditions (such as temperature, current, humidity, power changes, etc.) can lead to frequent changes in 

measurable parameters of batteries. Thus, how to obtain more accurate SOE values under complex and variable 

operating conditions is currently a research difficulty. 

2. Mathematical analysis 

2.1. Equivalent modeling  

The use of ideal capacitors in ECM makes it difficult to describe varying degrees of capacitive reactance 

radians, which can lead to a decrease in model accuracy31. The fractional calculus using fractional order 

impedance elements such as CPE and Walburg to describe capacitive reactance arc under non-ideal conditions, 

to fit the EIS curve of lithium-ion batteries well and improve the accuracy of the model. The large increase of 

charge transfer impedance at low temperatures will result in severe energy loss, a temperature-varying factor is 

added to FOM to improve the temperature adaptability. The temperature-varying fractional-order equivalent 

circuit model (TV-FOM) is established as shown in Fig. 1. 
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Fig. 1. Temperature-varying fractional-order equivalent circuit model 

UOCV (SOE, T) is the open-circuit voltage, CQ is defined as a function of the nominal capacity Qnom, Cdl and Cdf 

are the element parameters of the capacitance model, and the fractional order is expressed as α, β. Ucf represents 

the partial voltage at the parallel connection of Rct and Cdl, and Udf represents the partial voltage at the parallel 

connection of Rdf and Cdf. According to the electrochemical principle, the impedance form of Cdl and Cdf is 

shown in Eq. (1). 
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According to Kirchhoff's law of voltage and current, the discretized state space equations of the polarization 
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voltage and terminal voltage of the circuit can be obtained as shown in Eq. (2). 
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2.2. Parameter identification 

The variable double-order fractional-order forgetting factor recursive least square (VD-FOFFRLS) is used to 

achieve online identification of resistance capacitance parameters and fractional order, using temperature and 

SOE as variable factors to improve the accuracy of terminal voltage prediction. The impedance transfer function 

of FOM can be obtained as shown in Eq. (3). 
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Simplify by defining Eq. (4). 
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y (k) is the difference between the open circuit voltage and the terminal voltage at time k. Combined with the 

G-L definition, Eq. (5) can be approximated as a linear regression equation.  
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According to the definition of fractional calculus:  
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The fractional order calculus is historic and memorable. N is the number of historical data points involved in 

the historical calculation and contains all historical information from past moments. The computational 

complexity of the system continues to increase as N increases. Considering the accuracy requirements and the 

principle of short-term memory, it is necessary to choose a suitable memory length to truncate the data length N 
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during the calculation. Eq. (6) can be expanded as: 
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Among them:  
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Assuming:  
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The linear regression equation of the FOM model is obtained by simplifying and organizing: 
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Where y (k) denotes the system output vector at time k,  φ k denotes the system data vector at time k, and 

 θ k denotes the system parameter vector to be identified at time k.  
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The parameter vector for the case of minimum system error vector is derived according to the forgetting factor 

recursive least squares. 
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ˆ( )θ k represents the estimated parameters to be identified at the current moment， ˆ( 1)θ k   represents the 

estimated parameters to be identified at the previous moment. The estimated parameters are corrected by the 

product of the gain and the prediction error at the current moment to obtain the parameter vector for the FOM 

model with the minimum system error vector. Further derivation of the online identification parameters of the 

model is shown in Eq. (13).  
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3. A novel combined estimation method for SOE and SOC with maximum available energy prediction 

3.1. ADFOEKF based SOE and SOC co-estimation on the micro time-scale 

The SOE is a numerical value that describes the remaining energy of the battery, which refers to the ratio of 

the remaining energy to the rated energy under certain charging and discharging rates and temperature 

conditions. Unfortunately, the traditional definition ignores the influence of terminal voltage change and 

maximum available energy change on the estimated results. The actual energy of the battery is the product of 

the actual capacity and voltage, and the capacity is equal to the integral of discharge current and discharge time, 

so the power output of the lithium-ion battery is mainly determined by the voltage and instantaneous current. 

In working conditions, the power integration method is usually used for SOE estimation. The terminal voltage 

is an unstable factor, and energy characteristics experiments have shown that the charging and discharging rate, 
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temperature, and cycle times can cause dynamic changes in terminal voltage and maximum available energy. As 

the discharge process progresses, the voltage will gradually decrease with the decrease of battery charge, and 

there will be a rapid decrease in voltage at the end of the discharge. The energy characteristic experiments have 

shown that both charge-discharge rate and temperature can cause dynamic changes in voltage and maximum 

available energy values. It can be seen that the changes in voltage are closely related to the changes in the 

maximum available energy. The improved SOE is defined by the power integration method, and the 

discretization equation is shown in Eq. (14). 

    
   
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I k U k T
SOE k SOE k
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    ................................................ (14) 

Where SOE (k) is the energy value at time k, k is the sampling time, and En (I, T) is the maximum available 

energy, which is a fitting function of current rate and temperature, representing the variation values under 

different working conditions. According to the definition equation of SOC and SOE, the relationship between 

SOC and SOE can be obtained. The discrete state space equation is established as shown in Eq. (15):  
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The adaptive dual fractional-order extended Kalman filter algorithm (ADFOEKF) is used to realize the 

co-estimation of SOC and SOE. One Kalman filter is used to estimate SOC, and the other Kalman filter is used 

to estimate SOE based on SOC estimation results. 

3.2. AEKF based maximum available energy prediction on macro time-scale 

The battery parameters and state parameters have asynchronous time-varying characteristics, the state 

parameters have micro time-scale characteristics, and the model parameters have macro time-scale 

characteristics and are strongly related to the battery state parameters. The expression of the maximum available 

energy En is derived from the power definition equation of SOE, as shown in Eq. (16). 
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k T

t t
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k T k
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E I T
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  .................................................... (16) 

Eq. (16) shows that an accurate SOE estimation can be obtained when the interval between two SOEs is long 

enough, which is difficult to achieve in practical environments. A fourth-order AEKF based on OCV correction 

is proposed to predict the maximum available energy En and realize the co-estimation for SOE and maximum 

available energy.  

The micro-timescale SOE is updated at each sampling, and if the macro-timescale En is updated at each 

sampling, it will increase the operating cost. Therefore, it is necessary to choose an appropriate macro time scale 

to determine whether to update the maximum available energy. Assuming k and n represent the micro time scale 

of the state variable and the macro time scale of the parameter vector, respectively. L represents the macro time 
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scale transformation threshold, which means that the En is updated and estimated at every L sampling time point. 

[En, L UOCV, L Ucf, L Udf, L] is selected as the state variable, and the fourth-order AEKF is adopted to predict the 

maximum available energy. The second-order fractional-order discrete state space equation is established shown 

in Eq. (17). 
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Consider En, L as a constant within a single cycle of charging and discharging for lithium-ion batteries. If the 

sampling time k is an integer multiple of L, the optimal estimate of En, L at the macroscopic time scale is updated, 

indicating the completion of a microscopic time scale cycle within the macroscopic time scale. If the sampling 

time k is not an integer multiple of L, the current value of En, L is kept unchanged and the process continues back 

for the estimation of the state parameters at the next sampling time on the microscopic time scale. Therefore, 

SOE estimates need to be estimated and updated on micro time scales and En needs to be predicted and revised 

on macro time scales.  

3.3. A multi-timescale framework for SOE and maximum available energy 

The multi-timescale framework for state of energy and maximum available energy mainly includes fourth 

modules: online parameter identification module based on VD-FOFFRLS, micro-timescale SOE estimation 

module based on ADFOEKF, macro-timescale En, L estimation module based on AEKF, and multi-time scale 

judgment module.  

Firstly, the VD-FOFFRLS realizes the online identification of the model parameters and the online correction 

of the OCV. Secondly, the ADFOEKF module uses the identification parameters to realize the SOE estimation. 

Thirdly, according to the predicted SOE results and OCV data, the AEKF can further update the fixed maximum 

available energy when the time scale reaches a predetermined value. Finally, for multi-time scale judgment, 

SOE estimation needs to be estimated and updated at the micro time scale, while En, L needs to be predicted and 

corrected at the macro time scale. The implementation process of the co-estimation for SOE and maximum 

available energy prediction based on the multi-timescale is shown in Fig. 2. 

 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



Mod(k-1,L)=0

 Y 

 N 

   

, , 1

, ,

OCV k OCV k OCV

OCV
OCV

U U

d SOE T d SOE TdU dSOE dT

dt dSOE dt dT dt

 

     

VD-FOFFRLS

FO-ECM

SOE estimation on micro time scales

En estimation on macro time scales

       

 
 

   

 

31 21 ( ) ( ) ( )

31 21 ( ) ( ) ( )

0 1 2 3 0 1 2 3 4

T
k k k k

T
aa a

y k y k y k y kT
k

aa a
I k I k I k I k I k

k a a a a b b b b b

 

 



 









 
  

   

   

y φ θ e

        
φ

        

θ                 

k cf dfSOE U U 
 

, , , ,n L OCV L cf L df LE U U U 
 

, , 1n L n LE E 

 
 

,
1, 1 1,

,
2, 1 2,

f
k k k

f
k k k

 




 










x x u

x x u

  

  

1, 1 1, 1 1, 1 1, 1 1

2, 1 2, 1 2, 1 1, 1 1

,

,

x x K y x u

x x K y x u

k k k k k k

k k k k k k

g

g

  

    

  

    

   



  


  

  

1, 1,

2, 2,

,

,

ε y x u

ε y x u

i i i i

i i i i

g

g





  



 


   

1, 1 1, 1, 1, 1,

1 12, 1 2, 2, 2,

2, 2,
2

P A P A Q

P A G P A G

Q G P G
j

T
k k k k k

T

k k k k

k
T

jk k j
j

 


 

















 

  

 

1

1, 1, 1, 1, 1, 1, 1,

1

2, 2, 2, 2, 2, 2, 2,

[ ]

[ ]

K P C C P C R

K P C C P C R

T T

k k k k k k k

T T

k k k k k k k

  

  

 

     

 

1/2, 1/2, 1/2, 1/2, 1/2, 1 1/2,

1

1/2, 1/2, 1 1/2, 1 1/2, 1/2, 1

1/2, 1/2, 1/2,

2 1

1

1

R ε ε C P C

Q P A G P A G

G P G x x
j

k
T T

k i i k k k

i k M

T

k k k k k

l k
T

j k j i i

j i k M

M

M





  

 



  



   


 




   

  





 

 
 

1, 1 1, 1, 1, 1

2, 1 2, 2, 2, 1

P I K C P

P I K C P

k k k k

k k k k

 

 

 

 

  


 

     

     

   

       

         

0

0 1 2

3 4

,

, ( ) / ( )

ln ln 1

cf dl cf ct dl

df df df df df

L ocv cf df

OCV

D U I C T U R T C T

D U I C T U R T C T

U U SOE T IR T U U

U T SOE K T K T SOE k K T SOE k

K T SOE k K T SOE k





  

  



   


  

   

 ,OCVU f SOE T

 0R T

 ctR T  dfR T

 dlC T  dfC T

 I t

LU LR

1 1 1
1

x Ax B G x ω

y Cx D υ

k

jk k k k j k
j

k k k k

I

I

   








   

  



1

1

ˆ ˆ ˆ( ) ( 1) ( )[ ( ) ( ) ( 1)]

( ) ( 1) ( )[ ( ) ( 1) ( ) ]

( ) [ ( ) ( )] ( 1)

θ θ K y φ θ

K P φ φ P φ

P I φ

T

T

T

k k k k k k

k k k k k k

k K k k P k









     


   


  

 
1

, , 1

1

, , 1

,

, , 1 1 ,

, , , ,

, , 1 1 ,

, , , ,

,

exp 1 exp

exp 1 exp

L

n L n L

L

OCV L OCV L

n L

cf L cf L L ct L

dl L ct L dl L ct L

df L df L L df L

df L df L df L df L

E E r

I Ud SOE T
U U

dSOE E

T T
U U I R

C R C R

T T
U U I R

C R C R









 

 

 

  

    
           

     

   
        

   

 , , , 0,L OCV L cf L df L L LU U SOE U U I R










  
     
    

 

   

1/2,0 1/2,0

1/2,0 1/2,0 1/2,0 1/2,0 1/2,0

x x

P x x x x
T

E

E



  

 

       

Fig.2. The flow chart of the multi-timescale framework for SOE and maximum available energy 

4. Experimental analysis 

4.1. Analysis of operating characteristics 

Due to the discontinuous characteristics of photovoltaic energy harvesting in photovoltaic WSN, the ESS needs 

to store excess energy and release it when the power generation is insufficient to meet the load demand at night 

or on rainy days. The operating process of the lithium-ion battery is divided into five stages, the shutdown stage, 

the soft start stage, the normal charging stage, the intermittent energy supplement stage, and the intermittent 

energy supply stage. The operating condition represents the load power supply of the node under different 

weather conditions, which is related to the energy collection topology, working mode of the energy storage unit, 

and energy consumption model. Six typical operating conditions of nodes are designed, as shown in Tab. 1. 
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Tab. 1 Operating condition design 

Operating 

condition 

Actual conditions 

Weather condition Energy harvesting Energy storage Energy consumption 

CS Continuous Sunny Autonomous energy supply Supplementary power Periodicity 

CS1 Continuous Sunny Autonomous energy supply Supplementary power Periodicity and randomness 

CR Continuous Rainy Supplementary energy supply Mainly powered periodicity 

CR1 Continuous Rainy Supplementary energy supply Mainly powered  Periodicity and randomness 

SR More sunny and less rainy Mixed energy supply Supplementary power  periodicity 

SR1 Less sunny and more rainy Mixed energy supply Mainly powered  Periodicity and randomness 

CS and CS1 correspond to continuous sunny days, and the energy required by the load is supplied directly by 

the energy harvesting device and supplemented by lithium-ion batteries. CR and CR1 correspond to continuous 

rainy days, the energy harvesting unit cannot obtain energy from the environment and can only use lithium-ion 

batteries as the main energy source. SR and SR1 correspond to alternating sunny and rainy days, the energy 

harvesting device and the storage device alternately supply power to the load, and the energy harvesting device 

is preferentially used to supply power to the load. Our previous work32 has shown the current and voltage 

diagrams under six operating conditions. 

4.2. Experimental operating conditions 

Based on the working modes of the energy collection unit, energy storage unit, and energy consumption unit of 

the WSN node, representative DST conditions under different temperatures are designed from the energy supply 

unit module to simulate the discharge conditions. The experimental process is shown in Fig. 3. 
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2.5 V<individual voltage<4.2 V

constant current discharge to cut-off voltage 

soft start charging 0.05 C duration:Tb

shelve 10 s

constant current and constant voltage 

charging to cut-off voltage 4.2 V duration:Tc

self discharge duration:Ts

supplementary energy supply  duration:Td2

supplementary electricity duration:Ti

individual voltage<2.5 V

end

autonomous energy supply  duration:Td1

mixed energy supply  duration:Td3

shelve 10 s

Y

Y

N

N

 
Fig.3. The flow chart of experimental design for working conditions 
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The experimental platform includes high-rate charge and discharge test equipment, 4.8Ah lithium-ion batteries, 

a host computer, and a high-low temperature control box. The battery placed in the control box is charged and 

discharged through the high-rate charge and discharge test equipment, and the host computer records the 

experimental data. By customizing the steps through the upper computer software, analyzing the working mode 

and state transfer mechanism of each module, and designing DST operating conditions under different 

temperatures and aging. The experimental data under different temperatures, charge-discharge rates, and cycle 

times are achieved through temperature settings and process step settings. 

5. Results and Verification 

5.1. Co-estimation prediction results of SOE and maximum available energy 

The lithium-ion battery of WSN nodes is affected by different charging and discharging combinations of loads, 

and its working process is in a variable current state, resulting in a change in the maximum available energy. the 

polarization effect of the battery is increased in high-rate discharge, leading to the battery voltage quickly 

reaching the discharge cutoff voltage. However, there is still a portion of the actual capacity that has not been 

released, which is manifested as a decrease in the energy value that can be released. On the other hand, the total 

energy released increases at low discharge rates, while the total energy released gradually decreases with the 

increase of current. Six typical operating conditions at different temperatures are selected to verify the 

maximum available energy following effect under variable current and temperature conditions. 

The influence of different time scales on co-estimation accuracy for SOE and maximum available energy must 

be comprehensively considered due to the strong interaction. The co-estimation accuracy and convergence time 

are used as indicators to evaluate the performance of the co-estimation framework with three different macro 

time scales, and the time scales L=10, L=30, and L=100 are selected to update the maximum available energy.  

(1) L=10 

The choice of different time scales will affect the update frequency of macro timescale and micro timescale. 

The micro timescale SOE is updated at each sampling time, while the maximum available energy En at the 

macro timescale is only updated when the macro timescale conversion threshold is reached. Select different time 

scales to update the maximum available energy to verify the adaptability of the joint algorithm under different 

time scales. Fig. 4 shows the SOE and maximum available energy co-estimation results and their estimation 

errors under different operating temperatures with L=10. 
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Fig. 4. (a) SOE and maximum available energy co-estimation results under 35 ℃ 

 

 
Fig. 4. (b) SOE and maximum available energy co-estimation results under 5 ℃ 

 

 

Fig.4. (c) SOE and maximum available energy co-estimation error 

Fig.4 (a) and Fig.4 (b) show co-estimation results of the maximum available energy values En and SOE for 

T=35 °C and T=5 °C respectively. The results show that the predicted SOE results for each operating condition 

0 1000 2000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 CS1 reference value  

 CS1 estimated value

300 350 400

0.78

0.84

0 1000 2000 3000 4000 5000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 CR1 reference value  

 CR1 estimated value

300 350 400

0.90

0.95

0 2000 4000 6000 8000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 SR1 reference value  

 SR1 estimated value

600 750

0.88

0.92

0 1000 2000 3000 4000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 CS reference value  

 CS estimated value

300 350 400

0.90

0.96

0 1000 2000 3000 4000 5000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 CR reference value  

 CR estimated value

100 150 200

0.96

0 1000 2000 3000 4000 5000 6000 7000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 SR reference value  

 SR estimated value

300 350 400
0.90

0.96

0 1000 2000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 CS1 reference value  

 CS1 estimated value

300 350 400

0.78

0.84

0 1000 2000 3000 4000 5000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 CR1 reference value  

 CR1 estimated value

300 350 400

0.90

0.95

0 2000 4000 6000 8000
0.0

0.2

0.4

0.6

0.8

1.0

S
O

E
 (

1
)

t (s)

 SR1 reference value  

 SR1 estimated value

600 750

0.88

0.92

0 1000 2000 3000 4000

0.000

0.005

0.010

0.015

0.020

E
rr

 (
1

)

t (s)

 CS error T=5℃

 CS error T=35℃

0 1000 2000 3000 4000 5000

-0.005

0.000

0.005

0.010

0.015

0.020

E
rr

 (
1

)

t (s)

 CR error T=5℃

 CR error T=35℃

0 2000 4000 6000

0.000

0.005

0.010

0.015

0.020

E
rr

 (
1

)

t (s)

 SR error T=5℃

 SR error T=35℃

0 500 1000 1500 2000

0.000

0.005

0.010

0.015

0.020

E
rr

 (
1
)

t (s)

 CS1 error T=5℃
 CS1 error T=35℃

0 1000 2000 3000 4000 5000

0.000

0.005

0.010

0.015

0.020

E
rr

 (
1
)

t (s)

 CR1 error T=5℃

 CR1 error T=35℃

0 2000 4000 6000 8000

-0.008

0.000

0.008

0.016

E
rr

 (
1
)

t (s)

 SR1 error T=5℃

 SR1 error T=35℃

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



at different temperatures follow the dynamics of the reference SOE values very well, and the initial estimates for 

each SOE deviate from the reference values at the beginning of the forecast due to the large errors in the initial 

maximum available energy values. With the effective correction of the maximum available energy values, the 

SOE estimate gradually moves closer to the reference values and the errors decrease. 

Fig.4 (c) illustrates that the error ranges of the predicted and reference SOE curves for operating conditions CS, 

CS1, CR, CR1, SR and SR1 at T=35 ℃ are 0.6% to 1.71%, 0.25% to 1.72%, -0.2% to 1.72%, 0.3% to 1.71%, 

0.1% to 1.68%, and -1.05% to 1.67%, respectively. At T=5 ℃, the error ranges of the predicted SOE curve and 

the reference SOE curve for operating conditions are 0.3% to 1.81%, 0.32% to 1.82%, -0.4% to 1.82%, 0.5% to 

1.8%, 0.24% to 1.81%, and -0.37% to 1.77%, respectively. The maximum error of the working conditions at 

each temperature does not exceed 2%, demonstrating the correctness and effectiveness of the joint algorithm 

framework at this time scale. 

(2) L=30 

Set the micro time scale to 1 s and the macro time scale to 30 s, that is, select the time scale L=30 to update the 

maximum available energy. Fig. 5 shows the SOE and maximum available energy co-estimation results and 

their estimation errors under different operating temperatures with L=30.  

 

 
Fig. 5. (a) SOE and maximum available energy co-estimation results under 35 ℃ 
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Fig. 5. (b) SOE and maximum available energy co-estimation results under 5 ℃ 

 

 

Fig. 5. (c) SOE and maximum available energy co-estimation error 

Fig.5 (a) and Fig.5 (b) show that the SOE results for different temperatures of the working condition follow the 

reference value well at the time scale, but there is also a situation where the accuracy of SOE estimation is not 

high in the early stage of prediction. As the fourth-order AEKF algorithm is used to update the threshold of the 

maximum available energy, the SOE estimation value gradually approaches the reference value. In the middle 

and later stages of discharge, the predicted SOE value can better follow the change of the reference value. Fig.5 

(c) represents a comparison of the results error under operating conditions of T=35 ℃ and T=5 ℃. At T=35 ℃, 

The error ranges of the predicted SOE curves and the reference SOE curves for the working conditions CS, CS1, 

CR, CR1, SR, and SR1 are 0.76% to 1.69%, 0.4% to 1.7%, -0.1% to 1.69%, 0.41% to 1.68%, 0.2% to 1.68%, 

and -0.95% to 1.66%, respectively. When T=5 ℃, the error ranges for the predicted SOE and reference SOE 

curves are 0.41% to 1.79%, 0.49% to 1.82%, -0.26% to 1.78%, 0.57% to 1.78%, 0.38% to 1.79%, 0.14% to 

1.75%, with none of the maximum errors for the operating conditions exceeding 2% at each temperature, 

indicating the correctness and validity of the framework at this time scale. 

(3) L=100 

Set the micro time scale to 1 s and the macro time scale to 100 s, that is, select the time scale L=100 to update 
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the maximum available energy. Fig. 6 shows the SOE and maximum available energy co-estimation results and 

their estimation errors under different operating temperatures with L=100.  

 

 
Fig. 6. (a) SOE and maximum available energy co-estimation results under 35℃ 

 

 

Fig. 6. (b) SOE and maximum available energy co-estimation results under 5 ℃ 
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Fig. 6. (c) SOE and maximum available energy co-estimation error 

Fig.6 (a) and Fig.6 (b) illustrate that when the time scale L is selected to a larger value, the co-estimation 

results of the maximum available energy and SOE under different temperatures can also follow the dynamic 

changes of the reference SOE, proving that the proposed time scale algorithm has good adaptability. However, 

when choosing a larger time scale, the distance between the estimated SOE deviation from the reference value 

will be larger compared to a smaller time scale, indicating that a larger time scale will reduce the accuracy of 

SOE estimation. Fig.6 (c) represents a comparison of SOE results error for the joint estimation framework at 

T=35 ℃ and T=5 ℃. At T=35 ℃, the error ranges of the predicted SOE curves and reference SOE curves for 

operating conditions CS, CS1, CR, CR1, SR, and SR1 are 0.8% to 1.65%, -1.1% to 1.66%, -0.18% to 1.68%, 

0.41% to 1.67%, 0.27% to 1.69%, and -0.94% to 1.68%, respectively. At T=5 ℃, the error ranges of the 

predicted SOE curve and the reference SOE curve for operating conditions are 0.48% to 1.78%, 0.58% to 1.8%, 

-0.14% to 1.78%, 0.57% to 1.79%, 0.35% to 1.8%, and 0.1% to 1.76%, with none of the maximum errors for 

the working conditions exceeding 2%, indicating that a larger time scale can also ensure the correctness and 

effectiveness of the proposed calculation method.  

The comparison of error results for different time scales at T=35 ℃ and T=5 ℃ further explains the impact of 

different time scale choices on the co-estimation accuracy error of maximum available energy and SOE. The 

experimental results show that the multi-timescale framework for various operating conditions at different 

temperatures can quickly eliminate the error impact caused by inaccurate initial maximum available energy, and 

can better track the reference SOE changes after algorithm convergence. The multi-timescale framework can 

effectively track the large deviation of energy values in the initial and end stages of discharge, and there is no 

significant deviation in the entire discharge cycle and all operating conditions, indicating that the estimation 

framework has good convergence and robustness. The smaller the time scale selection for most operating 

conditions, the lower the co-estimation error of the maximum available energy and SOE. The error will continue 

to increase with the increase of time scale, and a larger time scale seems to reduce the estimation accuracy of 
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SOE because a longer time scale means that it takes longer intervals to update the maximum available energy. 

As a result, the accuracy of the SOE prediction according to the collaborative estimation framework may be 

reduced when incorrect maximum available energy values are not corrected promptly, further affecting the 

correction performance of the maximum available energy values. Tab. 2 shows the root mean square error 

(RMSE) of SOE estimation results with macro time scales under different operating temperatures. 

Tab. 2 The RMSE (%) of SOE estimation results under different operating temperatures with different time-scales  

Time scale 

Condition 

T=5℃ T=35℃ 

L=10 L=30 L=100 L=10 L=30 L=100 

CS 0.53 0.56 0.57 0.78 0.84 0.87 

CS1 0.64 0.7 0.73 0.56 0.61 0.63 

CR 0.3 0.27 0.26 0.26 0.24 0.23 

CR1 0.65 0.68 0.69 0.46 0.51 0.53 

SR 0.39 0.45 0.47 0.33 0.38 0.4 

SR1 0.23 0.24 0.25 0.92 0.87 0.84 

Tab. 2 shows that the SOE error range of node operating conditions can be controlled within 1% at different 

time scales and temperatures, indicating the effectiveness and robustness of the algorithm. Intuitively, the 

smallest estimation error can be obtained at the shortest time scale since the maximum available energy can be 

corrected in time under most operating conditions. However, the CR and SR1 operating conditions indicate that 

a larger time scale does not necessarily reduce the accuracy of SOE estimation, as the maximum available 

energy of the operating conditions varies less under long-term time scale selection. The algorithm can better 

track the changes in maximum available energy on the time scale, resulting in a decrease in SOE error. With the 

elaboration of the above results, the conclusion that the accuracy of SOE predictions is improved compared to 

shorter time scales is obtained. 

The experimental results show that lithium-ion battery is more sensitive to high-rate discharge and 

low-temperature working environment, especially high-rate discharge will seriously affect the maximum 

available energy. Therefore, lithium-ion batteries should be avoided in the low SOE range to ensure safety and 

stability in the working environment. At the same time, an appropriate discharge rate should be adopted 

according to the ambient temperature to supply energy to the load and extend the working time of WSN nodes 

to the maximum extent. When the ambient temperature is high, high energy output can be obtained by using 

high-rate discharge. When the temperature is low, a lower discharge rate should be used to maximize the 

discharge energy of the battery and extend the working time of the node. 

5.2. Comparison prediction results of maximum available energy 

The initial maximum available energy is mistakenly set to 80% of the rated energy value in the experiment, 

and the energy attenuation caused by temperature and discharge rate is simulated to verify the convergence and 

robustness of the algorithm. Fig. 7 shows the maximum available energy variation with different macro time 

scales under six operating conditions at 35°C and 5°C, respectively. 
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Fig. 7. (a) Maximum available energy estimation results under 35 ℃ operating temperature with different time-scales 

 

 
Fig. 7. (b) Maximum available energy estimation results under 5 ℃ operating temperature with different time-scales 

The results indicate that the initial maximum available energy error can quickly converge to the vicinity of the 

reference maximum available energy through the AEKF algorithm. The initial maximum available energy under 

different time scales can converge to the reference maximum available energy in multiple iterations. A smaller 

time scale can provide more accurate and reliable maximum available energy correction. When the macro time 

scale is 100, the deviation between the estimated curve and the reference maximum available energy is larger 

due to the larger error of ΔSOE. Conversely, smaller macro time scales can provide a more accurate and reliable 

correction of the maximum available energy. Tab. 3 summarizes the RMSE between the maximum available 
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energy and the reference under different operating temperatures with different time scales, further explaining the 

effect of multi-timescale on prediction accuracy. 

Tab. 3 The RMSE (%) of maximum available energy under different operating temperatures with different time-scales 

Time scale 

Condition 

T=5℃ T=35℃ 

L=10 L=30 L=100 L=10 L=30 L=100 

CS 2.65 3.4 4.07 3.24 3.29 3.88 

CS1 2.99 3.33 4.26 2.98 3.73 4.74 

CR 3.21 3.16 3.68 3.53 3.68 4.51 

CR1 2.58 3.36 3.92 3.09 3.34 3.84 

SR 3.09 3.06 3.66 3.13 3.31 3.9 

SR1 2.58 2.38 1.73 3.32 3.55 4.2 

Tab. 3 illustrates that smaller macro time scales can provide more accurate and reliable maximum available 

energy corrections and higher SOE estimation accuracy. Conversely, increasing the time scale will bring about a 

faster change in the maximum available energy, and bringing in wrong values will significantly reduce the SOE 

accuracy predictions. Due to the increased shelving time under SR1 working conditions, long-term shelving will 

improve the prediction accuracy of the terminal voltage, and there is a process of maximum available energy 

falling back, reducing the error between the actual available energy and the reference energy. Therefore, 

choosing a longer time scale for this working condition has a better energy tracking effect, which improves the 

SOE prediction accuracy compared to shorter time scales. The improvement of SOE accuracy further promotes 

the correction of the maximum available energy and reduces the RMSE. Tab. 4 summarizes the computational 

time of multi-timescale co-estimation framework with different macro timescales under different temperatures. 

Tab. 4 The statistical results of running time (s) under different temperatures with different time-scales 

operating  

condition 

T=5℃ T=35℃ 

L=10 L=30 L=100 L=10 L=30 L=100 

CS 156.8 146.38 134.35 188.6 174.8 170.8 

CS1 60.38 52.36 36.26 72.49 66.64 62.96 

CR 234.08  226.21 217.76 191.5 169.6 166.7 

CR1 277.85 275.05 193.97 348.9 336.1 304.6 

SR 403.2 397.72 380.25 488.79 473.97 447.04 

SR1 569.39 547.44 544.66 685.91 664.2 658.53 

Tab 4 indicates that the total running time significantly decreases with the increase of the time scale. The larger 

the time scale, the lower the total running time. When the time scale is selected as 100, the algorithm has the 

lowest time complexity. In addition, the total running time for the operating condition at T=5 °C is significantly 

lower than the total running time at T=35 °C, as the lower temperature leads to more energy loss from the 

lithium-ion batteries and the total energy that the battery can release decreases rapidly. The rapid increase in 

charge transfer impedance within the battery at low temperatures results in the battery reaching the cut-off 

voltage quickly and the total run time for the corresponding operating condition decreases. In addition, the CS1 

condition has a higher operating current and longer discharge time than the rest of the conditions. The high rate 
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of long discharges leads to an increase in energy loss, causing the battery to quickly reach the discharge cut-off 

voltage and stop working, so this condition takes the least amount of time. 

The multi-timescale algorithm only collects a limited amount of data for storage based on the selection of the 

memory length, and the collected data is automatically discarded as soon as the selection exceeds a threshold, so 

the algorithm has low spatial complexity. The introduction of the time scale makes the update of the maximum 

available energy subject to the corresponding constraints; the longer the time scale is selected, the lower the 

time cost spent on the algorithm. In the actual operation of WSN nodes, the choice of the appropriate time scale 

requires a comprehensive consideration of the balance between computational cost and prediction accuracy. A 

smaller timescale can be chosen when the accuracy of the remaining available energy prediction is required to 

be high; a larger timescale needs to be chosen when the computational complexity needs to be reduced. 

5.3. Comparison of SOE results with fixed maximum available energy under different temperatures 

The fixed maximum energy values have been used to calculate residual energy during the operation of 

lithium-ion batteries, which will lead to inaccurate SOE estimation. Fig. 8 shows the SOE and fixed maximum 

energy co-estimation results under different operating temperatures. 

 

 

Fig. 8. (a) SOE and fixed maximum available energy co-estimation results under 35 ℃ 
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Fig. 8. (b) SOE and fixed maximum available energy co-estimation results under 5 ℃ 

Fig.8 (a) and Fig.8 (b) respectively show the SOE and fixed maximum energy co-estimation results under 

different operating temperatures. The experimental results indicate that the predicted SOE gradually deviates 

from the reference value in the process of battery discharge, and there is a significant deviation in the predicted 

results. The deviation between low temperature and high temperature predicted results is larger, indicating that 

the temperature loss characteristics of the maximum available energy, too high and too low temperature will 

cause more serious energy loss. If the fixed maximum energy is used for SOE estimation, it will cause a 

continuous increase in SOE error, as the dynamic range of the maximum available energy fluctuates greatly 

between the initial and the end of discharge. Therefore, adopting the fixed maximum energy for joint estimation 

will lead to a divergence of SOE prediction results. 

6. Conclusions 

A synergistic prediction framework for SOE and maximum available energy based on a temperature-varying 

FOM is proposed to ensure SOE accuracy under a wide operating temperature range, which improves the 

reliability of SOE in WSN. Subsequently, a multi-timescale co-estimation framework is adopted to reduce 

computational complexity, and the feasibility of the framework and adaptability with different macro time scales 

are verified through six typical operating conditions under different temperatures. The verification results show 

that the model can better simulate the internal reaction characteristics of the battery with the estimation error of 

the co-estimation framework less than 1% under different macro time scales. Furthermore, the comparison 

between predicted maximum available energy and fixed maximum available energy is conducted, whose results 

further illustrate that the necessity of the maximum available energy update and the co-estimation framework 

has more superior comprehensive performance on SOE accuracy. The current work mainly focuses on the basic 

characteristics of lithium-ion battery cells, without considering the situation of lithium-ion battery packs. Future 

work will focus on studying the equilibrium state of lithium-ion battery packs and their impact on state 

estimation. The original contribution can be summarized as: 

(1). An improved co-estimation framework for SOE and maximum available energy of lithium-ion batteries in 

WSN nodes have been established, considering the problem of maximum available energy value decay caused 

by environmental temperature and battery charge-discharge rate.  

(2). A multi-timescale SOE and maximum available energy co-estimation framework is proposed to address 

the asynchronous and coupled characteristics of maximum available energy and SOE. The micro-time scale 
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parameters are updated at each time step. Meanwhile, the macro-time scale parameters are only updated when 

the constraint conditions are satisfied, effectively reducing the algorithm's computational complexity.  

(3). The experimental validation of the maximum available energy and SOE co-estimation framework under 

the multi-timescale is conducted according to the DST conditions. The experimental results show that the 

algorithm with maximum available energy correction can effectively correct the divergence problem caused by 

the fixed maximum available energy and significantly improve the accuracy of residual energy estimation under 

various working conditions.  

(4). The double estimation accuracy and running time are used as indicators to evaluate the performance of the 

co-estimation framework under different time scales. The experimental results show that smaller time scales can 

provide more accurate and reliable maximum available energy correction and higher SOE estimation accuracy, 

but the computational time cost is higher than that of larger time scales, so the selection of time scales can 

achieve low time complexity and low space complexity. 
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