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Abstract—Detection of image splicing forgery become an 

increasingly difficult task due to the scale variations of the 

forged areas and the covered traces of manipulation from 

post-processing techniques. Most existing methods fail to 

jointly multi-scale local and global information and ignore 

the correlations between the tampered and real regions in 

inter-image, which affects the detection performance of 

multi-scale tampered regions. To tackle these challenges, in 

this paper, we propose a novel method based on feature 

aggregation and region-aware learning to detect the 

manipulated areas with varying scales. In specific, we first 

integrate multi-level adjacency features using a feature 

selection mechanism to improve feature representation. 

Second, a cross-domain correlation aggregation module is 

devised to perform correlation enhancement of local 

features from CNN and global representations from 

Transformer, allowing for a complementary fusion of dual-

domain information. Third, a region-aware learning 

mechanism is designed to improve feature discrimination 

by comparing the similarities and differences of the features 

between different regions. Extensive evaluations on 

benchmark datasets indicate the effectiveness in detecting 

multi-scale spliced tampered regions. 

Index Terms—Image forgery detection, vision Transformer, 

correlation enhancement, region-aware learning. 

I. INTRODUCTION

MAGE forgery involves using image editing tools to

manipulate the content of an image, which can convey 

incorrect or misleading information. Image splicing is a 

prevalent image manipulation technique that combines parts 

from one or multiple source images to generate a photo-realistic 

new image. The malicious manipulation of images to create 

false information and political rumors can pose a potential 

threat to political and social stability. 

In recent decades, various schemes have been proposed to 

help identify the authenticity of images. Most prior works 

detect the tampered regions by extracting predefined features 
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such as JPEG compression artifacts [1]-[3], color filter array 

(CFA) [4]-[5], and noise pattern [6]-[7]. 

However, sophisticated post-processing techniques can 

destroy the specific tampering traces that such methods may 

rely on, causing a dramatic decline in the algorithm's 

performance. Recently, the achievements of deep learning in 

computer vision [8]-[9] have inspired the development of deep 

learning-based forgery detection methods [10]-[15], which aim 

to solve the defect of the classical approaches. Such as Xiao et 

al. [13] employed cascaded coarse-to-refine CNNs to extract 

discriminative representations. Bi et al. [15] designed a ringed 

residual structure to reinforce CNN learning of forgery-related 

features. However, such methods have limitations in capturing 

the multi-scale local correlations or global contextual, which 

are not conducive to detecting the multi-scale spliced regions, 

particularly for regions that are too large or small.  

To obtain multi-scale information, some researchers [16]-[18] 

integrated features from different levels using addition or 

concatenation operations. To alleviate the impact of the lack of 

global context, long short-term memory network [19], atrous 

convolution, global averaging pooling [20], and Transformer 

[21]-[22] techniques are utilized to capture long-range 

dependencies. Although these methods have improved model 

performance to some extent, they have the following limitations: 

(1) simple integration of multi-level features without feature

selection can result in information redundancy and interfere

with forged region detection; (2) the methods in [19]-[20] lead

to some important contextual or detailed information being lost;

(3) [21] integrates local features and global representations

through a concatenation operation, which may lead to

information conflicts. In addition, most methods neglect the

relationship between the manipulated regions and the original

regions, which can affect feature discrimination.

To solve the problems above, we propose FARA-Net, a 

feature aggregation and region-aware network for accurately 

detecting multi-scale tampered regions. Our main contributions 

are as follows: (1) We introduce an adaptive feature selection 

(AFS) module to fuse multi-level adjacency features and 

adaptively extract forgery-related crucial information, thereby 

reducing feature redundancy; (2) the designed cross-domain 

correlation aggregation (CCA) module enhances the 

correlations between local features from the CNN and global 

representations from the Transformer for helping to reduce 

information conflicts and improve feature representation; (3) 

we propose an effective region-aware learning mechanism to 

capture the subtle differences and inconsistencies between the 

tampered and the authentic regions, prompting the extraction of 
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more discriminative feature representations.  

 

II. PROPOSED METHOD  

A.  Overall Architecture 

The framework of our FARA-Net is shown in Fig. 1. For a 

given image X, we first use the ResNet to extract features El 

(l=1, 2, 3, 4, 5). As the shallow-level features contain a lot of 

detailed information, which is important for optimizing the 

position and edge parameters of the tampered region, thus, we 

only feed deep-level features E4 and E5 into the Transformer for 

further capturing the global information. The AFS exploits 

different levels of features to replace multiple branches of 

different receptive fields of selective kernel convolution [23] 

for adaptive fusion of multilevel features. It can adaptively 

select task-relevant responses from different levels of features. 

Furthermore, the CCA module is proposed to integrate local 

correlations from the ResNet and global representations from 

the Transformer at the corresponding levels. It can perform 

correlation enhancement on two-branch features and obtain 

information that is mutually complementary. Finally, the multi-

level aggregated features and the complementary fusion 

information are fed into the decoder via skip connections to 

help the model accurately detect multi-scale forged regions. 

B. Cross-domain Correlation Aggregation 

As the CNN-extracted local features and the Transformer-

extracted global representations come from different domains, 

they cannot be embedded into each other well by simply 

summing or concatenating together. Thus, a CCA module is 

designed, which can adaptively adjust the contribution of the 

features extracted by CNN and Transformer in the fusion 

process by computing the correlation weights, so that the 

relevant features get higher weights and the influence of 

irrelevant or inconsistent features is reduced. This feature 

weighting can effectively reduce information conflicts, 

suppress noisy features, and make the fused features more 

balanced and consistent. Fig. 2 shows the framework of CCA, 

which comprises two blocks. The first is cross-domain 

correlation enhancement (CCE), and the other is basic 

information enhancement (BIE).   

The CCE aims to fuse and enhance the features extracted 

from Transformer and CNN. Specifically, Fc and Ft denote the 

local and global information extracted by CNN and 

Transformer. We first perform a multiplicative fusion of the 

two-domain features, Ff = Fc ‧ Ft. Then, the channel correlations 

for the global representations Ft and the spatial correlations for 

the local features Fc can be determined as: 

 = ( ( ( )))
tF tW FN  (1) 

 = ( ([ ( ), ( )]))
cF c cW F FF M A  (2) 

where (‧) represents the global average pooling (GAP), N(‧) 

represents the fully connected (FC) layer, (‧) is the sigmoid 

function, F(‧) denotes the FEM, M(‧) and A(‧) denote the max 

pool and the average pool, respectively. Next, to perform 

correlation enhancement, the feature Ff is multiplied by the 

channel correlation weight
tFW and the spatial correlation 

weight
cFW , = ( )

t ce f F FF F W W  . 

The BIE concatenates the dual-domain features to prevent 

information loss, ( )( ),Concat t cF Concat F F= F . The correlation 

weights of the enhanced features Fe guide the model to focus 

more on the regions that are likely to contain forgery-related 

patterns and suppress the responses of irrelevant regions. 

 = (Conv 1x1( ))
eF eW F  (3) 

 = 
ebasic Concat Concat FF F F W+   (4) 

Finally, the correlation enhancement features Fe is fused with 

the base information enhancement features Fbasic to obtain the 

final enhancement features. 

 

C. Region-Aware Learning Mechanism 

We utilize the cross-entropy loss LBCE and the Dice loss LDICE 

[24] in mask supervision, which improves the sensitivity of the 

model for pixel-level detection. LBCE facilitates model 

convergence and the perception of large-scale forged regions, 

while LDICE is effective in detecting small forged areas. 

However, LBCE ignores the spatial location relationship of the 

features, so we design a region-aware learning mechanism to 

enhance feature discriminability. Different from other methods 

[33]-[35], our proposed region-aware learning mechanism 

enables better intra-class feature clustering and inter-class 

feature separation by modeling the correlations between 

features of different regions within and between images. 

Specifically, for image  in a mini-batch, ( , )F x y denotes 

the dense embedding extracted from image. The region-level 

feature vectors can be represented as:   
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Fig. 1.  The architecture of our FARA-Net. The encoder utilizes the ResNet34 

and Transformer to extract local and global information, respectively.  
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Fig. 2.  The diagram of the CCA module. 
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where TF and RF denote the feature vectors of the tampered and 

the authentic regions, and
ˆ ˆ

( , ) {0,1}W HG x y  is a binary region 

mask. Ĥ and Ŵ denote the height and width of ( , )F x y . 

Similarly, for image , the feature vectors of the tampered and 

the authentic regions can be represented as TF and RF . Thus, 

the region-aware learning mechanism can be defined as: 

 ( , ) exp( ( , ) / )
log

exp( ( , ) / ) exp( ( , ) / )

T T

RAL

T T T R

F F

F F F F



 
= −

+
L  (6)

The temperature hyper-parameter  is set to 0.007 to control 

the difficulty of the LRAL to perceive the negative examples. 

( , )T TF F represents the similarity of the features, which is 

calculated by cosine distance: 

 

2 2

( , ) T T

T T

T T

F F
F F

F F


=


 (7) 

We traverse the images within a batch and compute the mean 

LRAL as the final loss. The LRAL encourages the features from the 

same category of regions to be close to each other and those 

from the different categories of regions to be far apart in the 

feature space, thereby enhancing the discrimination of features. 

Finally, the combined total loss is defined by: 

 
BCE DICE RAL= + +L L L L  (8) 

III. EXPERIMENTS 

A. Datasets and Experimental Settings 

Datasets: In our experiments, we chose four benchmark 

datasets, DEFACTO [25], CASIA [26], COLUMB [27], and 

NIST'16 [28], to assess the effectiveness of our method. Given 

that our research aims to detect splicing tampering, just the 

spliced images are selected from four datasets for model 

evaluation. Our model is first pre-trained using the DEFACTO 

dataset and then fine-tuned on the small datasets. We adjust all 

the images of the training set to 256×256 to allow stable training 

of our FARA-Net. Table 1 provides more details of each dataset. 

All/Select means the number of total forged images and that of 

selected splicing images, respectively. 

 
Methods and Metrics: To evaluate the performance of our 

FARA-Net, we compare it with other methods in terms of pixel-

level precision (P), recall (R), and F1 metrics. ManTra [14], 

AttU-Net [29], RRU-Net [15], TransU-Net [30], C2RNet [13], 

RTAG [20], and MVSS-Net++ [12] are deep learning-based 

models; ADQ [3] and ELA [31] are conventional methods. 

Implementation Details: We implement our FARA-Net with 

the PyTorch framework and utilize the ResNet34 and ViT-Base 

pre-trained on ImageNet as our encoder. Our model and other 

comparison methods are running on an NVIDIA GeForce GTX 

3090 GPU. During the model training process, we exploit the 

SGD optimizer with the momentum set to 0.9 and the weight 

decay of 0.0005 to optimize the model parameters. The learning 

rate is 0.003, and the batch size is 16 in 200 epochs. The 

parameter is set to 0.5 according to the experiments. 

 

B. Comparison with Other Methods 

We evaluate the effectiveness of our model by comparing it 

with other methods on three public datasets. As depicted in 

Table II, the results of ADQ, ELA, and ManTra are from [32], 

C2RNet from [13], and RTAG from [20]. The results of AttU-

Net, RRU-Net, TransU-Net, and MVSS-Net++ are obtained by 

retraining their models using the training sets in Table 1 and 

then testing them on the testing sets. The results illustrate that 

our FARA-Net obtains better F1 scores than other methods on 

each dataset. Specifically, conventional methods suffer from 

poor performance. Since these methods utilize specific 

manipulation cues to detect tampered regions, false detections 

can occur if cues are weakened by post-processing. Fig. 3 

shows that ADQ and ELA detect many genuine areas as 

tampered areas, so the algorithms have high recall while low 

precision. In contrast, deep learning-based models are more 

robust than traditional approaches due to their ability to capture 

multiple tampering artifact features. As our method integrates 

multi-scale local and global information based on correlation 

weights and enhances feature discrimination by region-aware 

learning mechanism, thus achieving better performance than 

other methods. The qualitative results in Fig. 3 demonstrate that 

our method can identify multi-scale forged regions and perform 

better than other methods, even in cases where multiple 

tampered regions of varying sizes are in a single image.  

TABLE I 

DATASETS USED IN OUR EXPERIMENTS 

Name All/Select Training Testing Post-processing 

DEFACTO 149k/100k 90k 10k Yes 
CASIA 5123/1600 1500 100 Yes 

COLUMB 180/180 135 45 No 

NIST'16 564/246 196 50 Yes 
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Fig. 3.  Comparison of pixel-level detection results of our FARA-Net and other 
methods with the ground truth. Images from left to right are from CASIA (1st 

and 2nd columns), COLUMB (3rd columns), and NIST'16 (4th and 5th columns) 
datasets, respectively.   
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C. Robustness Analysis 

The objective of this experiment is to compare the robustness 

of our model with other approaches on JPEG-compressed, 

Gaussian noisy, and resized images of the CASIA, COLUMB, 

and NIST'16 datasets. Fig. 4 reports the experimental results. 

We can see that as the attack intensity increases, the 

performance of all comparison methods degrades to different 

degrees, whereas our method and MVSS-Net++ exhibit 

competitive robustness. This could be attributed to the 

integration of multi-level edge features in MVSS-Net++, which 

can help the model extract weak tampering clues to resist 

attacks. In contrast, our method not only integrates multi-level 

features for feature enhancement but uses a novel mechanism 

to learn the similarities and differences between authentic and 

tampered regions, thus achieving better performance.   

 

D. Ablation Study 

To investigate the contribution of each module and loss to 

our FARA-Net model, we conduct experiments to evaluate the 

models progressively equipped with different modules and 

losses on the DEFACTO dataset. Table III shows the results of 

the ablation experiment. Base and Base-T indicate whether the 

model is equipped with a Transformer to capture the global 

information. 

 
We can observe from Table III that methods incorporating 

different modules improve the performance, suggesting the 

critical contribution of these modules in improving detection 

accuracy. Specifically, the Base-T-AFS-CCA achieves an 

improvement of 4.8% in F1 compared to Base-T. It shows that 

adaptively integrating multi-level features and fusing local and 

global information through correlation weights can enhance 

feature expression and improve detection accuracy. Moreover, 

the model with LBCE and LRAL losses achieves an improvement 

of 2.4% in F1. The visualization of the feature space in Fig. 5 

shows that the model trained with LBCE and LRAL losses 

encourages similar features to be close together in the feature 

space, which can improve feature discrimination. 

 

IV. CONCLUSION 

In this paper, we propose a feature aggregation and region-

aware learning model to detect splicing forgery. First, the AFS 

is introduced to adaptively aggregate multi-level features. Then, 

the designed CCA is utilized to fuse the global perception and 

local detail, which can suppress noisy information and reinforce 

representation learning. Moreover, a region-aware learning 

mechanism enhances the capacity of the model to distinguish 

between authentic and tampered regions by comparing the 

features of different regions within and between images. 

Comprehensive evaluations of four public datasets demonstrate 

the effectiveness of our FARA-Net model. 

TABLE II 
THE DETECTION PERFORMANCE ON THE BENCHMARK DATASETS  

Method 
CASIA  COLUMB  NIST’16 

P R F1  P R F1  P R F1 

ADQ [3] 0.402 0.585 0.476  0.367  0.998  0.536  0.179 0.873 0.297 

ELA [31] 0.086 0.975 0.158  0.316  0.961  0.475  0.141 0.922 0.315 

ManTra [14] 0.821 0.793 0.807  0.856 0.849 0.852  0.816 0.824 0.820 
AttU-Net [29] 0.816 0.787 0.801  0.836 0.796 0.816  0.781 0.776 0.778 

RRU-Net [15] 0.836 0.821 0.828  0.923 0.834 0.876  0.786 0.778 0.782 

TransU-Net [30] 0.852 0.841 0.846  0.918 0.846 0.881  0.801 0.822 0.811 
C2RNet [13] 0.581 0.808 0.676  0.804 0.612 0.695  0.468 0.666 0.550 

RTAG [20] - - 0.815  - - 0.823  - - 0.623 

MVSS-Net++ [12] 0.864 0.851 0.857  0.962 0.855 0.905  0.838 0.827 0.832 

Pretrained 0.796 0.773 0.784  0.787 0.731 0.758  0.757 0.738 0.747 

Ours 0.878 0.863 0.870  0.951 0.867 0.907  0.853 0.844 0.848 
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Fig. 4.  The F1 scores obtained by different methods under the attack images of 

CASIA, COLUMB, and NIST'16. 

  

TABLE III 

RESULTS OF ABLATION EXPERIMENT ON THE DEFACTO DATASET 

Methods loss P R F1 

Base 

LBCE 

0.827 0.816 0.821 

Base-T 0.846 0.841 0.843 

Base-T-AFS 0.872 0.860 0.866 
Base-T-AFS-CCA 0.886 0.897 0.891 

Base-T-AFS-CCA 
LBCE +LRAL 0.910 0.921 0.915 

LBCE +LRAL+ LDICE 0.923 0.938 0.930 

 

  
 (a)LBCE                                                                        (b)LBCE + LRAL 

Fig. 5.  Feature distributions for training with LBCE (a) and LBCE and LRAL (b). 
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