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Abstract—Extracting information from documents is a 

crucial task in natural language processing research. Existing 

information extraction methodologies often focus on specific 

domains, such as medicine, education or finance, and are limited 

by language constraints. However, more comprehensive 

approaches that transcend document types, languages, contexts, 

and structures would significantly advance the field proposed in 

recent research. This study addresses this challenge by 

introducing microConceptBERT: a concept-relations-based 

framework for document information extraction, which offers 

flexibility for various document processing tasks while 

accounting for hierarchical, semantic, and heuristic features. 

The proposed framework has been applied to a question-

answering task on benchmark datasets: SQUAD 2.0 and 

DOCVQA. Notably, the F1 evaluation metric attains an 

outperforming 87.01 performance rate on the SQUAD 2.0 

dataset compared to baseline models: BERT-base and BERT-

large models. 
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I. INTRODUCTION

Information Extraction (IE) deals with extracting 
information from a bulk of data and revolves around 
extracting structured information from unstructured or semi-
structured textual data. Document information extraction 
methods encompass a range of tasks, including Named Entity 
Recognition (NER), Relation Extraction (RE), normalization, 
and coreference resolution [1]. In recent past, IE 
methodologies have evolved from rule-based models [2] and 
2D image-based document representations [3], [4] to more 
sophisticated approaches utilizing neural networks such as 
Recurrent Neural Networks (RNNs) [3]-[5] and transformer 
models [6], [7]. 

The diversity in document types has encouraged the 
development of generic document processing approaches in 
specific domains, such as financial [8], clinical [9], and legal 
[10] domains. Additionally, pipeline-based methods for
entity-based information extraction have been proposed [11],
[12], and end-to-end joint modelling approaches for Neural
Relation Extraction have been introduced [13].

Inspired by the human reading process, which involves 
pre-reading, careful reading, and post-reading stages [14], this 
study proposes a novel concept-relation-based framework for 
document information extraction. According to [15], [16], 
pre-reading involves generating a general cognition of the 
document content, careful reading to locate detailed 
information according to a specific purpose and post-reading 
to complete the comprehension of the document. 

In a practical medical research scenario, the need arises to 
extract information from a complex research paper to answer 
questions about the effectiveness of a new drug, requiring the 
extraction of various concepts during the question-answering 

process. We introduce a novel document information 
extraction framework that utilises concept-relation mapping to 
address such challenges to facilitate other domain areas, not 
limited to the medical domain. To the best of our knowledge, 
this is the first research integrating a concept-relation 
mapping-based information extraction framework into an end-
to-end process using microConceptBERT models. The 
primary research questions addressed in this study are as 
follows: 

1) RQ1: How can layout, named entities, and ontology be

derived as concept-relation entities from a given document? 

2) RQ2: How can extraction tasks be effectively

performed using concept-relation mappings? 

3) RQ3: What is the comparative performance of the

proposed model against baseline models? 
The structure of this paper is as follows: Section II 

provides an overview of the literature study, Section III 
describes the proposed methodology, Section IV outlines the 
experiment design for addressing the research questions, 
Section V presents the results, and finally, Section VI offers 
concluding remarks and future directions. 

II. RELATED WORKS

The initial research in document processing centred on 
Optical Character Recognition (OCR) for handwritten 
documents such as data entry forms. Various approaches to 
OCR-based document analysis include probabilistic models 
[17], [18], rule-based methods [19], and more recent deep 
neural networks such as multi-scale Convolutional Neural 
Networks (CNN) [20] and pre-trained language models [21]. 
Popular OCR tools for end-to-end text processing from 
visually rich documents include LayoutLMv2 [22], 
LAMBERT [7], TILT [23], and DocParser [24]. 

Concept extraction involves identifying relevant concepts 
from documents by analysing concept-relations, layout, 
semantic structures, and document entities [25]. Rule-based 
concept extraction methods have been developed for clinical 
documents in MedLEE [26], MetaMap [27], cTAKES [28] 
and MedTagger [29]. The works discussed in [30] employ a 
logbook method based on structural and factual descriptors, 
with page structure extraction, utilizing 2D Conditional 
Random Fields to extract labelled logical structures. 
Interactive concept extraction methodologies have also been 
explored in [31].  Additionally, Casualty Extraction (CE) [32], 
[33] focuses on deriving cause–effect relations from text,
representing a specialized form of concept extraction.

Semantic structure extraction is segmenting document 
regions of interest and providing semantic explanations for 
each segment, which involves two phases: page segmentation 
and concept-relation analysis. Various approaches such as 
rule-based [34], semantic parsing-based [35], and deep 
learning-based [36], [37] models have been utilized for 



semantic structure extraction. Ontological methods, 
particularly with vector space-based models, have also proven 
valuable in deriving semantics, as discussed in [38]. 

Named Entity Recognition (NER) plays a pivotal role in 
extracting entity information like people, locations, and 
organizations from text [39]. Prominent machine learning 
methodologies, including Support Vector Machines (SVM), 
Conditional Random Fields (CRF), Maximum Entropy 
Markov Models (MEMM), Hidden Markov Models (HMM), 
and Decision Tree Classifier (DTC) [40] have been employed 
for NER. Notable techniques include T-POS and T-Chunk-
based segmentation [41], as well as semi-structured logical 
inferences [42], for applications spanning from tweets [39], 
[41] to web content [42], [43]. Relation Extraction (RE), the
identification of relationships in lengthy text, has been
addressed using techniques like Multi-Instance Learning
(MIL) [44], [45], graph-based neural approaches [46], [47],
and Localized Context Pooling [48].

Document processing can be projected as a question-
answering (QA) problem involving components like NER, 
semantic analysis [49], query expansion [49] and execution. 
A range of techniques have been employed in QA systems, 
including graph-based [50], embedding-based [51], [52], 
multi-column convolutional neural networks (MCCNNs) 
[53], attention mechanism [54], [55]. 

Despite many successful document information extraction 
models, spanning from task-specific models to end-to-end 
pipelines, a unified framework that integrates different 
components for concept-relation-based information extraction 
is required in this area of research. Hence, this study addresses 
this gap by proposing a comprehensive concept-relation-based 
framework for document information extraction. 

III. METHODOLOGY

The proposed framework comprises two main 
components: the Concept Generator and Query Extractor, as 
depicted in Fig. 1. Each of these components comprises 

replaceable sub-modules. The concept-relation extraction 
model was implemented as microConceptBERT models 
inspired by the BERT [56] and ELMO [57] models. 

A. Concept-Relation Generator

Within the Concept-Relation Generator, three sub-
modules operate in parallel: the Layout Analyzer, Ontology 
Generator, and NER Analyzer. The Generator concatenates 
their outputs to establish a comprehensive Concept-Relation 
mapping, as illustrated in Fig. 2. 

1) Layout Analyzer
The Layout Analyzer extracts structure-related insights,

encompassing word embeddings, layout embeddings, and 
positional embeddings. Inspired by LayoutLM [58], 
microConceptBERT layout models have been used to utilise 
these different embedding types. Positional embeddings 
capture inter-word relationships, while layout embeddings 
encapsulate word positional and layout distribution, 
incorporating hierarchical structure. 

2) NER Analyzer
The NER Analyzer component employs the 

microConceptBERT Named Entity model to derive entity 
concepts from the given document. Multi-level Named Entity 
Recognition (NER) embeddings are employed to address 
contextual ambiguities. The level 1 NER model encodes the 
word sequences with high-level named entity parses such as 
ORG, PER, and NUM, while level 2 NER specifies the NER 
distribution span. Within the tier-3 NER embeddings layer, 
entity value types are considered. These NER embeddings, 
encompassing three levels, are combined and normalized 
within microConceptBERT NER, generating an entity 
concept-relation map of the document. This map is utilized for 
query validation and answer localization. 

3) Ontology Analyzer
The Knowledge Map encapsulates contextual information

hierarchically through different ontologies. Commencing 
from the high-level definition of the document, including 

Fig. 1. High-Level Design of the Proposed microConceptBERT Information Extraction Framework 



topics, titles, sub-titles and corresponding regions, a level-1 
Knowledge Map is formulated to establish each word with its 
relatedness to each entity. In the tier-2 Knowledge Map, 
complex tabular structural data is extracted and encoded 
within embeddings. Further depth is reached with the tier-3 
Knowledge Map, which represents form structures in a binary 
key-value pair format. 

B. Query Extractor

The query extractor model demonstrates how the pre-
trained model can be fine-tuned for the question-answering 
task, serving as a fundamental information extraction 
approach. In this context, the model is semi-supervisedly 
trained on the DocVQA dataset [59]. 

IV. EXPERIMENTS

The experimental evaluation of the proposed framework 
focuses on question-answering tasks, with a comparative 
analysis against baseline models, namely BERT-base and 
BERT-large models on the datasets SQUAD 2.0 [60] and 
DocVQA [59]. The evaluation results on the DocVQA dataset 
are measured using the Average Normalized Levenshtein 
Similarity (ANLS) (Eq. 1) and accuracy metrics. ANLS 
incorporates a slight penalty to account for Optical Character 
Recognition (OCR) errors. A threshold of 0.5 is applied to 
determine whether an incorrect or correct answer is provided. 
The calculation of the ANLS metric is outlined in Eq. 2, where 
the model's output ( o�� ) is compared to the ground truth

answer (a��) for each question (�) and its respective ground-

truth answers (�), with � representing the total number of
questions and 
 indicating the total number of ground-truth 
answers for each question. The experiment results on the 
SQUAD 2.0 dataset were reported using F1 scores. 

ANLS �  �
� ∑ �max� s�a��, o��������  (1) 

s�a��, o��� �   ��1 � NL a��, o��!"  if NL�a��, o��� % τ
0   if NL�a��, o��� ( τ  (2) 

V. RESULTS AND DISCUSSION

The results of the evaluation on the DocVQA dataset, 
comparing the proposed framework with BERT-base and 
BERT-large models, are summarized in Table I. Average 
Normalized Levenshtein Similarity (ANLS) and accuracy are 
reported for both the validation and test sets. It is observed that 
the proposed framework achieves slightly higher accuracy and 
ANLS scores on the DocVQA dataset compared to the BERT-
base model but slightly lower scores compared to the BERT-
large model. This could be because the BERT-large model 
benefits from training and fine-tuning on a more extensive and 
diverse dataset. Although the results on the DocVQA dataset 
do not outperform the BERT-large model, it denotes the 
robustness of the model when dealing with real-world 
documents, as the ANLS metric accounts for Optical 
Character Recognition (OCR) errors. Altogether, these results 
highlight the model's applicability for practical scenarios. 

Furthermore, Table II summarizes the accuracy 
comparison of the SQUAD 2.0 dataset among the BERT-base 
model, the BERT-large model, and the proposed framework. 
The proposed framework demonstrates outstanding 
performance, achieving an F1 score of 87.01, outperforming 
both the BERT-base and BERT-large models (83.01 and 
86.10, respectively). This result highlights the effectiveness of 
the proposed framework in addressing question-answering 
tasks across diverse document complexities. Altogether, 
findings contribute to the relevance of the framework and 
applicability in real-world document information extraction 
scenarios. 

In conclusion, the results indicate the significance of the 
'microConceptBERT' framework in the document information 
extraction tasks, specifically its exceptional performance on 
the SQUAD 2.0 dataset to indicate its real-world applicability. 
The proposed framework offers a context-aware, concept-

Fig. 2.  Concept-Relation Generator 



based approach facilitating document understanding in textual 
document information extraction. 

TABLE I. ANLS AND ACCURACY COMPARISON ON DOCVQA 

DATASET 

Model 
ANLS Accuracy 

Validation Test Validation Test 

BERT-base 0.56 0.57 45.60 47.60 

BERT-large 0.59 0.61 49.28 51.08 

microConceptBERT 
(Proposed) 

0.56 0.58 49.31 52.78 

TABLE II. F1 SCORES ON SQUAD 2.0 DATASET 

Model F1 

BERT-base 83.01 

BERT-large 86.10 

microConceptBERT 
(Proposed) 

87.01 

VI. CONCLUSION

In this study, we have introduced a novel approach to 
derive concept-relations from documents by considering the 
textual content and incorporating layout, entity, and 
knowledge map concepts. The primary focus of this research 
was to demonstrate the proposed framework's application in 
the context of question-answering tasks. The evaluation was 
conducted using the SQUAD 2.0 and DocVQA datasets, and 
performance was assessed through metrics such as F1 score, 
accuracy, and Average Normalized Levenshtein Similarity 
(ANLS), providing scores of 87.01, 52.78 and 0.58, 
respectively. These results validate the effectiveness of the 
proposed solution in addressing the research questions stated 
in deriving a generic model fitting for any question-answering 
task based on documents. This framework significantly 
exhibits its potential for further technological enhancements 
in each constituent component. Additionally, it can be 
extended to other document-processing tasks, including 
summarization. This framework empowers a comprehensive 
and adaptable solution in the domain of document information 
extraction as a comprehensive and adaptable solution to 
integrate future methodologies and tools. 
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