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ABSTRACT The dynamics of computer networks have changed rapidly over the past few years due to
a tremendous increase in the volume of the connected devices and the corresponding applications. This
growth in the network’s size and our dependence on it for all aspects of our life have therefore resulted in the
generation of many attacks on the network by malicious parties that are either novel or the mutations of the
older attacks. These attacks pose many challenges for network security personnel to protect the computer
and network nodes and corresponding data from possible intrusions. A network intrusion detection system
(NIDS) can act as one of the efficient security solutions by constantly monitoring the network traffic to
secure the entry points of a network. Despite enormous efforts by researchers, NIDS still suffers from a
high false alarm rate (FAR) in detecting novel attacks. In this paper, we propose a novel NIDS framework
based on a deep convolution neural network that utilizes network spectrogram images generated using the
short-time Fourier transform. To test the efficiency of our proposed solution, we evaluated it using the
CIC-IDS2017 dataset. The experimental results have shown about 2.5% − 4% improvement in accurately
detecting intrusions compared to other deep learning (DL) algorithms while at the same time reducing the
FAR by 4.3%−6.7% considering binary classification scenario. We also observed its efficiency for a 7-class
classification scenario by achieving almost 98.75% accuracy with 0.56%− 3.72% improvement compared
to other DL methodologies.

INDEX TERMS Convolutional neural network, deep learning, network intrusion detection system,
spectrogram.

I. INTRODUCTION
Rapid advancements and growth in Internet and communica-
tion technologies have resulted in an enormous expansion in
terms of the network size and the associated applications [1].
As a result, a very huge amount of data is being generated
and shared across different network nodes that needed to be
secured from possible intrusions in the network [2]. To pro-
vide the required security to the network different tools like
firewall, authentication schemes, encryption mechanisms,
and anti-viruses, etc. are used [3]. All these mechanisms are
called the first line of defense to provide the needed security
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to the network. But these tools are not enough to secure
the network nodes and data due to the generation of a large
number of new attacks either through the mutation of an old
attack or a novel attack. To provide extra security, an intru-
sion detection system (IDS) can be employed in the network
which will act as the second line of defense to improve its
security [4].

An IDS can be either host-based or network-based depend-
ing upon its deployment strategy and signature-based or
anomaly detection-based depending on its detection strat-
egy [5]. In this study, our emphasis is on the network-based
intrusion detection system (NIDS) using the anomaly
detection-based detection mechanism. A NIDS is an anomaly
detection mechanism that can be deployed at the entry
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point e.g., edge router of a network to allow the constant
monitoring of the network traffic for any malicious activity.
A network administrator is notified once it detects suspicious
traffic behavior. Studies have shown that the current NIDSs
have shown its inefficiency in detecting novel and zero-day
attacks, which have increased the false alarm rates (FAR) [6],
which is still the research gap as the network dynamics have
changed very rapidly recently due to technology develop-
ment. So, there is a need for an effective NIDS which can
protect a network from all the new and old attacks with low
FAR.

Recently, the researchers have explored and proposed the
efficient NIDS based on machine learning (ML) and deep
learning (DL) methodologies. Both ML and DL algorithms
are quite powerful in learning from the network flows and
then predicting the benign and anomaly traffic based on
learned patterns [7]. ML requires feature engineering to learn
patterns while DL is good at learning from raw data automat-
ically by deploying deep architecture. Recent advancements
in Graphical Processing Units (GPUs) design have opened
ways to use DL methodologies in different fields including
network security [8]. The possibility of using DL methods
for NIDS is still in the early research phase and there is still
an enormous room to explore this technology within NIDS to
efficiently detect intruders within the network. Researchers
are exploring different DL based methodologies to improve
on the detection accuracy while keeping the FAR as lower as
possible to make it more effective.

Among the DL algorithms, Convolutional neural net-
works (CNNs) have performed excellently in the field of
computer vision for processing images [9] and spectrograms
of the audio [10]. It is more suitable for the data stored in
arrays. A CNN can be used to process 1D, 2D, or 3D (1, 2,
or 3-dimensional) arrays of data depending upon its applica-
tion and nature of data. In the field of IDS, the researchers
have used CNN for processing 1D and 2D arrays. The 1D
data needs to be converted into a 2D data array before being
processed by the CNN for learning useful patterns to perform
prediction tasks efficiently [11]–[14].

Based on our literature review on NIDS [3], we observed
that although researchers have used the images for propos-
ing DL-based NIDS. But we could not find any noticeable
literature that has explored the possibility of using spec-
trogram images together with the DL methods for the IDS
domain. Spectrogram images are the visual representation of
a signal providing the frequency and energy details in the
form of a color map [15]. This motivated us to perform this
research work presented in this paper by proposing a NIDS
using the idea of transforming data into spectrogram images
before training the CNN-based NIDS model [16]. Results
have shown the efficiency of our proposed methodology
to prove the effectiveness of the usage of the spectrogram
images in the IDS domain. This study is an effort in this
direction, and we accordingly propose a methodology of
using spectrograms with the CNN for the IDS domain. The
main motivation of this work is to study the effectiveness of

frequency information of the traffic to check if the frequency
details can be helpful in the prediction of network traffic data.
The results have shown the effectiveness of our methodology
to detect anomalies more efficiently by reducing the FAR.

This paper aims at implementing the DL-based method-
ology for proposing an efficient NIDS solution. The main
contributions of this paper are 3-fold.

(i) We extensively discuss the state-of-the-art works
on NIDS that are being proposed using DL
methodologies.

(ii) We propose a novel spectrogram-based NIDS using
deep CNN (SDCNN). To the best of our knowledge,
this is the first such study in the domain of IDS, that
utilizes the network flows as spectrogram images and
then using these spectrograms to train and test the
CNN model.

(iii) To test the effectiveness and efficiency of the SDCNN
against different DL models on the CIC-IDS2017
dataset. Also, we have directly compared our pro-
posed methodology against some of the recent state-
of-the-art works on the DL-based NIDS to test the
efficiency of SDCNN.

The rest of the paper is organized as follows: Section II
describes the related literature on ML and DL-based NIDS
solutions. Section III provides the details about the proposed
solution and methodology adopted in this study. Section IV
extensively provides details on the dataset, experimental
setup, results, and its discussion for both binary classification
and multiclass classification. Finally, Section V concludes
this research article. The abbreviations used in this article are
summarized in Table 13.

II. RELATED WORKS
Over the last decade, researchers have extensively incorpo-
rated artificial intelligence in the NIDS to make it more
effective in terms of learning efficient features and improving
the predictions while at the same time minimizing the FAR.
The recent trends on the NIDS showed that most of the
proposed NIDS solutions were based on the ML algorithms
till 2018 [3]. From the last 2-3 years, DL has become the
first choice of researchers for designing efficient intrusion
detection mechanisms. Since DL algorithms require a huge
amount of data to learn from, utilizing its deep architec-
ture with multiple hidden layers to explore complex patterns
and features for efficient predictions. So, its complexity is
very high with a high requirement for extensive computa-
tion. This fast computational requirement is solved with the
advancements in GPU development, which have motivated
researchers to utilize DL algorithms in designing efficient
solutions in almost all the fields including the IDS [17].

Different ML algorithms are explored by researchers for
IDS improvement as summarized in Table 1. For instance,
Yao et al. [18] proposed a multilevel semi-supervised ML
framework for IDS by utilizing the clustering concept along
with the random forest (RF). The model performed well in
detecting the attack instances even with lower records due to
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TABLE 1. Summary of the related works.

the multilevel detection process. Similarly, another notable
work using ML is proposed by Ali et al. [19], who combined
the particle swarm optimization with a fast learning network
(PSO-FLN) to propose an efficient IDS solution. However,
their model did not show promising results in predicting the
minority class labels. Similarly, Shen et al. [20] used the
ensemble method to propose their IDS solution by consid-
ering many extreme learning machines. They used the BAT
optimization algorithm during the ensemble pruning stage.
The detection accuracy exhibited by their proposed solution
for the User to Root (U2R) attack was also on the lower side.

Researchers have also proposed hybrid solutions by uti-
lizing both the ML and DL algorithms. The DL algorithms
are mostly used in such cases for the feature reductions
followed by the ML classifier for prediction. For instance,
Shone et al. [21] proposed a hybrid solution using autoen-
coder (AE) and RF algorithms by considering the encoder
part of the AE only in a nonsymmetric manner. The main

limitation of their methodology was the model’s lower detec-
tion accuracy in detecting minority attack classes. Another
hybrid approach is proposed by Yan and Han [22] using
stacked sparse AE and support vector machine (SVM).
Their model also did not perform well for minority attacks.
Marir et al. [23] also used the distributed hybrid approach by
using deep belief network (DBN) and SVM in an ensemble
fashion to propose a highly efficient IDS model by adopting
a voting approach. But the high efficiency for their model
is obtained at the cost of high model complexity, which
increased the training model training time.

NIDS are also being proposed using the different DL algo-
rithms such as AE, DBN, RNN (Recurrent Neural Network)
and CNN, etc. Xu et al. [24] proposed an efficient IDS
model using RNN with Gated Recurrent Unit (GRU) as the
main memory unit along with the multilayer perceptron and
softmax layer for classification. For their proposed solution,
lower detection rates for Root to Local (R2L) and U2R
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attack classes are recorded. Also, Yang et al. [25] proposed
an IDS solution using supervised adversarial variational
AE using regularization and Deep Neural Network (DNN)
(SAVER-DNN), which showed improvement in detecting
even lower frequency and new attacks. Similarly, Wei et al.
[26] used DBN to propose their highly complex IDS frame-
work by combining it with different optimization algorithms
such as particle swarm, fish swarm, and genetic algorithms.

CNN is also being studied by the researcher in the domain
of IDS. For instance, Xiao et al. [27] proposed their solu-
tion by combining principal component analysis and AE for
feature extraction followed by CNN for classification and
prediction tasks. Their proposed solution showed incapability
in detecting theminority attack classes. Another notable work
using CNN is by Zhang et al. [28] who proposed a very
complex IDS solution based using the CNN and gcForest
by proposing a P-Zigzag algorithm for 2D greyscale image
conversion. Their model performed well in detecting the
anomalies with low FAR. Similarly, Jiang et al. [29] used
the CNN combined with bidirectional Long short-term mem-
ory (LSTM) to propose their complex IDS model. They use
SMOTE to improve the ratio of minority class samples. Also,
Andresini et al. [30] combined two AEs with the 1D CNN to
proposed an effective multistage IDS solution.

Similarly, Riyaz and Ganapathy [31] proposed a
CNN-based IDS by first performing the feature selection
using conditional random field and linear correlation coef-
ficient algorithms followed by classifying them using CNN.
They evaluated their solution on an older dataset KDD
cup’99 to show the effectiveness of their proposed method-
ology. The results showed the improvement in detecting the
minority class attacks, with the reduced complexity due to
feature selection. Also, Ganapathy et al. [32] proposed their
IDS detection methodology based on intelligent rule-based
attribute selection and classification based on a multiclass
support vector machine. Another promising work to pro-
pose an IDS for the wireless sensor networks is done by
Nancy et al. [33] that proposed a dynamic recursive feature
selection methodology followed by the classification by com-
bining the decision tree with the CNN for efficient intrusion
detection. Their model exhibited a lower detection accuracy
for the U2R and R2L attacks.

In [34], Wang et al. make use of the representation learn-
ing approach for classifying the malware traffic using CNN.
However, their proposed methodology is tested on the known
attacks using only temporal features without tuning the CNN
parameters. Similarly, Aceto et al. [35], utilizes theDL to pro-
pose a mobile traffic classifier that can work with encrypted
traffic. Their study considered different DL architectures such
as stacked AE, CNN, and LSTM, etc., to study the model’s
performance for encrypted traffic data to discuss the input
size to be fed into DL classifier, the traffic classifier object
adopted.

In [36], Mirsky et al. make use of an ensemble of
autoencoders to propose an efficient plug-and-play and
lightweight online NIDS solution (Kitsune), that can learn

in an unsupervised manner. The model is evaluated on the
Raspberry PI to show its ability to run on the router. Similarly,
Bovenzi et al. [37] proposed an efficient two-stage hybrid
NIDS model using multimodal Deep autoencoder (DAE) as
the first stage followed by soft output classifier. They eval-
uated the model on the Bot-IoT dataset to show its effec-
tiveness for the IoT network. Stage 1 performed the binary
classification followed by the multiclass classification. The
use of DAE helped to reduce the dimensionality to make it a
lightweight approach for IoT networks.

To sum the discussion up, although many of the pro-
posed solutions were very commanding in detecting most
of the considered attacks. But at the same time, these mod-
els showed limitations in detecting a few of the considered
attacks. Most of the proposed methodologies struggled to
detect the attacks with the lower training samples. It is also
observed that the complexity is also related to detection accu-
racy. Few studies also showed that the detection accuracy is
although improved at the cost of increased model complexity
in terms of training time and the resource consumed. Also,
DL research is still in its early phase for the IDS domain
with plenty of research room available, that needed to be
explored by researchers to improve IDS efficiency in detect-
ing both new and old attacks efficiently and correctly. To this
end, we explore the use of a CNN to propose our NIDS
multistage solution. We make use of a novel idea of using
the spectrogram images for the IDS domain. We propose
a CNN-based NIDS framework by improving its efficiency
utilizing spectrogram images.

The following section details the important concepts and
methodology followed to propose our SDCNN model.

III. PROPOSED METHODOLOGY
In this section, we describe the important concepts followed
by the details about the methodology adopted for proposing
the SDCNN framework.

A. COVOLUTIONAL NEURAL NETWORK
CNN is one of the popular feedforward DL techniques that
have performed well in processing the data arranged as arrays
or grids such as images. A simple CNN consists of an input
layer, followed by a stack of a convolutional layer with a
certain activation function (CL) and a pooling layer (PL),
the fully connected layer, and a final classification activation
layer as shown in Figure 1. The different layers of the CL
and PL stack perform the feature extraction tasks. While
classification task is performed by a combination of the fully
connected layers and a classification output layer. Studies
have shown that CNN learns in a supervised manner for the
IDS to efficiently perform classification and prediction. The
different layers of CNN are explained below.

1) CONVOLUTIONAL LAYER (CL)
A CL incorporates a convolutional operation and constitutes
the core of the CNN. This layer works by operating a series of
convolutional kernels (filters) for learning different features
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FIGURE 1. CNN architecture used to propose SDCNN.

of the input image and produces the feature maps. The con-
volution operation is accomplished by using the dot product
between the image and a filter. The operations performed in
this layer can be shown mathematically as [38],

fm = bm +
∑

n
(Xn ⊗ K nm) (1)

where fm is them-th feature map, bm is them-th bias function,
and Xn is the n-th input. Knm is convolutional kernel connect-
ing n-th input withm-th output. Symbol⊗ represents the con-
volution operation. The feature maps are then passed through
an activation function (ReLU in this study) to generate layer
output ym.

ym = max (0, fm) (2)

Activation Functions
The activation functions are the mathematical functions

used in the neural networks to control the output. It can be
linear or nonlinear depending upon the type of application
used. In this study, the used activation functions are ReLU,
sigmoid, and softmax which are calculated using the mathe-
matical formulas given as,

ReLU (x) = max (0, x) (3)

sigmoid (x) =
1

1+ e−x
(4)

softmax (xk) =
exk∑n
i=1 e

xi
(5)

where x represents the input provided to one of the activation
functions given in equation 3, 4, or 5.

2) POOLING LAYER (PL)
The PL normally follows the CL and it performs the task
of reducing the size of feature maps (output of CL) by
employing non-linear down-sampling such as maximum over
nonoverlapping subsets of the feature map. This eventually
improves memory usage by reducing image size and the
number of parameters that avoid overfitting. Additionally,

the regularization technique such as dropout can be added to
avoid overfitting, which eventually results in improving the
model accuracy.

3) FULLY CONNECTED LAYERS (FCLs)
FCLs normally follow the different layers of CL and PL
stack, first convert the 2D image matrix to 1D and then pass
it through the network of dense layers for preparing it for
the classification. The last layer of the CNN is generally a
classification layer that employs a certain activation function.
This activation function depends upon the type of classifica-
tion performed. For this study, the sigmoid and the softmax
activation functions are used for binary and multiclass classi-
fication, respectively.

The details about the CNN used in this study are shown
in Figure 1. As shown, 2 layers of the stacked CL and PL
are used. The input to the CNN is a spectrogram image of
a 28 × 28 matrix with 3 channels. The feature extraction
block transforms the matrix into a 7 × 7 × 64 matrix which
is then input for the classification block. The classification
block first flattens the matrix into 3136 and passes it from the
two fully connected layers with 128 neurons each. Finally,
for the classification, either the sigmoid or softmax activa-
tion layer is used for binary and multiclass classification
scenarios.

B. SPECTROGRAM
A spectrogram represents the image that provides the visual
details of a signal. It provides information about the fre-
quency and energy within the signal by representing the
frequencies across the vertical axis and the energy by varying
the color maps. Spectrograms are quite effectively used in
different domains like speech analysis [15] and the medical
field for ECG analysis [39]. To generate spectrogram images
from the feature data available, we used the Short-Time
Fourier Transform (STFT) technique for performing the time-
frequency analysis. The STFT STFT {x [n]} of a discrete-time
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signal x [n] is mathematically given as [39], [40],

STFT {x [n]} = X (m, ω) =
∞∑

n=−∞

x [n]whn [n− m] e−jωn

(6)

where, x [n] = {f1, f2, · · · , f78} is the input vector with
features f in a dataset for each record. Also,m is the reference
time while ω is the angular frequency. The whn[n] is the
Hanning window function defined as,

whn [n] =
1
2

(
1− cos

(
2π

n
N

))
, 0 ≤ n ≤ N − 1 (7)

where N indicates the time observation length. The spectro-
gram is then calculated as the

Spectrogram (m, ω) = |STFT {x [n]}|2 = |X (m, ω)|2 (8)

The use of converting network flows into 2D images
is studied by many researchers for the ML and DL-based
NIDS [27]–[29]. The images generated in all those studies
are generated directly by converting a 1D flow into 2D. Our
work is different from all those due to a different approach
adopted in generating the images. For this study, we generated
the spectrogram images, that are made from the frequency
and energy images. Our main objective in this work is to
find out the importance of using the frequency information
for the NIDS. We want to study if the frequency details can
improve the performance of the NIDS. To this end, we use
the spectrogram images, that are obtained from the network
flows using the STFT analysis.

C. METHODOLOGY
To protect the network from intrusions and anomalies,
we proposed an efficient multistage NIDS by proposing a
novel idea of utilizing the spectrogram images for the Deep
convolutional neural network (SDCNN). The suitable place
for the deployment of SDCNN is the entry points of the
network to immediately start capturing and analyzing the
network flows. The different stages of our proposed SDCNN
are shown in Figure 2 and are,
1. Data Capturing and Preparation stage
2. Spectrogram images generation and storage stage
3. Deep CNN model training stage
4. Model testing stage

1) DATA CAPTURING AND PREPARATION STAGE
This is the first stage of our SDCNN framework that is
responsible for acquiring the network flows, storing in the
database and then preprocess it to bring it in the format
needed for processing by the CNNmodel. The different steps
performed are,
Step-1: The network packets are first captured using

packet sniffing tools (such as TCPdump, Ethereal,
etc.). Then the useful and meaningful features are
extracted and then are stored in a dataset [41].

FIGURE 2. Proposed SDCNN framework.

Step-2: The stored records within the dataset are then first
cleaned to remove the infinite and empty entries.
After that the dataset is normalized and encoded
(one hot encoding for categorical feature) to bring
it in a format that can be used for the deep learning
stage.

In this study, our processing starts from the step-2 as we are
using an openly available dataset CICIDS 2017. Step-1 will
be needed once the SDCNN is deployed at the edge router.

2) SPECTROGRAM IMAGES GENERATION
AND STORAGE STAGE
This main task performed in this stage is the generation and
storage of the spectrogram images in another dataset. The
steps performed are,

Step-3: The updated cleaned, normalized, and encoded
dataset is then used for spectrogram generation by
first calculating the STFT, followed by spectrogram
images using eq (6) – eq (8). The generated spectro-
grams are then saved in another new dataset called
Spectrogram Images Dataset.

Step-4: This Spectrogram Images Dataset is then divided
into a train-dataset and a test-dataset with a split
ratio of 75% and 25% respectively for training and
testing purposes.
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3) DEEP CNN MODEL TRAINING STAGE
Step-5: The main task performed in this stage is to train the

deep CNN model detailed in Figure 1, using the
train-dataset. For this study, the model will be
trained for 100 epochs and the best model is saved
as ‘‘Trained SDCNN Model’’ that will be used for
the testing stage.

4) MODEL TESTING STAGE
Step-6: This stage will be the prediction stage which will

test the proposed SDCNN model using the test-
dataset. If a Normal flow is detected, it will be
passed as it is without taking any action. If an attack
is detected, an Alarm signal will be generated to
notify the administrator to take further actions.

Based on the model’s performance in detecting and clas-
sifying normal and attack traffic, we calculated the effec-
tiveness of our proposed framework. The ideal place to
deploy our proposed solution is the edge router, which is the
entry point of the traffic to the network. The model should
be trained regularly with the updated database of unknown
attacks to have efficient network protection. Once any
unknown attack is detected, it will be stored in the database.
When enough records are gathered, the SDCNNmodel can be
trained during the offline time and the previous model can be
replacedwith the newly trainedmodel to have better detection
accuracy and performance.

D. MODEL CONFIGURATION
The detailed configuration of our proposed SDCNN model
is provided in Figure 3 in terms of the input and output of
each layer to predict the network record. As observed, the first
stage involves the generation of the spectrogram images and
a network flow record containing all the 78 features except
the Label feature is input to this block. The spectrogram
image based on STFT is generated as a 28 × 28 matrix with
3 channels that is then input to the first layer of DCNN.
The DCNN contains the two layers of the CL and PL stack.
We used the Batch normalization technique along with the
dropout in the range of [0-1] between different layers to speed
up the model and avoid overfitting during the training [30],
[42]. The output of the feature extraction block (2-layer
stack of CL and PL along with the batch normalization and
dropout) results in a matrix of dimension 7 × 7 × 64. In the
classification block, this matrix is first flattened to generate
into a set of 3136 neurons followed by two dense layers as
fully connected layers of 128 neurons each. The output of
dense layers is finally passed through the classification layer
to predict the record. The decision of this layer is made based
on either the sigmoid or softmax activation layer depending
upon the binary and multiclass classification scenarios. In the
case of binary classification, the result will be either Benign
or Attack. On the other hand, the result of the multiclass
classification result into one of the Benign, Attack, Brute
force, DDoS, DoS, Portscan, or web attack.

FIGURE 3. SDCNN – model configuration.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATASET DESCRIPTION
Many datasets are publicly available to evaluate the per-
formance of the ML or DL-based NIDS systems. Some
of the well-known datasets are KDD Cup’99, NSL-KDD,
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TABLE 2. Actual CICIDS2017 dataset class wise distribution.

UNSW-NB15, and CIC-IDS2017, etc. KDD Cup’99 is an
imbalanced dataset with a very large number of redundant
records causing biased results. NSL-KDD dataset is adopted
from KDD Cup’99 by removing the problems within it [43].
Both KDD Cup’99 and NSL-KDD are although widely used
datasets, but they are outdated to represent the current net-
work architecture which is much different than what was
20 years ago [44]. UNSW-NB-15 dataset is generated by
the University of New South Wales in 2015 [45], while
CICIDS2017 is created by Canadian Institute for Cyberse-
curity in 2017. Both these datasets are newer representing the
benign and anomaly flows that represent the current network
architecture.

For this study, we considered using the publicly available
intrusion detection dataset CIC-IDS2017 (Canadian Cyber
Security Institute Dataset) to evaluate our proposed solution.
This dataset contains records of the most common benign
and different types of attack network flows [46]. The dif-
ferent attacks within the dataset are Port scan, Brute Force,
DoS, DDoS, Web attack, Botnet, Infiltration, and Heart-
bleed attacks and the number of records after cleaning are
mentioned in Table 2. As observed from the table, some
of the attacks have very low records. Hence, we combined
the attacks Botnet, Infiltration, and Heartbleed into a single
class named Attack to let the model get trained with enough
flows. The complete set of the features for each record within
CIC-IDS2017 data is given in Table 3. Each record contains
79 features, with 78 numerical features and one categorical
feature for labeling each record. We considered using a com-
plete feature set (78 features of a record) for the generation
of the spectrogram images in this study.

For this study, experiments were performed considering
both binary and multiclass classification. To prepare the
dataset for the binary classification, firstly the labels of all the
different attacks within the dataset are changed as ‘‘Attack’’
and then randomly the records are chosen with approximately
22000 entries of each class. The distribution considered for
the binary classification is given in Table 4. While for the
multiclass classification, we combined the minority class cat-
egories Botnet, Infiltration, Heartbleed as an ‘‘Attack’’ class
to have the maximum available number of samples for train-
ing and testing. The distribution of the samples per class con-
sidered for multiclass classification is detailed in Table 5. The
number of labels considered for the multiclass classification

is 7, with 1 class as benign and the remaining 6 representing
different attacks.

B. EVALUATION METRICS
For evaluating the efficiency of the SDCNN model, Accu-
racy, Precision, Recall, F1-Score, FAR, and True Negative
Rate (TNR) are considered as performance evaluation met-
rics. All these evaluation metrics are calculated from the dif-
ferent attributes within the confusionmatrix shown in Table 6.
In the confusion matrix, TP and TN are the correctly pre-
dictedAttack andBenign instances respectivelywhile FN and
FP are wrongly predicted instances as Benign and Attack,
respectively. The different evaluation metrics considered in
this study are [3], [47],

1. Accuracy: It is the ratio of correctly classified instances
to the total number of instances.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(9)

2. Precision: It denotes the ratio of correctly predicted
Attacks to all the samples predicted as Attacks.

Precision =
TP

TP+ FP
(10)

3. Recall: It is a ratio of all the correctly classified Attack
samples to all the samples that are actually Attacks.

Recall =
TP

TP+ FN
(11)

4. F1 Score: It is the harmonic mean of the Precision and
Recall and provides a statistical technique for examining the
accuracy of a system.

F1Score = 2
(
Precision× Recall
Precision+ Recall

)
(12)

5. False alarm rate: It is the ratio of wrongly predicted
Attack samples to all the samples that are labeled as Normal.

FAR =
FP

FP+ TN
(13)

6. True negative rate: It is defined as the ratio of the
number of correctly classified Normal samples to all the
samples labeled Normal.

TNR =
TN

FP+ TN
(14)

C. EXPERIMENTAL SETUP
All the experiments are performed on an HP laptop with
8GB of RAM, Intel Core I7-8550U, and Nvidia GeForce
MX150 with a 64-bit Windows 10 operating system. Matlab
2019a and Python (version 3.6.9) are the used tools to imple-
ment the proposed solution. Matlab 2019a is used to generate
a spectrogram of the considered dataset while Python is
used as the main programming language to implement and
evaluate the SDCNN and other DL methodologies in the
Google Colab environment with GPU selected as Hardware
accelerator [48].
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TABLE 3. CICIDS2017 dataset features.

TABLE 4. Binary classification: CICIDS2017 dataset distribution.

TABLE 5. Multiclass classification: CICIDS2017 dataset distribution.

Spectrogram images are generated using Matlab by first
importing the dataset which was already cleaned, normalized,
and encoded. Then STFT technique was adopted to generate
the spectrograms that are saved as 28 × 28 images with
3 channels. Figure 4 depicts a random sample per label from
the spectrogram datasets considered in this study.

For this study, we calculated the conversion overhead
for the spectrogram images in terms of the spectrogram

TABLE 6. A confusion matrix.

FIGURE 4. Sample spectrogram images.

generation time. We observe that the average time taken for
one spectrogram image generation is 0.150 seconds, while the
average time recorded for the conversion of a 1D vector into
2D Matrix followed by black and white image generation is
0.450 seconds. The average is calculated for the 500 random
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TABLE 7. Different parameters used in experiments.

FIGURE 5. Binary classification: accuracy percentage per batch size for
different layers of CNN.

samples from the dataset. Based on this analysis we believe
that the overall time take by our proposed methodology
SDCNN will be less comparing the CNN based methodolo-
gies adopted in literature.

D. RESULTS - BINARY CLASSIFICATION
Table 7 details the list of the parameter used in the study to
find the optimal parameters and the number of hidden layers
for all the considered DL models including the SDCNN.
To find the optimum number of the hidden layer (a stack
of CL and PL) using the batch size, different experiments
are performed by varying the number of hidden layers and
batch sizes. Figure 5 depicts the percentage accuracy scores
for the different batch sizes by varying the number of hidden
layer pairs. A higher accuracy percentage is observed for two
layers of CL and PL stack at the batch size of 256. So, for a
fair comparison with other DL methodologies, we used the
2 hidden layers and the batch size of 28. The model is trained
for 100 epochs and the best model is saved to be used for the
testing phase.

The overall experiment scores for the binary classifica-
tion are summarized in Table 8. The proposed methodology
is compared against 5 different DL methodologies such as
DNN, CNN-1D, RNN, LSTM, and GRU. The detailed com-
parison of the proposed methodology is depicted in Figure 6.
It is observed that our proposed SDCNN outperformed other
DL methodologies in terms of all the evaluation metrics such
as accuracy, recall, precision, F1 Score, FAR, and TNR.
An improvement of almost 2.5% − 4% in the accuracy is
observed by SDCNNcomparing the other DLmethodologies.
At the same time, a reduction of 4.3%−6.7% in the FAR rate
and a similar improvement in terms of TNR is observed for
the SDCNN model.

Table 9 provides the details about the percentage precision,
recall, and F1 score of the individual classes. It is observed

FIGURE 6. Binary classification: Performance evaluation metrics.

FIGURE 7. Binary classification: ROC curves.

that the SDCNN outperformed other DL-based NIDS models
with a higher correct prediction rate. We also observed the
lower detection rate for the LSTMmodel for the Attack class
while CNN-1D exhibited a lower detection rate for Benign
traffic. The CNN-1D model exhibited a lower percentage of
predicting the Attack class while LSTM, RNN, and GRU all
performed worst among other considered DL methodologies
to predict the Benign class.

The receiver operating characteristic curve (ROC) for the
binary classification is plotted in Figure 7. The SDCNN
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TABLE 8. Binary classification: Performance evaluation metrics [%].

TABLE 9. Binary classification: Performance evaluation metrics [%] of the individual classes.

FIGURE 8. Multiclass classification: Accuracy percentage per batch size
for different layers of CNN.

performed much better than other DL methodologies with
Area under the ROC curve (AUC) considered as the met-
ric. We observed a higher AUC score of 0.998 which is
2%− 4.5% better than other considered DL methodologies.
Also, the SDCNN curve is much closer on the upper left
corner of the ROC curve depicting a robust model with higher
correct predictions.

E. RESULTS - MULTICLASS CLASSIFICATION
We repeated the same steps as discussed for binary classi-
fication in subsection D. We used the same parameters and
the method adopted to find the optimal parameters and the
number of hidden layers for 7-class classification experi-
ments. Figure 8 shows the percentage accuracy scores of the
different layer stack of CL and PL against the different batch
sizes. Interestingly, we observed that the multiclass model
of SDCNN also achieved a higher accuracy score for the
2 layers using the batch size of 256. Hence, we fixed the same

TABLE 10. Multiclass classification: Performance evaluation metrics [%].

setting of 2 hidden layers for implementing all the considered
DL-based NIDS models for a fair comparison.

The experimental results for the 7-class classification
experiments are detailed in Table 10. The performance is
evaluated using accuracy, precision, recall, and F1 score
for SDCNN and other DL methodologies. We observed
that our proposed NIDS methodology based on the spec-
trogram (SDCNN) performed better than other methodolo-
gies. The performance evaluation for the 7-class classification
experiments is depicted in Figure 9. It is observed that both
SDCNN and DNN performed well in terms of accuracy with
the former performed slightly better. But on the other hand,
SDCNN performed much better in terms of precision, recall,
and F1 score from DNN and other DL-based algorithms.
We also find out that the CNN-1D performed worst among
the DL methodologies in terms of accuracy, precision, and
F1 score.

Table 11 provides the details about the percentage per-
formance scores of an individual class, exhibited by all the
considered DL methodologies. It is observed that SDCNN
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TABLE 11. Multiclass classification: Performance evaluation metrics [%] of the individual classes.

performed very well to detect the Benign, Attack, Brute force,
and Port scan classes while DNN performed well in detecting
the DoS, DDoS, and web attacks. It is also observed that
LSTM performed poorly in detecting the DoS and Port scan
attacks.

The Confusion matrix obtained for the best model
(SDCNN) considering the binary and 7-class classifica-
tion scenario is shown in Figures 10 and 11, respectively.
It is observed from the confusion matrix of Figure 10
that SDCNN performed equally well in detecting both
the classes for binary classification scenarios with slightly
more wrong predictions for Benign traffic. While it is
observed from Figure 11 that the proposed model had more
wrong predictions for DoS and DDoS classes by predict-

ing a DoS instance as DDoS and vice versa. It is also
observed that SDCNN showed an improvement in reducing
the FAR.

The SDCNN model is compared directly with some of
the notable recent DL-based NIDS solutions in Table 12,
considering accuracy as a performance evaluationmetric. The
accuracy results obtained by those methodologies are directly
collected from the respective reference. It is observed that
the SDCNN model performed quite well comparing these
considered works. This result demonstrates the effectiveness
of our proposed model in terms of detecting the intrusions
within the network.

The proposed SDCNN complexity is measured in terms of
the training and testing time. Since all the models including
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FIGURE 9. Multiclass classification: Performance evaluation metrics.

FIGURE 10. Confusion matrix for SDCNN - Binary classification.

FIGURE 11. Confusion matrix for SDCNN - 7-class classification.

SDCNN are trained for 100 epochs, the training time of 350s
(s denotes the seconds) is recorded for the SDNN, with the
testing time of 0.669s. We also observed that one network
record is converted into the spectrogram image in average
0.150s, which then takes approximately 0.30s for preprocess-
ing task before the training phase. It means if a trained model
is deployed in the network edge routers, one network flow

TABLE 12. Direct comparison with the recent works accuracy values are
collected from the reference paper.

will take almost 1.12s to be predict as a benign or attack
behavior. The training time depends upon the DL model
parameters such as the batch size, feature set size, number
of epochs, etc. along with the size of the dataset considered.
In this study, our main focus was to improve the accuracy
and reduce the FAR considering the frequency details of the
network flows.

Based on the performance results discussed in this section
for both binary and multiclass classification, we conclude
that our proposed SDCNN will perform efficiently to detect
anomalies once deployed in the network.

V. CONCLUSION
This paper proposes a novel idea of transforming the network
flows into the spectrogram images using STFT and then using
the CNN to process these images to learn the deep and useful
patterns and features for efficient predictions. The proposed
model was tested using the relatively new dataset CIC-IDS
2017 considering both the binary and 7-class classification
scenarios. The results show that the proposed model per-
formed equally well for both the scenarios by detecting the
intrusions with high accuracy and at the same reducing the
FAR to show its effectiveness. Results show that SDCNN
achieved the accuracy of 99.35% and 98.76% for the binary
and multiclass classification experiments. Also, it is observed
that the model was very accurate in predicting the benign traf-
fic with an accuracy score of 99.8% for binary and multiclass
classification with a very low FAR of less than 1. Results also
showed that SDCNN performed very well to detect Attack,
Brute force, and Port scan intrusion classes comparing DoS,
DDoS, and web attacks.

For future research, (i) we will first extend our proposed
solution by studying the computational complexity. Then
we try to reduce computational complexity of the proposed
solution without compromising on the detection accuracy and
FAR. (ii) Next, our aim is to test our proposed solution on the
different older and newer datasets such as KDDCup’99, NSL
KDD, UNSW-NB15 and Bot-IoT etc. This will allow us to
check the usefulness and efficiency of our proposed solution
under different datasets and network conditions. (iii) Further,
we will also extend this work to check its effectiveness in the
unsupervised learning scenarios that will help us to deploy
our proposed solution in the real work environment.
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APPENDIX

TABLE 13. Summary of important abbreviations.
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