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ABSTRACT
Memes are important because they serve as conduits for express-
ing emotions, opinions, and social commentary online, providing
valuable insight into public sentiment, trends, and social interac-
tions. By combining textual and visual elements, multi-modal fusion
techniques enhance meme analysis, enabling the classification of
offensive and sentimental memes effectively. Early and late fusion
methods effectively integrate multi-modal data but face limitations.
Early fusion integrates features from different modalities before
classification. Late fusion combines classification outcomes from
eachmodality after individual classification and reclassifies the com-
bined results. This paper compares early and late fusion models in
meme analysis. It showcases their efficacy in extracting meme con-
cepts and classifying meme reasoning. Pre-trained vision encoders,
including ViT and VGG-16, and language encoders such as BERT,
AlBERT, and DistilBERT, were employed to extract image and text
features. These features were subsequently utilized for performing
both early and late fusion techniques. This paper further compares
the explainability of fusion models through SHAP analysis. In com-
prehensive experiments, various classifiers such as XGBoost and
Random Forest, along with combinations of different vision and
text features across multiple sentiment scenarios, showcased the
superior effectiveness of late fusion over early fusion.

CCS CONCEPTS
• Information systems → Multimedia and multimodal re-
trieval.
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1 INTRODUCTION
Memes are rapidly shared images, videos, or text on the internet,
often with humorous or satirical intent [21]. They have become a
significant part of online culture and communication, expressing
emotions, opinions, and social commentary. Analyzing memes is
crucial as they can convey sentiments, emotions, and intensity of
emotions, providing valuable insights into public opinion, trends,
and social dynamics [17]. Understanding the sentiment and emotion
behindmemes can help identify and address issues such as offensive
content, hate speech, and spreading false information. Additionally,
analyzing memes can help detect and mitigate the harmful effects
of toxic memes, which can agitate arguments, disputes, and social
wars. Figure. 1 shows a meme, a sample taken from [20].

Memes are analyzed by extracting and interpreting both textual
and visual features as they contribute to the meaning and impact
of the meme. Textual and visual features are not always correlated
in meme datasets, making analysis challenging. Meme analysis
requires developing techniques that address the multiple modality
problem and improve the classification rate of sentiment, emotion,
and intensity. As multi-modal fusion techniques integrate textual
and visual modalities, they provide a comprehensive understanding
of memes [24]. By combining features, decisions, or data, fusion
techniques enhance sentiment analysis.

Due to the fact that memes are multi-modal data, early fusion,
and late fusion have been used in multi-modal analysis to com-
bine information from text and images. These two methods can

Figure 1: A meme sample from [20]
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be applied to detect offensive content, hate speech, and false in-
formation in memes. Early fusion involves combining textual and
visual content at the input level to provide simplicity as well as
joint representation [9]. In spite of this, it may result in a loss of
modality-specific information and an increase in noise sensitivity.
In contrast, late fusion processes each modality independently and
combine the outputs at a later stage, preserving modality-specific
information and allowing greater flexibility [7]. It may, however,
be more difficult to implement and may lead to inconsistencies. De-
pending on the task and data characteristics, both approaches may
be beneficial. In early fusions, textual elements and visual images
provide complementary information, while in late fusions, different
analysis techniques and models are required [9]. A combination
of both approaches must be tested and evaluated to determine the
most effective method for detecting offensive content, hate speech,
and false information in memes.

As illustrated at the top of Figure 2, early fusion combines fea-
tures from various modalities, while in contrast, late fusion com-
bines decisions from different modalities post-classification, as de-
picted in the bottom portion of Figure 2. However, early fusion faces
limitations like time synchronization, integrating dissimilar input
features, and retraining classification systems. Late fusion, on the
other hand, combines decisions from different modality classifiers,
making it easier to combine decisions and learn characteristics.
However, [17] removed text from the image before analysis, poten-
tially losing contextual information. Using [14] has the drawback
of being heavily reliant on textual information and may not fully
capture the visual aspects of harmful memes. In addition to inte-
grating vision and text modalities and creating fusion models, it
is also essential to recognize the relevance of features from each
modality to sentiment prediction. Hence, explainability is of ut-
most importance. Utilizing SHAP (Shapley Additive Explanations)
enables the analysis of the explainability of the proposed models,
facilitating a comparative assessment of the significance attributed
to textual and visual features within each model.

This paper compares and contrasts early and late fusion models
in meme analysis using visual and textual features extracted from
various pre-trained models. The Memotion dataset, which was
proposed in [20], was utilized to examine a variety of scenarios
using different combinations o features derived from distinct pre-
trained vision and language encoders. Vision encoders VGG-16 and
ViT were employed, while language encoders BERT, ALBERT, and
DistilBERT were utilized. XGBoost and RF classifiers were used to
assess and compare the effectiveness of these fusion methods, and
corresponding performance results were reported. Furthermore, a
comparative analysis of the explainability of each fusion model has
been carried out using SHAP.

The main contributions of this article are:

• An evaluation of early and late fusion models in meme anal-
ysis, emphasizing their comparative effectiveness. Through
extensive experiments involving diverse combinations of
vision and text features across various sentiment scenarios,
the research demonstrates the superiority of late fusion over
early fusion in meme analysis.

• the comparative analysis of the explainability of early and
late fusion models using SHAP, shedding light on the extent

of influence of visual and textual features on multi-modal
meme analysis.

2 RELATEDWORK
Memes include both textual and visual content. This necessitates
the need for a multimodal framework for detecting them. These
frameworks combine visual and language understanding to analyze
images and text in memes. One such framework was presented
in [18], which used an ensemble of UNITER-based models that
combine image and text information for improved performance.
Techniques like upsampling contrastive examples and ensemble
learning based on cross-validation enhance the framework’s robust-
ness. Margin ranking loss helped in predicting higher probability
scores for hateful memes. The authors also experimented with aug-
menting the model with fine-grained object-detection classes from
the YOLO9000 model to identify target groups in the image and
text, leading to more accurate predictions. The multimodal frame-
work considered images and text, enabling a more comprehensive
analysis of hateful memes. Ensemble learning and upsampling of
contrastive examples improved the framework’s performance and
robustness. Margin ranking loss helped prioritize hateful memes
during prediction. Augmenting the model with fine-grained object-
detection classes enhanced the identification of target groups, lead-
ing to more accurate predictions.

Meme analysis uses fusion methods as they allow the integration
of multiple modalities, such as text and images, to convey the full
meaning and context of memes [1]. Fusion methods, by integrat-
ing images and text, can effectively tackle the challenge posed by
memes that incorporate both visual and textual elements, both of
which are essential for comprehending the intended message. As
a result of the fusion of visual and textual features, memes can be
classified more accurately and help in curbing misinformation and
hate on social media platforms through automatic censoring. Two
types of fusion methodologies, namely early fusion and late fusion,
have been utilized for this task.[8].

2.1 Early Fusion
There are several advantages to using early fusion methods in data
analysis, as has been highlighted in recent literature. By integrating
information from multiple sources at the beginning of the analy-
sis, they facilitate comprehensive data processing [9]. Moreover,
early fusion approaches have been found to improve computational
efficiency and reduce processing time as compared to late fusion
methods by consolidating information early in the analysis process.
In addition, early fusion results in more interpretable models, which
aid in the understanding of underlying patterns in the data [4]. Al-
though early fusion methods have many advantages, they are not
without limitations. It appears that they may be more susceptible to
noise and outliers in the data, which may compromise the quality
of the results [7]. Furthermore, early fusion requires the selection
of features and fusion techniques in advance, making it difficult
to adapt to different datasets or analytical objectives. Moreover,
early fusion can result in information loss, as merging features
from various sources too early in the analysis pipeline may fail to
identify important correlations and dependencies among the data,
resulting in suboptimal outcomes [2].
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The authors of [17] proposed a meme analysis method that com-
bines visual and textual features for correlated information. They
used fusion techniques like multi-hop attention and stacked atten-
tion networks, Efficientnet-v2 as a vision backbone, and RoBERTa/
LSTM for text processing. The research in [12] introduced pre-
trained visual-language models for the multi-modal classification of
hateful memes. These models employed Transformer layers to syn-
chronize text and visual inputs, underwent fine-tuning for ground-
ing visual-text slurs, and utilized gradients to signify the contri-
bution of each modality. However, the models exhibited biases,
resulting in false-positive predictions, and the extent of capturing
derogatory or slur references remains unclear. To classify hateful so-
cial media memes using textual and image data, BERT and ResNeXT-
152 Aggregated Residual Transformations based Masked Regions
with Convolutional Neural Networks (R-CNN) were utilized [10].
The method achieved an AUCROC score of 78%, showcasing its
effectiveness in classifying hateful memes.

Incorporating knowledge and multi-modal early fusion tech-
niques, MeBERT [24] classified memes. It entailed three steps: con-
cept retrieval, concept-sensitive visual representation extraction,
and multi-modal representation generation. MeBERT enhanced the
semantic representation of memes by integrating conceptual infor-
mation from external Knowledge Bases. It surpassed state-of-the-art
techniques on Memotion and MultiOFF datasets. A prompt-based
method in [14] converted multi-modal data into text using cap-
tions and attributes and fine-tuned pre-trained language models for
masked language modeling to identify harmful memes. Experimen-
tal results and evaluation metrics such as Accuracy and Macro-F1
demonstrated that the approach outperforms state-of-the-art meth-
ods. VaxMeme [16] is a multi-modal framework that identified
vaccine-critical memes on Twitter. There were four modules in this
system: Text representation learning, Image representation learn-
ing, Attentive representation learning, and Classification learning.
With an F1-Score of 84.2%, the framework outperformed state-of-
the-art methods, demonstrating the importance of understanding
both modalities when identifying vaccine-critical memes.

2.2 Late Fusion
Late fusion methods have gained significant attention in the field
of multi-modal data analysis despite their potential advantages and
limitations. In the course of exploring late fusion techniques, it
has become apparent that several key factors influence their effec-
tiveness and applicability in different areas.Late fusion enables the
integration of complementary information from diverse modalities,
thereby enhancing the performance of classification systems. This
approach captures nuanced data patterns effectively [7]. It is possi-
ble to select classifiers and features based on a specific dataset and
task using late fusion methods [4]. As a result of this adaptability,
researchers are able to experiment with more diverse combina-
tions without affecting the fusion process itself. The authors of [11]
emphasized the importance of processing each modality indepen-
dently before fusion to minimize errors and enhance overall system
robustness, as late fusion approaches exhibit increased robustness
in the face of noise and outliers compared to early fusion methods.

In [13], a meme classification system utilized a late fusion ap-
proach, combining data from text and image modalities. Data pre-
processing involved removing redundant tags, punctuation, and
stop-words, alongside converting words to lowercase and expand-
ing short forms to their full versions. The research introduced a
challenging dataset for identifying hateful speech within multi-
modal memes, suggesting additional investigation to refine the
classification framework. The authors of [3] applied a voter-based
fusion technique for late fusion, integrating information from image
and text modalities after the learning phase. This method entailed
training three identical models on image, text, and a concatenation
of both embeddings, facilitating interpretation and testing across
different models and tasks. Zhang et al. [22]introduced a late se-
quential fusion scheme, which integrated textual information into
a multi-modal system. They utilized UNITER and fine-tuned BERT
predictions to modify the medium confidence zone of XGBoost
predictions, thereby improving its ability to detect misogynous
memes.

Despite the advantages associated with late fusion methodolo-
gies, inherent challenges and limitations arise when employing
them in the classification pipeline. An important drawback of late
fusion techniques is their heightened complexity, which can signif-
icantly complicate implementation and optimization efforts. The
management of multiple classifiers, features, and fusion techniques
escalates computational and algorithmic complexity, potentially
hindering interpretability and scalability. Moreover, late fusion
methods entail higher computational costs, necessitating additional
processing time and resources compared to early fusion methods
[4]. Particularly with large datasets or real-time applications, inde-
pendently processing each modality and subsequently combining
their outputs imposes a substantial computational burden. Addi-
tionally, late fusion entails the risk of information loss [11], as
integrating individual classifier and feature outputs at a later stage
may fail to fully exploit correlations and dependencies between
different modalities, thereby yielding suboptimal results.

3 METHOD
The methodological approach adopted for meme analysis in this
study involved the fusion of visual and textual features. Both early
and late fusion techniques were applied to integrate these features
during experimentation. Pre-trained vision and language encoders
were utilized to extract relevant features. XGBoost and Random For-
est (RF) classifiers were selected as the primary models for analysis.
Classification tasks were conducted individually for each sentiment
category present in the dataset, encompassing sentiments such as
humour, sarcasm, offensive language, motivation, and overall senti-
ment. Furthermore, the explainability of each model was evaluated
and compared using SHAP analysis.

3.1 Vision and Text Encoders
Various vision and text encoders were employed to extract features
from memes for fusion and subsequent classification. However,
this paper reports only a few of these models, based on their best
performance. Vision encoders included pre-trained VGG-16 [23]
and ViT [6]. Similarly, pre-trained BERT [5], ALBERT [15], and
DistilBERT [19] were used as text encoders to extract features.
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Figure 2: Early and Late Fusion

3.2 Early Fusion
One of the fusion strategies utilized in this paper to tackle multi-
modal meme analysis is early fusion, depicted in the upper portion
of the Figure. 2. Early fusion involved combining vision and text
features before classification. To execute early fusion, the exper-
iments outlined in the article involved extracting vision features
through pre-trained ViT and VGG-16 models, and text features
through pre-trained BERT, ALBERT, and DistilBERT models. The
experiments explored various combinations of text and visual fea-
tures, as depicted in Table.2. Concatenating vision and text feature
vectors formed the resulting new feature vectors. These feature
vectors were afterward passed to classifiers, including XGBoost and
Random Forest, to assess sentiment.

3.3 Late Fusion
In meme classification, the experiments employed a late fusion
approach. They utilized the same pre-trained models for both fea-
ture extraction and classification as those used in the early fusion
approach. The late fusion framework independently classified each
modality feature. Subsequently, it combined the resulting proba-
bility values through concatenation. The resulting feature vectors,
which encompassed probability values, underwent additional clas-
sification using the same classifier employed in the initial step for
sentiment detection. This process is illustrated at the bottom of
Figure. 2.

3.4 Explainability
SHAP (Shapley Additive Explanations) serves as a powerful instru-
ment, enriching model transparency by offering insights into model
behaviour, the significance of features, individual predictions, and

comparisons. It provides a systematic approach to interpreting com-
plex predictions, enabling a better understanding of each feature’s
impact on the model’s output. SHAP values assign importance
scores to each feature, indicating its contribution to the model’s
output. This helps identify influential features in the prediction pro-
cess, aiding in feature selection, debugging, and understanding data
patterns. SHAP values also offer individual explanations, providing
insights into why a specific prediction was made and fostering trust
in machine learning models, especially in sensitive or high-stakes
applications. SHAP also allows for model comparison, enabling the
selection of the most suitable model for a task and understanding
the trade-offs between complexity and interpretability.

4 EXPERIMENTS
A detailed experimental analysis conducted the classification of
memes based on extracted visual and textual features from the
Memotion dataset.

4.1 Dataset
The Memotion dataset [20], was published in 2020, comprises 6992
annotated memes with human-annotated labels for sentiment, emo-
tion type, and intensity. The emotion labels include sarcastic, hu-
mour, offensive, motivational, and overall sentiment, categorized
into different types. Table. 1 shows the class distribution corre-
sponding to each sentiment.

Except for the motivational sentiment, all the other sentiments,
including overall sentiment, have multi-class distribution. The mo-
tivational sentiment has a binary class distribution. The offensive,
sarcasm, humour, and overall sentiment have four classes in their
distribution. The classes are not balanced, especially regarding
sentiments, offensive, and sarcasm. Even in the Overall sentiment
scenario, the class distribution is highly imbalanced.
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Table 1: Class distribution corresponding to each sentiment
in Memotion dataset [20]

Sentiment Classes Size

Motivational Non-motivational 4421
Motivational 2409

Humour

Funny 2394
Very funny 2176
Not funny 1618
Hilarious 642

Offensive

Not offensive 2657
Slight 2536
Very offensive 1424
Hateful offensive 213

Sarcasm

General 3430
Not sarcastic 1516
Twisted meaning 1499
Very twisted 385

Overall sentiment

Positive 3057
Neutral 2157
Very positive 1001
Negative 469
Very negative 146

4.2 Experimental Settings
To extract features from images using the pre-trained vision models,
ViT and VGG-16, the images were resized to 224 × 224. Since the
data set itself provided the extracted text from the images, those
text data were used to extract text features. The dataset was split
into 80 : 20 ratio as train-test sets for model training.

The classified results were evaluated and compared using accu-
racy, precision, recall, and Macro F1-score metrics. Even though
extensive experiments were carried out using various pre-trained
vision, language models, and classifiers, the final results were based
on the best scenarios.

5 RESULTS
A comparative analysis result of early and late fusion for multi-
modal meme analysis is presented in this section. Table. 2 has
the sentiment analysis results using the XGBoost classifier, with a
comparison of early and late fusionmethods. Figure. 4 illustrates the
SHAP summary plot for the early fusion model using the XGBoost
classifier. The summary plots for late fusion using XGBoost are
presented in Figure. 5.

In Figure 3, the macro F1-score of early and late fusion meth-
ods using the RF classifier for the overall sentiment scenario are
compared and presented. It can be seen from overall sentiment
performance that the late fusion using RF performed better com-
pared to early fusion. Thus, the late fusion improved compared
to early fusion, when the memes were classified for various sen-
timents. It shows the effectiveness of late fusion in multi-modal
meme classification.

Performance of late and early fusion methods using XGBoost
classifier for different sentiments are presented in Table. 2. It can
be seen from the Table that late fusion outperforms early fusion
in all scenarios. The highest value for the F1-score was achieved,
with motivational sentiment, with ViT and DistilBERT combination.

The early fusion F1-score of 47.38 % improved up to 53.23% in late
fusion.

ViT+BERT ViT+ALBERT
ViT+DistilBERT

Multi-modal features

0.0

0.2

0.4

0.6

0.8

1.0

F1
 S

co
re

 

Overall Sentiment
EF LF

Figure 3: Comparison of F1-Score for fusion methods using
RF classifier, corresponding to overall sentiment. EF= Early
fusion and LF = Late fusion

Figure 4 illustrates the SHAP summary plot for the task overall
sentiment analysis with different feature fusion scenarios consid-
ered in the experiment while using XGBoost classifier. The plot
shows the first 10 features that are more relevant to identifying
the five classes in the task. Consider the plot Figure. 4a shows the
feature relevance in the early fusion of VGG and BERT features. Out
of the 10 features plotted, the positive and negative classes barely
used the image features. These both classes relied on BERT features
rather than VGG features. When it comes to the VGG+ALBERT sce-
nario, the negative class could be found making use of text features,
while the positive class relied upon image features. The positive
class used text features in VGG+DistilBERT early fusion. However,
the negative class had a slight dependency on image features, too.

When ViT features were combined with text features from BERT,
ALBERT, and DistilBERT models, the negative class was mostly
influenced by the text features. On the other hand, the positive class
was decided mostly by the image features from ViT, even though
text features also had a slight impact on the positive class prediction.
While considering the other three classes in the overall sentiment
task here, when VGG features were combined with text features
from different models, the neutral class was mostly influenced by
text only. The image feature dependency was very low for this
class. Out of the ten features plotted, the very positive class was
found to rely on text features rather than image features while
influenced by at least 5 features out of 10. The very negative class
in the overall sentiment task made use of both features and used 5
or more features out of the 10 features shown in the plot.

Similarly, for other sentiments, when VGG features were com-
bined with any of the text features considered in the experiments,
the text features dominated in deciding the classes rather than
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Table 2: Comparison of early and late fusion using XGboost for sentiment analysis on Memotion dataset. A = Accuracy, P =
Precision, R = Recall, F = Macro-F1-Score

Sentiment Pre-trained Models Early Fusion Late Fusion
Vision Language A P R F A P R F

Humour

VGG-16
BERT 34.11 24.15 26.06 24.05 32.50 28.32 28.16 28.20
ALBERT 32.72 25.08 25.36 23.86 30.53 25.83 25.77 25.77
DistilBERT 33.60 26.93 26.26 24.95 25.72 26.34 26.34 26.31

ViT
BERT 33.09 23.87 25.26 23.19 25.41 25.35 25.42 25.35
ALBERT 33.16 28.92 26.02 24.95 29.50 25.53 25.55 25.48
DistilBERT 32.28 27.55 25.12 23.77 30.67 27.05 26.88 26.90

Offensive

VGG-16
BERT 35.65 21.62 23.63 21.59 34.11 24.43 24.91 24.62
ALBERT 38.14 24.49 25.29 23.15 34.85 25.78 25.80 25.75
DistilBERT 37.85 27.56 25.62 24.29 35.80 35.80 35.80 25.27

ViT
BERT 37.26 23.52 24.86 22.98 37.19 27.34 27.26 27.19
ALBERT 38.87 25.85 25.91 23.91 35.72 26.43 26.31 26.25
DistilBERT 38.58 25.73 25.64 23.56 36.09 26.83 26.16 26.07

Sarcasm

VGG-16
BERT 48.17 21.22 24.60 18.49 35.65 24.49 24.41 24.39
ALBERT 48.24 24.39 25.08 19.76 37.77 26.53 26.36 26.36
DistilBERT 47.88 21.02 24.57 18.77 35.72 24.78 25.03 24.80

ViT
BERT 47.88 22.11 24.77 19.34 35.58 24.49 24.49 24.49
ALBERT 48.46 24.24 25.24 19.99 36.24 25.43 25.38 25.37
DistilBERT 23.42 22.96 24.72 19.65 36.24 24.41 24.41 24.36

Motivation

VGG-16
BERT 60.76 51.29 50.73 48.23 55.05 49.50 49.53 49.41
ALBERT 62.01 51.93 50.86 47.11 56.15 50.80 50.80 50.68
DistilBERT 61.42 51.23 50.59 47.19 57.83 52.26 52.06 51.95

ViT
BERT 62.01 53.55 51.98 51.98 58.49 52.73 52.43 52.28
ALBERT 61.86 51.99 50.93 47.47 58.13 52.25 52.00 51.83
DistilBERT 61.71 51.73 50.82 47.38 59.15 53.68 53.31 53.23

Overall
Sentiment

VGG-16
BERT 41.14 17.16 19.72 16.54 33.16 19.50 19.34 19.24
ALBERT 41.00 20.52 19.78 16.73 33.09 19.18 19.13 18.98
DistilBERT 43.56 20.68 21.26 18.34 34.99 21.04 20.82 20.72

ViT
BERT 42.02 20.18 20.18 17.95 33.02 20.54 19.83 19.95
ALBERT 41.95 20.93 20.34 17.34 33.89 19.55 19.41 19.33
DistilBERT 42.53 19.78 20.73 17.79 33.89 19.95 19.59 19.48

VGG features. On the other hand, ViT features were combined with
BERT, ALBERT, or DistilBERT features; the classes were impacted
by both image and text features.

Figure 5 illustrates the plots corresponding to the SHAP analysis
on late fusion models using the XGBoost classifier. Out of the five
classes in the task, the neutral class depends mostly on all the train-
ing features but is prominently dependent on VGG features in the
VGG+BERT scenario. When VGG and ALBERT features were used
in late fusion, the neutral class exhibited almost similar dependency
as in the VGG+BERT. For the other scenarios, VGG+DistilBERT,
ViT+BERT, ViT+ALBERT, and ViT+DistilBERT, the neutral class
depends upon mostly all features, except a few.

For other classes in the VGG+BERT scenario, the negative class
was influenced by all the probabilities from the uni-modal output.
On the other hand, the positive class directly depends on the uni-
modal probabilities of the same class. With all the other evacuating
scenarios, the positive class only depends on the uni-modal proba-
bility of the class itself. The negative class in the overall sentiment
task showed behaviour almost similar to the positive class in the
late fusion SHAP analysis. Most of the uni-modal probabilities from
the text and image classification models in the VGG+BERT scenario

influenced the very positive class. When evaluated by combining
image features with DistilBERT in late fusion, the very positive
class did not reply to the neutral, negative, and negative class prob-
abilities from uni-modal models.

5.1 Discussion
The late fusion using both classifiers performed better compared
to early fusion. In Humour sentiment classification with RF, there
is a slight drop in performance when features used combined ViT
and ALBERT. However, the rest of the combinations exhibited im-
proved late fusion performance than early fusion. A similar result
was shown when the offensive sentiment scenario was considered.
Thus, the late fusion improved compared to early fusion, when the
memes were classified for various sentiments. Rather than com-
bining features, it would be better to classify them individually
and combine the classifications for better sentiment analysis using
memes. Finally, our analysis showed that the highest performance
was achieved using late fusion, with an F1-Score of 53.23%. This
indicates the potential to design new and innovative methods to
improve the performance of meme analysis further.

The positive and negative classes barely used image features in
the early fusion of VGG and BERT features. The negative class in
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Figure 4: SHAP summary plots for the overall sentiment task with early fusion

the VGG+ALBERT scenario used text features, whereas the positive
class relied on image features. VGG+DistilBERT early fusion used
text features but slightly depended on image features. In combining
ViT features with text from BERT, ALBERT, and DistilBERT models,
the negative class was mostly influenced by text features, whereas
image features mainly influenced the positive class. In the early
fusion, text features were more prominent when combined with
VGG. However, the early fusion model using ViT demonstrated
improved relevance of image features in the prediction process.
Based on this analysis, it appears that the pre-trained VGG model
was unable to extract features relevant to the problem, while the
ViT was able to obtain features that were more appropriate to the
problem at hand.

In late fusion models using the XGBoost classifier, the neutral
class depends on all detection probabilities of each class in the
uni-modal classification. However, it depends most significantly on
VGG features in the VGG+BERT scenario. When VGG and ALBERT
features were used in late fusion, the neutral class exhibited a similar
dependence. As in other scenarios, the neutral class is determined
by all features except a few. It is important to note that the negative
class is affected by all probabilities from the uni-modal output, while
the positive class depends on the uni-modal probabilities of the same
class. In the overall sentiment task, the very negative class showed
behaviour similar to that of the positive class in the late fusion SHAP
analysis. Almost all uni-modal probabilities from the text and image
classification model were associated with very positive classes. It

implies that all the other classes relied on uni-modal classification
probabilities from both image and text classification models in
late fusion except for the positive and very negative classes. The
positive and the very negative class performance depended upon
the class probability of these classes in the uni-modal text and
classification models using XGBoost. Hence, improving the initial
uni-modal classification performance with an image could facilitate
the overall performance in late fusion. This also points to the fact
that the training features of the uni-modal classification should be
the most task-specific to achieve the best classification.

Early and late fusion SHAP analyses demonstrate the necessity of
fine-tuning feature extraction models using meme datasets before
extracting features for fusion and classification. However, fine-
tuning may enhance performance further. Consequently, one of the
future directions will be to extract fine-tuned features for meme
analysis.

Analyzing memes can raise ethical considerations. Even though
memes are often shared publicly on social media platforms, indi-
viduals depicted in memes may not have consented to their images
being used for analysis. This raises ethical concerns regarding the
collection and analysis of data without explicit permission, poten-
tially infringing upon individuals’ rights to privacy. Nevertheless,
this article used public datasets with proper references, which miti-
gated ethical and privacy concerns associated with the use of these
memes.
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Figure 5: SHAP summary plots for the overall sentiment task with late fusion

6 CONCLUSION
Multi-modal fusion techniques are crucial in meme analysis for
seamless integration of visual and textual features. Multi-modal
data fusion techniques have been demonstrated to be effective
in meme classification, with both early and late fusion methods
showing distinct advantages and limitations. Hence, a comparative
analysis of early and late fusion in multi-modal meme analysis is
presented in this paper. The extensive experiments using different
classifiers and combinations of different vision and text features
on multiple sentiment scenarios showed that late fusion is more
effective than early fusion. The analysis of explainability revealed
that in late fusion, the classes were predominantly influenced by
the respective uni-modal prediction probabilities, indicating the ne-
cessity for extracting more appropriate features through additional
fine-tuning procedures. Hence, this experiment will be further ex-
tended to address meme analysis by using more fusion methods
incorporating fine-tuned models for feature extraction. Incorporat-
ing multi-modal Large Language Models (LLMs) for meme analysis
stands as a prospective future research direction.
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