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Abstract. Multi-object tracking in satellite videos (SV-MOT) is one of the most
challenging tasks in remote sensing, its difficulty mainly comes from the low
spatial resolution, small target and extremely complex background. The widely
studied multi-object tracking (MOT) approaches for general images can hardly
be directly introduced to the remote sensing scenarios. The main reason can be
attributed to: 1) the existing MOT approaches would cause a significant missed
detection of the small targets in satellite videos; 2) it is difficult for the generalMOT
approaches to generate complete trajectories in complex satellite scenarios. To
address these problems, a novel SV-MOT approach enhanced by high-resolution
feature fusion (HRMOT) is proposed. It is comprised of a high-resolution detection
network and a two-step based association strategy. In the high-resolution detec-
tion network, a high-resolution feature fusion module is designed to assist the
detection by maintaining small object features in forward propagation. Based on
high-quality detection, the densely-packedweak objects can be effectively tracked
by associating almost every detection box instead of only the high score ones.
Comprehensive experiment results on the representative satellite video datasets
(VISO) demonstrate that the proposed HRMOT can achieve a competitive per-
formance on the tracking accuracy and the frequency of ID conversion with the
state-of-the-art (SOTA) methods.

Keywords: Multi-object Tracking · Satellite Video · High-resolution Feature
Fusion · Data association

1 Introduction

With the rapid development of remote sensing earth observation technology: the succes-
sive launch of the video satellites such as Jilin-1, SkySat. etc. [1, 2], remote sensing video 
data is becoming increasingly easy to obtain and play an important role in the tasks of
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military precision strike, civilian traffic flow estimation, fire detection, etc. [3–5]. Video
satellites finish dynamic ground observation by gazing at specific areas for a certain
period of time, could provide richer temporal information and a larger observation area.
Therefore SV-MOT has become one of the hotspots in the satellite video processing
and analysis. Different from the general MOT approaches, SV-MOT would have to face
more challenges such as low resolution, complex background, especially targets in very
small sizes [6–9].

In recent decades, generalMOThavemade significant breakthroughs,which could be
divided into two branches: detection-based tracking (DBT) and joint track and detection
(JDT). Specifically, the DBT approaches would first get detection boxes in every frame
and then do association over time with the detection and association modules have no
affection between each other, whose tracking performance is mainly depended on the
quality of detection. However, the independent structure has low tracking efficiency
and it could not make the joint optimization together, they can achieve a competitive
performance easily but with a heavy training cost; while the JDT approaches would
do detection and tracking with one network, so as to estimate the objects and learn
re-ID features simultaneously. These models are more efficient and fast because of
considering detection and association at the same time, but it is difficult to maintain a
balance between detection and association, which may lead to a tracking performance
decrease. SORT [10] are the most representative DBT methods, The SORT algorithm
is based on a Kalmanfilter to establish an observation model foundation, which can
accurately predict the position and motion speed of the target, and achieve tracking of
the target. In order to reduce the number of ID conversions, Deepsort [11] introduced
ReID features on the basis of SORT, which can better distinguish different feature targets
in videos. Bytetrack first associates high score detection boxes and then associate low
score detection boxes, finally distinguishes between real targets and false alarms through
the similarity of trajectories. In the JDT branches, FairMOT [12] optimizes both the
detection model and the ReID model, and achieves a balance between detection and
ReID tasks through some strategies. CenterTrack [13] proposes an integrated network
of detection and tracking based on key point. In the data association stage, CenterTrack
performers data association based on the distance between the predicted offset of the
center point and the center point of the tracked target in the previous frame. Since there
is a big difference between the general videos and the satellite videos, directly apply
any methods discussed above to satellite videos, there will be a significant performance
degradation. This is because compared to natural scenes, the proportion of target pixels
in satellite videos is low, the object size in satellite videos is about 10–100 pixels,
increasing the difficulty of detection and the background of satellite videos is complex
such as widespread cloudiness, reflective noise, which may cause more missed detection
and false alarm.

Tofill the gap betweenSV-MOTandMOT, a few trackingmethods for satellite videos
are proposed one after another. SV-MOTmethods could also be divided into the branches
of DBT and JDT. The DBT method such as CKDNet-SMTNet [14] proposed a spatial
motion information-guided network for tracking performance enhancement, extracting
spatial information of targets in the same frame and motion information of targets in
consecutive frames. However, its double LSTM structure leads the approach unable



to track online. Since the JDT methods such as TGraM [15] proposed a graph based
spatiotemporal inference module to explore potential high-order correlations between
video frames, modeling multi-object tracking as a graph information inference process
from the perspective of multi task learning. CFTracker [16] proposed a cross frame
feature update module and a method for cross frame training. But their network cannot
handle occlusion issues well and training is very time-consuming.

It is worth mentioning that although some progresses have been made by existing
SV-MOT methods, The high-frequency tracking miss and ID switches while dealing
with dense targets occlusion are still the key issues which have not been well handled.
In our opinion the missing tracking problem mainly comes from a poor detection on
small objects, and the high frequency of ID switches mainly come from a weak data
association. Therefore, this paper focuses on both the detection and association parts,
and proposes a two-step association based multi-object tracking approach for satellite
video enhanced by high-resolution feature fusion (HRMOT). For a better tracking per-
formance, we follow the branch of DBT, which do detection at first and then association.
In detail, a novel detection module with high-resolution feature fusion for small targets
is introduced, combined with a two-step association for tracklets prediction. Compre-
hensive experiment results on VISO datasets [17] demonstrate, the proposed SV-MOT
can achieve a comparable performance with the SOTA methods.

2 Method

2.1 High-Resolution Detection for Network

In the satellite videos, the appearance information of object is weak because the object is
very small in satellite scenarios and the background is complex, such as cloud interfer-
ence, which result in a great deal of missed detection. A large-scale of missed detection
is one of the main reasons that general MOT cannot be introduced into satellite videos.
If there are not enough detection boxes generated at the beginning, any data association
have to face a tracking failure. Therefore, in this paper the general detection module
is replaced by a small object detection module to adapt the characteristics of satellite
video.At present,most small target detectors obtain strong semantic information through
downsampling, and then upsampling to recover high-resolution location information.
However, this approach can lead to the loss of a large amount of effective informa-
tion during the continuous upsampling and downsampling process. HRNet achieves the
goal of strong semantic information and precise positional information by parallelizing
multiple resolution branches and continuously exchanging information between differ-
ent branches. So the most representative concept of multi-resolution is introduced for
an essential improvement in tracking performance. Specifically, the most representa-
tive detection framework Yolov5 [18] is set as the baseline, and a high-resolution feature
fusion strategy is designed tomake full use of features inmuti-resolution, whose network
structure is shown in Fig. 1.

The idea of HRNet [19] is introduced to Yolov5 for high-resolution feature fusion.
However, different from the original HRNet which only uses the highest resolution
feature map as the output of the model, HRNetv2 [20] added a concatenate operation
for feature maps with different resolutions, and then subsampled the combined feature



maps with average pooling to obtain multiple feature maps with different resolutions.
Therefore, in this paper an operation similar to HRNetv2 is adopted. In specific, the
HRNet retains high-level semantic information by adopting a parallel structure with dif-
ferent resolutions.Within the forward propagation, multiple resolutions interact between
different branches, which further reduce the impact caused by the decreasing channel
dimensions. The HRNet composes of basic blocks and fuse layers. The input of the basic
block is xin ∈ R

H×W×C , and the output xout ∈ R
H×W×C of each basic block can be

expressed as:

xout = xin + f (f (xin)), (1)

where f (·) denotes the convolutional layer with a Batch Normalization layer (BN) and
ReLU activate function layer. As for the fuse layer, the input is combined with multi-
resolution features, which are concatenated in channel dimension. Then the concatenated
feature goes through an operation f (·) to generate the output, where the output channel
varies with the position of the fuse layer.

Besides, to reduce the information loss of feature maps with different resolutions in
the sampling process and reduce the calculation amount, the featuremapswith the current
resolution are also concatenated. Finally, three feature maps with different resolutions
and channel numbers are obtained. These feature maps are then fed into the detection
head for further prediction.

Fig. 1. Structure of the proposed high-resolution detection network.

2.2 Two-Step Association Based SV-MOT

Targets in satellite videos either with small size or affected by complex background
would both easily get a low detection confidence. Common MOT associations would
always first filter out the detection boxes with low confidence, and then do association.
But in satellite scenarios, the real targets with small size cannot always be detected with



a high confidence. So, the filter operation based on confidence may cause a lot of small
objects lost. But associating all the detection boxes may result in tracking a lot of false
alarm. To tackle this issue, the similarity of the trajectories is applied to distinguish the
false alarms of correct targets. Specifically, in order to make more objects in satellite
video be associated to form a trajectory, a two-step associationmethod is proposedwhich
firstly associates the high-score detection frames then low-score detection frames, finally
filters out false alarms through the similarity with trajectory. The flowchart can be seen
from Fig. 2.

Below, we will specifically discuss data association methods. (1)According to an
adaptive threshold, the detection boxes are divided into high-score detection boxes and
low-score detection boxes. (2) the trajectory would be predicted in the new frame. (3)
the high-score detection boxes in new frame are associated with the existing trajectory,
The similarity between the predicted trajectory and the high-score detection boxes is
calculated by IOU.TheHungarian algorithm [22]was used to solve the optimalmatching
between the track and the detection boxes. (4) the unmatched trajectories are associated
with the low-score detection boxes in order to achieve better tracking performance on
scale change, occlusion and motion ambiguity, the false alarms are distinguished from
the real target by the similarity with trajectories. (5) the high-score detection boxes that
have nomatch is initialized to a new track, and the tracklets which have not beenmatched
over a certain number of frames would be deleted.

Here we will introduce our object motion model, Kalman filter [21], which is an
algorithm that utilizes linear system state equations to perform optimal estimation of
system state through system input and output observation data. Due to the inclusion of
noise and interference in the observed data, the optimal estimation can also be seen as a
filtering process. As long as it is a dynamic system with uncertain information, Kalman
filter can make informed speculations about what the system will do next. Even with
noise information interference, Kalman filter can usually figure out what is happening
and find imperceptible correlations between images. Therefore, Kalman filtering is very
suitable for constantly changing systems, and its advantages include small memory
footprint (only retaining the previous state), fast speed, making it an ideal choice for
real-time problems and embedded systems. In the paper, the state vector of each object
was chosen to be a eight-tuple:

X = [x, y, a, h, ·
x,

·
y,

·
a,

·
h] (2)

where x and y represent the horizontal and vertical coordinates of the object, while a
and h represent the aspect ratio and the height of object’s bounding box respectively.
The last four parameters represent their rate of change, respectively.



Fig. 2. Flowchart of the two-step association.

3 Experiments

In this section, we firstly introduce the details of implementation, including the dataset,
metrics and experimental setup. Then ablation experiments are performed to verify the
effectiveness of eachmodule proposed. Finally, performance of HRMOT and start-of-art
methods are compared, experimental results demonstrate the superiority of the proposed
HRMOT.

3.1 Datasets

We validate our method on VISO dataset [17] which consists of 47 satellite videos
captured by the Jilin-1 satellite. Jilin-1 satellite is a video satellite system launched
by Chang Guang Satellite Technology Co., Ltd. The satellite video obtained by Jilin-1
satellite consists of a series of true color images. The coverage area of real scenes can
reach several square kilometers. The majority of instances in VISO have a size smaller
than 50 pixels and the videos cover different types of city-scale elements, such as roads,
bridges, lakes, and a variety of moving vehicles. VISO is a diverse and comprehensive
dataset which consist of different traffic situations such as dense lanes and traffic jams.
Therefore, the satellite videos in dataset cover a wide range of challenges, including
complex background, illumination variations, dense targets and so on. Every video is in
the size of 1024 × 1024. The frame numbers are different from 324 - 326. We randomly
selected 20 videos as training set and 5 unrepeated videos as testing set from the VISO
dataset.

3.2 Evaluation Metrics

To evaluate the performance of different methods and the module that we proposed
in multi-object tracking in satellite video. Six representative metrics are utilized for



evaluation, including false positives (FP), false negatives (FN), ID switches (IDs), ID
F1 score (IDF1), multi-object tracking precision (MOTP) and multi-object tracking
accuracy (MOTA), the discrimination of the metrics are as follow:

(1) FP: the number of false positives in the whole video.
(2) FN: the number of false negatives in the whole video.
(3) IDs: the total number of ID switches.
(4) IDF1: the ratio of correctly identified tests to the average true and calculated number

of tests.
(5) The MOTP is defined as follow, in which dit is the euclidean distance between the

i-th target and the assumed position in frame t, ct is the number of matches in frame
t:

MOTP =
∑

di
t∑
ct

(3)

(6) The MOTA is defined as follow, in which GT is the ground truth:

MOTA = 1 − FN + FP − IDs

GT
(4)

3.3 Experimental Setup

In our HRMOT, the detection part with high-resolution feature fusion is first trained with
theVISOdataset, then followed by the two-step association strategy to get the trajectories
of multi-objects in the satellite video. 20 videos datasets in VISO are trained on GPU
3090. During the training process, random gradient descent (SGD) is selected as the
optimizer, the initial learning rate is 1e–2, and the weight attenuation parameter is 5e–4.
In the tracking process, themaximum number of lost track frames is set to 30 frames, and
the matching threshold of tracking is set to 0.8. We compare our method with the state-
of-the-art trackers in natural and satellite scenarios, such as SORT, FairMOT, TGraM
and Bytetrack. All methods use the same satellite video training and all experiments
were conducted on RTX 3090 GPU to ensure a fair comparison.

3.4 Ablation Experiments

To verify the effectiveness of separate modules proposed in HRMOT, 5 representative
videos in VISO datasets (as shown in Fig. 3) [17] with challenges like serious occlusion,
complex background are selected as testing set. Yolov5 + SORT was selected as our
baseline methods. Each module is integrated independently into the baseline for an
effective evaluation. We compare the proposed HRNet + baseline method, YOLOX
+ baseline method, two-step association + baseline method and HRNet + two-step
association + baseline method(HRMOT) with the baseline method under the above
5 test videos. The experimental result of adding each module to baseline are shown in
Table 1, the tracking performance of the 5 tested videos produced by HRMOT are shown
in Table 2.

It can be seen from Table 1 that compared with the baseline, compared with the
baseline, Yolov5 + Byte (two-step association strategy added) has achieved a great



tracking enhancement by improving MOTA by 36% and IDF1 by 45.3%, at the same
time IDs has also been significantly reduced, which verifies the effectiveness of the
two-step association. We also try a latest detection model Yolox [23] for evaluation,
compare to Yolox + Byte, Yolov5 + Byte achieves better performance by increasing
the MOTA by 2.7% and IDF1 by 0.6%, which double confirmed the effective of Yolov5
in multi-object tracking in satellite videos. Therefore, the high-resolution feature fusion
module is integrated into the framework of Yolov5, after integrating HRNet into Yolov5,
We have achieved improvements in tracking performance by improvingMOTA by 4.1%
and IDF1 by 1%. It can be seen that the performance of HRMOT (Yolov5 + HRNet +
Byte) is far superior to other methods, the MOTA reached 74% and the IDF1 reached
79.6%.

(a) (b)  (c)                 (d) (e)

Fig. 3. Five selected test satellite videos in VISO

Table 1. Ablation study for different detection headers and data association methods.

IDF1 FP FN IDs MOTA MOTP

Yolov5 + SORT (baseline1) 33.9% 16011 11248 14990 33.9% 0.38

Yolov5 + Byte 79.2% 1098 16206 199 72.6% 0.296

Yolox + Byte 78.6% 1405 17681 161 69.9% 0.307

HRMOT 79.6% 1020 15395 208 74% 0.294

Table 2. Quantitative results of our method on VISO test set.

IDF1 FP FN IDs MOTA MOTP

1 94.0% 165 639 11 92.7% 0.265

2 80.0% 151 5240 42 69.5% 0.329

3 88.6% 146 294 14 89.2% 0.205

4 69.5% 378 6268 84 66.6% 0.305

5 76.3% 180 2954 57 69.6% 0.303

overall 79.6% 1020 15395 208 74.0% 0.294



3.5 Comparison with Other Methods

In this section, SOTA approaches including FairMOT [12], SORT [10], Bytetrack [24]
and TGraM [15] are compared with the proposed method on the test of VISO, and
the experimental results are shown in Table 3. It can be seen from Table 3 that we
have achieved the best results onMOTA, IDF1 and other metrics, the proposed HRMOT
achieved 74% ofMOTA and 79.6% of IDF1, much better than the previous work. Specif-
ically, for themost representativeMOT approach-Bytetrack, we can achieve 4.1% higher
on MOTA and 1% higher on IDF1. The superiority of the proposed method not only
reflected in accuracy but also in speed. Although our tracking method is based on the
paradigm of DBT, our tracking part does not have a deep network model and the detec-
tion network is simple, with fast inference speed. Our tracking speed can reach over 100
FPS under satellite video, making it suitable for in orbit tracking.

Somevisualization results of the proposed method were shown in Fig. 4, Fig. 5 and
Fig. 6. The tracked trajectories comparison between the proposed method and the SOTA
multi-object tracking methods were shown in Fig. 4 and Fig. 5. it can be concluded that
the trajectories of TGraM, FairMOT, SORT and other methods tend to be fragmented
and confused. But in Fig. 4(d) (e) and Fig. 5(d) (e) with our two-step association strategy
could perform a stable tracking and the tracklets are tend to be more completed, which
demonstrate the availability of the two-step association. Finally, in Fig. 4(f) and Fig. 5(f)
with high-resolution feature fusion added, the number of tracklets have been increased,
which intuitively demonstrating the effectiveness of our detection network, Yolov5 +
HRNet. Key frames of the representative visual experimental results on the challenges
of occlusion and intensive targets are shown in Fig. 6. It can be seen in Fig. 6(a) that
when two cars meet and block each other, the IDs of the two cars remain unchanged
and there is no missed tracking, when a vehicle crosses the bridge, the ID information
of the vehicle remains unchanged before and after crossing the bridge, which indicates
that our method can effectively handle the problem of background occlusion, andmutual
occlusion of targets in complex satellite scenes. It can be seen in Fig. 6(b) that ourmethod
can maintain simultaneous and stable tracking of multiple targets in satellite scenes
with dense targets. Overall, Facing rather complex tracking challenges, our HRMOT
can achieve more stable tracking, forming more complete trajectories with fewer ID
conversions and higher accuracy.

Table 3. Comparison of the state-of-the-art methods on VISO test set.

IDF1 FP FN IDs MOTA MOTP

FairMOT 22.3% 4014 51454 3036 8.4% 0.523

Baseline1 33.9% 16011 11248 14990 33.9% 0.38

TGraM 32.6% 3240 45621 2548 13.3% 0.475

Yolox + Byte 78.6% 1405 17681 161 69.9% 0.307

Yolov5 + Byte 79.2% 1098 16206 199 72.6% 0.296

HRMOT 79.6% 1020 15395 208 74% 0.294



(a)TGraM (b)FairMOT (c)SORT

(d)Yolox+Byte (e)Yolov5+Byte (f)HRMOT

Fig. 4. The tracked trajectories comparison between the proposed method and the SOTA multi-
object tracking methods. Different colors represent different trajectories(video1).

(a)TGraM (b)FairMOT (c)SORT

(d)Yolox+Byte (e)Yolov5+Byte (f)HRMOT

Fig. 5. The tracked trajectories comparison between the proposed method and the SOTA multi-
object tracking methods. Different colors represent different trajectories(video2).



a occlusion

b intensive targets

Fig. 6. Detail experimental results on the challenges of occlusion and intensive targets.

4 Conclusion

In this paper, a novel multi-object tracking approach for satellite videos called HRMOT
is proposed.Which consist of a high-resolution detection network for small objects and a
two-step association. Compared with the SOTA approaches, our method achieves higher
tracking accuracy and a lower frequency on ID switches. Nevertheless, our method is



still inadequate while handling similar objects with cross trajectories. In the future work,
we will focus on these problems for tracking performance improvement [25–27].
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