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Abstract—Efficient and accurate health state estimatio

n is crucial for lithium-ion battery (LIB) performance mo

nitoring and economic evaluation. Effectively estimating t

he health state of LIBs online is the key but is also the mos

t difficult task for energy storage systems. With high adap

tability and applicability advantages, battery health state 

estimation based on data-driven techniques has attracted 

extensive attention from researchers around the world. A

rtificial neural network (ANN)-based methods are often u

sed for state estimations of LIBs. As one of the ANN meth

ods, the Elman neural network (ENN) model has been im

proved to estimate the battery state more efficiently and a

ccurately. In this paper, an improved ENN estimation met

hod based on electrochemical impedance spectroscopy (EI

S) and cuckoo search (CS) is established as the EIS-CS-E

NN model to estimate the health state of LIBs. Also, the p

aper conducts a critical review of various ANN models ag

ainst the EIS-CS-ENN model. This demonstrates that the 

EIS-CS-ENN model outperforms other models. The revie

w also proves that, under the same conditions, selecting a

ppropriate health indicators (HIs) according to the mathe

matical modeling ability and state requirements are the k

eys in estimating the health state efficiently. In the calcula

tion process, several evaluation indicators are adopted to 

analyze and compare the modeling accuracy with other ex

isting methods. Through the analysis of the evaluation res

ults and the selection of HIs, conclusions and suggestions 

are put forward. Also, the robustness of the EIS-CS-ENN 

model for the health state estimation of LIBs is verified. 
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Ⅰ.   INTRODUCTION 

he remarkable attributes of high energy density, 

prolonged cycle life, and satisfactory performance 

have positioned lithium-ion batteries (LIBs) as the in-

creasingly prevalent components in electric and energy 

storage systems [1]. As an essential part of and key 

equipment for energy storage, the capacity of LIBs 

degrades along with their continuous application. This 

leads to the overall whole-life-cycle health state decline. 

With the continuous optimization and improvement of 

internal materials as well as the rapid development of 

working performance, LIBs are also widely used in 

portable electronic products, aerospace, pure electric 

vehicles, energy storage power stations, and other fields 

using new energy [2]. 

Because of the complexity of energy systems, energy 

storage assumes a dual role as a critical technology and 

fundamental apparatus in the establishment of novel 

power systems, while simultaneously facilitating en-

deavors towards achieving carbon neutrality [3]. Con-

ventional energy storage methods primarily encompass 

mechanical and electrochemical systems [4], [5]. The 

clean energy research community has shown significant 

interest in the field of energy storage systems because 

they can provide peak regulation, frequency modulation, 

backup, black start, demand response support, and other 

services [6], [7]. In [8], fast-response energy storage 

technologies are used for frequency regulation of modern 

power systems. In energy storage power stations, espe-

cially in large-scale photovoltaic energy stations, elec-

trochemical energy storage technology has witnessed 

significant adoption and has become the principal foun-

dation for reliable support [9], [10]. As the key equip-

T 
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ment of energy storage systems, the safety and perfor-

mance of LIBs are essential to ensure the optimal opera-

tion of energy storage power stations [11], [12]. Inap-

propriate battery health management may lead to a series 

of issues, including fast aging and capacity degradation, 

module failure, thermal runaway, fire, explosions, etc., 

because of the rapid electrochemical reactions [6], [9], 

[13]. Thus, the establishment of an efficient and 

high-precision battery management system (BMS) serves 

as the cornerstone for ensuring the safety and dependa-

bility of contemporary energy storage systems. The ap-

plication of LIBs in diverse conditions also holds con-

siderable engineering value [14]. Their safety and stabil-

ity are as important as their efficiency [15]. Therefore, 

efficient and accurate health state estimation is essential 

to ensure system and personal safety [16], [17]. It not 

only optimizes energy management strategies but also 

reflects the economic value of LIBs [18][21]. 

Many health state estimation methods for LIBs have 

a variety of shortcomings. There is a need to enhance 

the existing estimation methods and verify the engi-

neering applicability of the optimized methods [22]. 

Because of the strong nonlinear characteristics of LIBs, 

it is a challenge to reasonably estimate the health state in 

stable conditions. Some methods have had some success 

in various fields. The techniques are categorized into 

two main groups: direct measurement and indirect 

analysis methods. These include physical model-based, 

data-driven, and hybrid methods. 

The direct measurement methods include Coulomb 

counting and electrochemical impedance spectroscopy 

(EIS). These are not suitable for real-time application 

because their accuracy mainly depends on the battery 

state and the ambient operating conditions [23]. The 

physical model-based methods estimate the health state 

by establishing an equivalent circuit model (ECM) or an 

electrochemical model (EM) to combine various filters, 

including the extended Kalman filter (EKF), unscented 

Kalman filter (UKF), cubature Kalman filter (CKF), 

particle filter (PF), and H-infinity [24], [25]. In contrast 

to physical model-based methods, the data-driven 

methods obtain their result by constructing a black box 

model by extracting relevant information related to the 

health state. 

Machine learning (ML)-based data-driven methods, 
such as the support vector machine (SVM), the relevance 

vector machine (RVM), fuzzy logic (FL), artificial neural 
network (ANN), etc., are often used as models to predict 

and estimate battery states [19], [26][29]. The accuracy 
of estimation results is contingent upon the ability of the 
network in selecting the health indicators (HIs) and cor-

responding operations. In addition, for LIBs, there is a 
special data-driven method called differential analysis 
(DA) to estimate their health state. This includes incre-

mental capacity analysis (ICA) and differential voltage 

analysis (DVA) [30]. Each hybrid method combines one 

or more of the above-mentioned health state estimation 
methods to ensure enhanced performance and the versa-

tility of the estimation model in different operating con-
ditions [31], [32]. 

At present, data-driven methods of health state esti-

mation have been widely used in modern energy storage 
systems and have achieved remarkable results. Such 
methods are the current research hotspot and future 

research trends, and a lot of relevant research has been 
published in recent years. For instance, reference [22] 

reviews the degradation causes of LIBs by introducing a 
method based on a classification framework. It also 
conducts an in-depth analysis of the strengths and 

weaknesses associated with each method under con-
sideration. In [33], the health state estimation and re-
maining useful life (RUL) predictions of LIBs are re-

viewed, the advantages and limitations of BMS appli-
cations are discussed, and future development trends 

and research challenges are analyzed. Reference [34] 
elaborates on different estimation techniques, chal-
lenges, and possible solutions, and also provides rec-

ommendations for developing estimation methods for 
LIBs with the background of the circular economy. 
Reference [35] discusses the monitoring goals of the 

health state, summarizes diverse applications from both 
short-term and long-term perspectives, and thoroughly 
analyzes the challenges and future trends of health state 

diagnosis. However, there is still a lack of reviews on 
energy storage LIBs as the core equipment and advanced 

neural network models for estimating health states. 
Through a comprehensive investigation of a series of 

ANN-based health state estimation methods presented 

in recent years, this paper considers the hybrid estima-
tion method based on multi-EIS features and cuckoo 
search (CS)-Elman neural network (ENN) as a more 

effective strategy than the methods based on a single 
physical model or data-driven models. Therefore, this 

paper conducts a detailed EIS-CS-ENN estimation to 
obtain the battery health state. To verify the superiority 
and effectiveness of this model, the values of root mean 

square error (RMSE), maximum error (MaxE) and 
mean absolute error (MAE) are used as the key evalua-
tion metrics for the comparison and analysis of different 

ANN models. By introducing the above evaluation 
metrics, the characteristics, advantages, and disad-

vantages of each ANN model are highlighted. The HIs 
are also adopted to analyze different estimation effects 
for the same ANN model to verify the significance of 

the HIs to the results. Finally, this paper examines the 
current common health state estimation methods, ana-
lyzes the research status, constructs an EIS-CS-ENN 

model for health state estimation, and compares the 
proposed model with other similar ANN-based methods. 
Compared to previous related studies, this study, after 

reviewing and analyzing all types of health status esti-
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mation methods, focuses more on an overview of 

ANN-based health state estimation methods and a spe-
cific process for an improved ENN-based health state 

estimation method. 
The rest of the paper is arranged as follows: Section Ⅱ 

conducts a detailed analysis and literature survey of 

different health state estimation methods, including 
direct measurement, physical model-based, data-driven, 
and hybrid methods. The establishment of the ANN 

model, the EIS-CS-ENN-based estimation framework, 
and the application analysis of the ANN model from 

other literature are presented in Section Ⅲ. In Section 
Ⅳ, the effects of different ANN models in estimating 
health state are compared using several evaluation 

metrics, and the verification of the superiority of the 
EIS-CS-ENN-based method is provided. Section Ⅴ 
concludes the paper. 

Ⅱ.   ANALYSIS OF VARIOUS HEALTH STATE ESTIMATION 

METHODS FOR LIBS 

The introduction section has described various ap-
proaches, in which the definition of a single battery health 
state is often divided into capacity-defined and internal 

resistance-defined methods [35]. In addition, some have 
put forward other suggestions for health state definition, 
e.g., defining the health state by monitoring the number 

of cyclable lithium ions or the solid-phase diffusion time 
of lithium ions in the positive electrode [36]. 

As shown in (1), the health state of a system can be 

defined using either the capacity definition, which cal-

culates the ratio of current capacity to initial capacity, or 

the internal resistance definition, which calculates the 

ratio of the difference between the end and current in-

ternal resistance to the difference between the end and 

initial internal resistance. 
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EOL
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C

R R
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                         (1) 

where OH1S  and OH2S  indicate the health state of the 

capacity-defined method and the internal re-

sistance-defined method, respectively; C and BOLC  rep-

resent the present and initial capacities, respectively; R, 

EOLR , and BOLR  are the present, end of life, and initial 

internal resistances, respectively. In electric or hybrid 

electric vehicles, the change in health state primarily 

results from an increase in battery internal resistance, 

which impacts the system’s energy capability. In addition, 

new energy storage systems typically experience capac-

ity degradation, which affects the system power capabil-
ity and defines the change in health state [37], [38]. 

Generally, when the capacity degrades to 20%30%, 

the LIB reaches the end of its life. In addition, some 

scholars have proposed several methods for defining the 

health state of battery packs. For example, reference [39] 
defines the battery pack health state considering 

grouping and balancing approaches, while [40] defines 
the health state as the ratio of the current maximum 
available energy of the battery pack to its original rated 

energy. Based on the above definitions, various recent 
papers have proposed and classified a series of battery 
health state estimation methods from different perspec-

tives, as shown in Fig. 1. 

 

Fig. 1.  Classification of health state estimation methods. 

As shown in Fig. 1, the battery health state estimation 
methods divide into two categories: direct and indirect. 

We will now look at the direct measurement methods 
and three different indirect analysis methods. 

A. Overview of the Direct Measurement Methods 

These consist mainly of Coulomb counting and EIS 
methods. Coulomb counting requires the use of battery 

charge-discharge equipment to carry out a low-rate 
discharge experiment on the LIBs, and through the 
calculation of experimental data, the health state under 

the complete discharge cycle can be obtained [18], [41], 
[42]. Specifically, Coulomb counting requires experi-
mental instruments to obtain the current, time, and ini-

tial and end states of charge (SOCs) of a complete dis-
charge cycle in a low-rate constant current (CC) dis-
charge condition. 

The difference between current integral and SOC is 
obtained by integration, and their ratio is the health state 

of the LIB at this time. However, in the battery degra-
dation process, since this method relies on the SOC 
difference and current integration, the error is relatively 

large, and the error accumulates gradually [43]. The EIS 
method directly uses a wide spectrum to determine the 
health state of LIBs. This method is based on frequency 

domain analysis, and involves measuring the response 
of LIBs to sine-wave excitation across a wide range of 

frequencies. The impedance is then calculated from the 
ratio of the excitation voltage to the response current, 
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which serves as a factor for characterizing the health 

state. A typical Nyquist plot obtained using the EIS 
method is shown in Fig. 2. 

 

Fig. 2.  Typical Nyquist plot obtained using the EIS method. 

As shown in Fig. 2, the Nyquist plot consists of three 

parts: low, middle, and high frequencies. Wherein, oR  

denotes ohmic resistance, dlC  denotes double layer ca-

pacitance, and ctR  denotes charge transfer resistance. 

Additionally, SEIC  and SEIR  represent solid electrolyte 

interface (SEI) film capacitance and SEI film resistance, 

while difC  and difR  signify diffusion capacitance and 

diffusion resistance. The low-frequency range is associ-
ated with the diffusion kinetics that occur within the 
electrodes, the middle-frequency range is linked to the 
charge transfer reaction and the double layer capacitance 
effect, while the high-frequency range is associated with 
the SEI film and the solid-phase contact resistance [35]. 
In the EIS test, some parameters show obvious trends 

with battery degradation, such as SEIR  and ctR . From the 

findings in [44], these parameters exhibit promising po-
tential in accurately estimating the health state. 

While the EIS method offers high-precision meas-

urements and can provide detailed information on the 
electrochemical reaction process by decomposing the 

impedance, it necessitates specialized measurement 
technology, complex test equipment, and a long dura-
tion, which make it difficult to apply in engineering 

conditions [45], [46]. Other direct measurement meth-
ods include the internal resistance measurement, cycle 
counting, and destructive test. The internal resistance 

measurement method involves measuring the battery’s 
internal resistance online to obtain its health state [47]. 
Because of the small internal resistance, this method 

requires an accurate measurement circuit to be ac-
ceptable. The cycle counting method determines the 

health state by obtaining the maximum number of full 
discharge times for the LIB [29]. This method only 
needs to number and count the full charg-

ing-discharging cycles, and is usually used in laptops or 
small electronic devices. However, since this method 
strongly relies on the rated number of discharges, the 

estimation accuracy is low, and thus is not suitable for 
energy storage systems. The destructive test method 

studies the degradation mechanism of LIBs by disas-

sembling them to obtain the health state from a micro-

scopic point of view. However, this method will cause 
irreversible damage to LIBs when being studied using 

Raman spectroscopy [48], X-ray diffraction [49], and 
X-ray photoelectron spectroscopy [50]. Therefore, this 
method is not applicable for real-time engineering re-

quirements.  
To more clearly demonstrate the differences among 

the above-mentioned methods, the advantages, disad-

vantages, and research status of various direct meas-

urement methods are analyzed, as shown in Fig. 3. In 

addition, in the above-mentioned direct measurement 
methods, the extraction features and research directions 

are different from each other, as summarized in Table Ⅰ. 

As seen, it is evident that different direct measurement 

methods have their own extraction features and research 

directions, and thus, in the corresponding field, each 

method is essential and has the potential for improve-

ment and optimization. 

TABLE Ⅰ 
THE EXTRACTION FEATURES AND RESEARCH DIRECTIONS OF 

DIRECT MEASUREMENT METHODS 

Direct meas-

urement 

methods 

Extraction 

features 
Research directions 

Coulomb 

counting 

method 

The current and 

time of a complete 

discharge cycle 

under the low-rate 

CC condition 

This method is recom-

mended to improve it with 

filtering methods 

EIS method 

The excitation 

voltage and   

response current in 

EIS test 

This method is recom-

mended to improve it with 

dynamic EIS or fractional 

order theory 

Internal re-

sistance 

measurement 

method 

Step changes of 

current and   

voltage in 

charge-discharge 

curves 

This method is recom-

mended to improve it with 

data-driven methods 

Cycle count-

ing method 

The number of full 

charging and 

discharging cycles 

This method is recom-

mended to improve it with 

data-driven methods 

Destructive 

test method 

Changes of battery 

internal mi-

cro-structure 

during degrada-

tion 

This method is recom-

mended to explore more 

precise equipment and 

approaches 

B. Overview of the Physical Model-based Methods 

Physical model-based health state estimation meth-

ods can be described from different perspectives. This 
kind of method cannot be separated from the internal 
reactions and external characteristics of LIBs. The block 

diagram of physical model-based health state estimation 
methods is shown in Fig. 4. The process here of health 

state estimation is divided into three parts: model se-
lection, parameter identification, and health state esti-
mation. In this review, physical model-based health 

state estimation approaches are divided into two cate-
gories: ECM-based and EM-based methods. 
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Fig. 3.  The advantages, disadvantages and research status of various direct measurement methods. 

 

Fig. 4.  The block diagram of physical model-based health state estimation methods. 

1) ECM-based Methods 

ECM simulates the dynamic voltage characteristics of 
LIBs based on power supply, inductance, capacitance, 
resistance, and other circuit components, and is estab-

lished based on Kirchhoff’s circuit law. Each parameter 
incorporated within the model possesses distinct and 
well-defined physical interpretations, coupled with 

straightforward mathematical expressions, rendering the 
model comprehensible and interpretable [31]. Common 

ECM models include the Rint model, a variant order of 
the Thevenin and resistor-capacitor (RC) models, part-
nership for a new generation of vehicles (PNGV) models, 

and general nonlinear (GNL) models [25], [51], [52]. 
In addition, some have investigated a series of im-

proved composite models based on the above ECMs. 

For instance, reference [53] develops an improved 

second-order RC model by adding a high capacitance 

and a current control current source. Also, with a 
Thevenin ECM and the open-circuit voltage hysteresis 
characteristics, reference [54] establishes a varia-

ble-parameter equivalent hysteresis model. In [55], an 
improved first-order RC model is developed consider-
ing the current direction and hysteresis effects based on 

the research of [56]. From different perspectives, ref-
erences [57] and [58] propose fractional-order ECMs, 

while the performance of the integer-order and frac-
tional-order models in estimating battery state are ana-
lyzed in different operating conditions [59]. In [60], a 

comparison of twelve ECMs is conducted based on their 
complexity, accuracy, and robustness in varying oper-
ating conditions and temperatures. Their findings reveal 

that the first-order RC model with the hysteresis effect 
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is the most appropriate for describing lithium iron 

phosphate batteries. 
The ECM-based health state estimation methods need 

to design an experimental scheme to identify parameters 

and indirectly estimate the health state through the pa-

rameters and state variables. ECM parameter identifica-

tion approaches incorporate two categories: offline curve 

fitting and online least squares (LS) methods [22]. The 

curve fitting comparison method, based on the hybrid 

pulse power characterization test, calculates the di-

rect-current internal resistance by analyzing the voltage 

change caused by the pulse current. Once the pulse 

charge-discharge is complete, a time-domain circuit equa-

tion is formulated to obtain the polarization resistance and 

capacitance through comparison with the fitting curve. 

Because of its offline property, the calculation is simple, 

but the time-varying parameters of the LIBs are not accu-

rately characterized, resulting in large errors. 

The parameter identification of ECM based on the LS 

method is carried out by establishing the circuit equation 

in the complex frequency domain using the traditional 

model or its improved forms. To acquire the optimal re-

sults, these methods update the model parameters con-

tinuously by minimizing the output error between the 

model and reality [33]. Among the various improved 

forms of the LS method, the recursive least squares (RLS) 

method is the most common online identification 

method. Reference [61] applies the RLS method to the 

parameter identification of an improved ECM, and the 

verification results show that the RLS method can obtain 

the ECM parameters online with good results. 

In addition, the RLS method has also been modified 

and optimized. For example, reference [62] proposes a 

novel RLS method, which incorporates optimum mul-

tiple adaptive forgetting factors (MAFF), to identify 

time-varying electrical parameters of the ECM. This 

method is used for SOC and health state estimation of 

LIBs. The performance of the optimum MAFF-RLS 

method is compared to that of the RLS method with 

multiple fixed forgetting factors, and the results show 

that the optimum MAFF-RLS has better performance 

on many evaluation indicators. Reference [63] improves 

a parameter identification method based on RLS with a 

sliding window difference forgetting factor to identify 

ECM parameters. The results demonstrate that this 

novel method can effectively use new data for different 

conditions, and while improving the parameter con-

vergence speed, the robustness and accuracy of the 

parameter identification results are also guaranteed. 

After successfully identifying the ECM parameters, 

they are used to estimate the health state along with 

filtering algorithms. The ECM and filtering algorithms 

are combined to estimate either the internal resistance or 

the capacity. These can reflect the changes in health 

state. To achieve this, a state space model is formed by 

constructing state-space equations. Specifically, the 

expression of internal resistance or capacity is adopted 

as the state equation, the voltage expression is adopted 

as the observation equation, and a filtering algorithm is 

used to calculate the health state iteratively. 

The filtering algorithm exploits the internal recursive 

relationship of the system states to obtain data and time 

changes. The most common and representative filtering 

algorithm is the Kalman filter and its variants, but be-

cause of the strong nonlinearity and high computation 

characteristics of LIBs, a series of improved filtering 

algorithms have been proposed. Double extended 

Kalman (DEKF) [15], [64], adaptive extended Kalman 

(AEKF) [65], unscented Kalman (UKF) [53] and parti-

cle (PF) [66] are the most common filters. The above 

algorithms need to go through several steps of initiali-

zation, prediction and updating to obtain accurate re-

sults. Reference [67] presents a method for jointly es-

timating SOC and health state, called the bias com-

pensation recursive least square-multiple weighted 

DEKF method, which is based on a second-order ECM. 

Since the method introduces bias compensation to im-

prove RLS, it can reduce the impact of colored noise on 

the system. In [68], the battery SOC and health state are 

simultaneously estimated using multi-innovation UKF 

(MIUKF) and UKF, verifying the effectiveness of the 

cooperative estimation method. Reference [69] devel-

ops a health state estimation method based on the sec-

ond-order ECM and genetic resample particle filtering. 

The availability of this approach is verified under the 

Beijing bus dynamic street test working condition. 

2) EM-based Methods 

Intercalation and deintercalation of lithium ions occur 

continuously during the use of LIBs, resulting in the 

continuous generation and rupture of SEI, which leads to 

changes in the internal mechanism. Based on this prin-

ciple, an EM known as the pseudo-two-dimensional 

(P2D) model is proposed, which uses a series of nonlin-

ear coupled partial differential equations [70]. Within this 

model, the battery anode and cathode are treated as po-

rous electrodes made up of numerous spherical particles, 

and the interstitial spaces between the particles are com-

pletely filled with electrolytes. 

The P2D model simulates the whole battery structure, 

including all the basic components of LIBs, and this 

enables EM to describe the electrochemical kinetics. 

The P2D model also fully takes into account the pro-

cesses of solid- and liquid-phase diffusion and migra-

tion in the battery reaction. It is thus usually regarded as 

the benchmark mechanism model of EM, and lays the 

foundation for EM development. The principles and 

challenges of EM are shown in Fig. 5. 
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Fig. 5.  Principles and challenges of the EM-based methods. 

However, the P2D model contains a lot of nonlinear 

equations, which lead to its high difficulty and low 

computational efficiency [71]. In addition, when iden-

tifying numerous parameters in the P2D model, it is 

inevitable to encounter overfitting or local minimization 

problems. These problems hinder the application of the 

P2D model in practical engineering, so it is necessary to 

simplify it for practice [72]. Significant research has 

been devoted to the simplification of the P2D model in 

recent years, and simplified models in different mul-

ti-scale technologies have been proposed [73]. 

The first type of simplification for EM involves re-

ducing the order and complexity of the equations and 

expressions. The second type is to ignore the process 

with little influence on external characteristics based on 

the P2D model, so as to simplify the model structure or 

parameters. For the first simplification, reference [74] 

proposes an EM with a simplified side reaction transfer 

function, whereas [75], [76] use the discrete-time reali-

zation method to decrease the order of some differential 

equations that describe the porous electrode theory in the 

P2D model. In [77], the polynomial approximation prin-

ciple is proposed to decrease the order of the P2D model. 

For the second simplification, the single particle (SP) 

model and its related extended single particle (ESP) 

model are proposed [78]. The SP model is the most 

mature and representative simplified model in EMs. It 

ignores the concentrative distribution of electrolyte 

concentration gradient, liquid-phase diffusion overpo-

tential, and solid concentration in the direction of elec-

trode thickness, and uses a single particle to depict the 

concentration distribution of lithium ions within the 

electrodes. Compared with the P2D model, the SP model 

has the strengths of simple structure and fewer calcula-

tions, but the simulation effect is poorer at a high rate. 

The SP model is of great significance in the field of 

health state estimation and has been used in some situa-

tions [79]. For example, reference [80] developed a 

health state estimation method for BMS by combining 

an improved capacity degradation model and an SP 

model. The ESP model considers the internal structure, 

reaction process, and environmental factors on the basis 

of the SP model to optimize the model accuracy and the 

versatility of the working conditions. Reference [81] 

presents an improved SP model considering the over-

potential and spatial variation of open-circuit potential to 

estimate battery states, while [82] introduces the elec-

trolytic phase potential difference into the SP model and 

considers the influence of unmodeled dynamics. The 

results indicate that this method offers a certain im-

provement in calculation efficiency and estimation re-

sults. Based on the SP model, reference [83] develops 

and illustrates a single particle model with electrolyte 

(SPME) considering the influencing effect of the elec-

trolyte on the output voltage. By introducing the law of 

matter conservation in liquid electrolytes and the law of 

charge conservation, the model accuracy is improved. In 

[84], an ESP model considering concentration overpo-

tential is established to estimate the health state of LIBs. 

When using EM to estimate the health state, it is often 

combined with filtering algorithms. The principle of the 

EM-based filtering algorithms is the same as that of the 

ECM-based filtering algorithms. In the EM-based fil-

tering algorithms, the capacity and internal resistance 

are usually selected as the HIs and state variables. Ref-

erences [85], [86], and [87] put forward approaches to 

estimate the internal resistance and capacity with pro-

portion-integration (PI) multi-time-scale observers, and 

EKF-PF methods, respectively.  

Electrochemical parameters such as the number of 

lithium ions that can be recycled in the electrodes and 

the maximum concentration of solid-phase lithium ions 

in the cathode and anode can also serve as HIs. The 

electrochemical parameters change monotonously with 

the battery degradation, but the disadvantage of select-

ing those parameters as HIs is that the results are diffi-

cult to fully verify. For example, reference [88] creates 

an adaptive partial differential equation observer to 

determine the internal resistance and the number of 

cyclable lithium ions, and these are used as HIs to 

evaluate the health state. Reference [89] uses the linear 

decreasing weight-particle swarm optimization tech-

nique to identify electrochemical parameters and ex-

tracts the maximum solid-phase lithium-ion concentra-

tion of cathode and anode as the HIs. Some have com-

bined EM with capacity degradation mechanisms to 

reflect the specific causes of degradation quantitatively, 

but this field is still in the exploratory stage. 

The above-mentioned review describes the recent 

advanced technologies and specific implementation 

approaches of ECM-based and EM-based estimation 

methods. The current advantages, disadvantages and 

research status of ECM-based and EM-based health 

state estimation methods are summarized in Fig. 6. 
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Fig. 6.  The advantages, disadvantages and research status of physical model-based methods. 

It is evident that the ECM-based method is more 

suitable for the real-time analysis environment, while 
the EM-based method is more suitable for the envi-

ronment of electrochemical material economic analysis. 

C. Overview of the Data-driven Methods 

Because of the high complexity and nonlinearity of 

LIBs, it is a challenging endeavor to establish a physical 
model that applies to a variety of operating conditions. 
The data-driven method does not consider the internal 

reaction of LIBs and only depends on the analysis and 
extraction of massive amounts of collected data. It is 

noteworthy that while data-driven methods demonstrate 
efficacy in handling nonlinear problems, they are sus-
ceptible to the influence of training data sets and 

methodologies, warranting careful consideration and 

scrutiny [90]. Fortunately, the emergence of big data 

platforms has introduced a solution to this problem. 
Data-driven health state estimation methods include 

different approaches [30], [72], [91]. This review clas-
sifies the data-driven methods into two categories: 
ML-based and DA-based. ML-based methods usually 

include ANN, SVM, RVM, and FL, whereas the ICA 
and DVA methods are two of the most common 
DA-based methods. 

1) ML-based Data-driven Methods 
ML is a method of analyzing massive amounts of data 

by automatically building models. The main idea is to 
analyze the model through data learning and recognition, 
making decisions as autonomously as possible. The 

generic workflow of the ML model for health state 
estimation is illustrated in Fig. 7. 

 

Fig. 7.  Generic workflow of the ML model for estimating health state. 

Here using ML is divided into data accessing, data 

pre-processing, estimation model development, and 
integrating analytics with systems. In data assessment, 
the measurable parameters are recorded, including 

current, voltage, and temperature, during the operation 
of LIBs in energy storage systems. Because the meas-
urable data are not all related to health state and battery 

degradation, data pre-processing is introduced. In this 
step, the features closely related to the health states of 
LIBs, also known as HIs, are extracted. After the fea-

tures are extracted and organized, the estimation model 
development is carried out. In this step, features and 

health states are taken as inputs and outputs of the ML 

model to train the model, describing the relationship 

between features and health states. To integrate analyt-
ics with systems, the trained ML model is used in the 
BMS for estimating the health state to meet the engi-

neering needs. The extraction of HIs is essential to the 
estimation, and how to select these HIs significantly 
impacts the effectiveness and accuracy of the ML-based 

method. 
As an improved ML method, ANN simulates brain 

behavior and arranges artificial neurons in input, hidden, 

and output layers. Although the parameters of ANN 
cannot directly reflect the physical or chemical structure, 

it has a strong nonlinear mapping ability and can be 
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used to describe LIBs with complex nonlinear charac-

teristics [23], [92], [93]. Neurons within adjacent layers 
of ANN are interconnected, while those within the same 

layer are independent of each other. Within the 
framework, each neuron is characterized by a weighted 
linear amalgamation, wherein the weighting method is 

contingent upon the mathematical model’s input di-
rected to the neuron. 

ANN-based health state estimation methods are often 

used because of their high accuracy and autonomy [91]. 
ANN has a wide range of network choices. The feed-

forward neural network (FFNN) and recurrent neural 
network (RNN) are the two most common types and are 
both based on time series. Reference [94] constructs the 

terminal voltage in the constant current charging process 
as the input of the FFNN model to obtain the predicted 
remaining useful life and the estimated health state. 

FFNN uses a backpropagation neural network (BPNN) to 
train the estimation model. Specifically, reference [95] 

inputs the identification results of the Thevenin ECM 
into a three-layer BPNN model in the training process for 
the health state estimation, whereas [96] extracts two HIs 

with a strong correlation from the incremental capacity 
(IC) curve as the input of the FFNN model to jointly 
estimate the battery health state and RUL. 

As a special kind of RNN, long short-term memory 
(LSTM) is also adopted for estimation. After ex-
pounding on the advantages and disadvantages of tra-

ditional RNN and LSTM, reference [97] estimates the 
health state by combining their structures and realizing 

adaptive time series prediction. Given that LSTM has 
basic learning information, reference [98] creates an 
active state tracking-LSTM neural network for filtering 

more relevant information to realize the LSTM estima-
tion model shared by multiple LIBs. 

SVM is a non-parametric model on the basis of the 

kernel function, and belongs to the supervised ML 
method [99]. The core idea of SVM is to find a subset of 

critical support vectors that can describe the system 
from massive data and to use regression methods to 
transform low-dimensional nonlinear models into 

high-dimensional linear models [100]. The advantage of 
SVM is its flexibility, and when the amount of data is 
large enough, any system model can be established, 

while the processing capability is very powerful when 
the amount of data is small [27], [101]. Therefore, var-

ious battery states, including the health state, can be 
accurately estimated using SVM [19]. However, for 
SVM, optimizing the kernel function and hyperparam-

eters for nonlinear modeling can be challenging [102]. 
Reference [103] develops an optimized SVM-based 
estimation method considering the changes of temper-

ature, SOC, and charge-discharge rate. In this method, 
two-thirds of the collected data are adopted for training, 
and the remaining data are used for testing. 

In addition to the basic SVM, some improved SVM 

models have been proposed. Reference [27] develops a 

two-layer structure SVM with radial basis function for 
efficient estimation of health state. For this method, the 

selection of appropriate cost functions is the key to 
obtaining accurate results. In [104], an optimized SVM 
is created to capture capacity degradation for RUL 

prediction and health state estimation. The improved 
core of this method is to use the particle swarm method 
to optimize the kernel parameters of the SVM. The 

improved SVM can estimate the change of health state 
with battery degradation well so that the results are 

hardly disturbed by local regeneration and fluctuation. 
Since the SVM method cannot output credible in-

tervals, RVM is proposed as its variant for estimation 

and prediction, but it is less used in practical applica-
tions. RVM shares the same main concept as SVM, but 
takes a probability-based approach. Unlike SVM, RVM 

can construct arbitrary kernel functions without limita-
tions [105]. In addition, SVM requires initial manual 

parameters, while RVM does not. The sparse model 
benefits arbitrary kernel functions with high sparsity, 
making numerous weights zero, which can speed up the 

operating efficiency. The determination of kernel func-
tion weights in RVM is critical. The strengths of RVM 
include high accuracy, strong learning ability, good 

sparsity, and a simple training process, whereas its 
weaknesses include massive training data samples and a 
long training time. 

In recent years, there have been some applications 
based on SVM. Reference [105] proposes an intelligent 

health prognosis that takes the optimal embedding di-
mension as the RVM input, and among them, the optimal 
embedding dimension is obtained using the time series 

reconstruction method based on mean entropy. Reference 
[106] adopts RVM to obtain relevance vectors that can 
denote capacity degradation, and the degradation of the 

health state can be estimated through relevance vectors. 
In [107], a method is developed for RUL prediction and 

health state monitoring with two discharging voltage 
difference features as inputs to the RVM. 

FL is a bionic reasoning method that simulates the 

human brain. It uses the FL theory to deal with the 
problem of solving complex and nonlinear systems with 
fuzzy phenomena. The measurement data of nonlinear 

systems with fuzzy phenomena is divided into clear sets 
and fuzzy sets, where the fuzzy sets contain uncertain 

data. The members of fuzzy sets belong to the mem-
bership function (MF), and the FL can distinguish fuzzy 
sets and deal with fuzzy relations through MF. The 

selection of MF is the key to estimating an accurate 
health state [23], [108]. In [109], a fuzzy information 
granulation method is proposed for the estimation of the 

health state range, while [110] fits the curve of capacity 
degradation through an optimized FL controller and 
effectively estimates the health index in different 

working conditions to indirectly express the current 
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health state of LIBs. 

2) DA-based Data-driven Methods 
The central concept behind DA-based methods is to 

identify features linked to capacity degradation from 
differentiated curves in electrical, thermal, or mechanical 
parameters during battery operation [111]. Since these 

curves can only be obtained when the LIB is under 
low-rate constant current charging or discharging condi-
tions, the application of such methods in complex condi-

tions is limited. Recently, DA methods such as ICA and 
DVA have attracted great attention in the study of deg-

radation mechanisms and capacity loss estimation 
methods, and have made some progress in the field of 
health state estimation [112]. In ICA and DVA methods, 

there is no need for irreversible damage to LIBs, and they 
have been widely used in degradation research [113]. 

Specifically, ICA and DVA methods estimate the 

health state by extracting features, so they can intui-
tively reflect the battery health state without building 

physical or mathematical models [114]. Compared with 
ML-based methods, DA-based methods require fewer 
data types and are more intuitive, but the differentiated 

curves of such methods have noise that cannot be 
eliminated, and the process of extracting HIs is chal-
lenging. In addition, DA-based methods are highly 

dependent on low-rate constant current conditions, so 
they are not very versatile in practical energy storage 
systems. The open-circuit voltage curves exhibit a flat 

and coincident behavior under constant current condi-
tions, making it challenging to differentiate the varia-

tions among different curves directly. However, the 
ICA and DVA methods can convert the flat voltage 
stage into features of corresponding differentiated 

curves. Specifically, the ICA and DVA methods can 
convert the flat voltage stage into peaks in the IC curve 
and valleys in the differential voltage (DV) curve, re-

spectively, each of which characterizes a specific bat-
tery electrochemical process [115]. 

Observing changes in IC and DV curves can establish 
the correlation between external and internal character-

istics of LIBs. High-rate conditions hinder complete 

intercalation and deintercalation of lithium ions, result-
ing in altered battery performance. In addition, high-rate 

conditions induce an upsurge in polarization current, 
elevating internal resistance and causing the battery to 
reach the charge-discharge cut-off voltage in advance, 

leading to decreased battery capacity. Therefore, to 
study degradation, the ICA and DVA methods usually 
use low-rate currents for experiments. It is worth noting 

that when charging from different SOC, the peak posi-
tion on the DV curve will change greatly because of the 

change in the charging capacity, but the peak position of 
the IC curve does not have this problem. This results in 
the ICA method being more suitable for online health 

state estimation than the DVA method [116]. 
Since the ICA and DVA methods only need to monitor 

voltage and battery reserve capacity and do not need to 

establish physical and mathematical models, some have 
proposed a series of related estimation methods [117]. 

For example, reference [118] develops an online tech-
nique for LIBs based on incremental voltage difference, 
and introduces a new feature vector to solve the problem 

that the health state cannot be accurately estimated when 
the charging data is lacking. The feature vector consists 
of the difference between the voltage and the mean 

temperature, and reference [119] creates a method for 
BMS that uses the peak interval of the DV curve to es-
timate the health state for lithium iron phosphate cells, 

and validates the results in a data set of 18 cells. 
The above-mentioned review investigates the recent 

advanced technologies and corresponding estimation 
effects of the ML- and DA-based methods. The current 
advantages, disadvantages, and research status of 

ML-based and DA-based health state estimation meth-
ods, are summarized in Fig. 8. On the one hand, with the 
iteration of hardware and data analysis software, the 

ML-based method is widely used for whole-life-cycle 
estimation. On the other hand, the DA-based method is 

more commonly used for health state analysis of a cer-
tain charging and discharging cycle. 

 

Fig. 8.  The advantages, disadvantages and research status of data-driven methods. 

D. Overview of the Hybrid Methods 

Physical model-based methods are difficult to bal-

ance in computation and estimation accuracy, whereas  

data-driven methods strongly rely on data quality and 
the selection of HIs. Hybrid methods can complement 

the above two methods, and as a result, hybrid state 
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estimation methods have gained considerable attention 

in related research fields in recent years. As the name 
suggests, a hybrid method refers to an amalgamation of 

two or more methods, and can include the same type or 
a combination of different types of methods. Compared 
with the single method, the hybrid method has higher 

accuracy and versatility. In this review, hybrid methods 
are divided into five types considering the different 
combinations of: direct measurement and physical 

model-based; direct measurement and data-driven; da-
ta-driven and physical model-based; different physical 

model-based; and different data-driven methods. 
For the combination of direct measurement and 

physical model-based methods, reference [120] presents 

a method on the basis of EIS and the double polarization 
model. Specifically, after extracting the double polari-
zation model from EIS, the forgetting factor recursive 

least squares (FFRLS) method is used for parameter 
identification and the correlation between parameter 

changes and the degree of degradation is studied. Fi-
nally, the health state is estimated by the correlation 
between SEI film resistance and residual capacity. 

For the combination of direct measurement and da-
ta-driven methods, reference [121] measures the dif-
ference in impedance before and after battery degrada-

tion, and concludes that the battery health state is related 
to the impedance. Specifically, an improved FL model 
is established, and the EIS measurement data of two 

different degradation conditions are regarded as the 
model input for the health state estimation. 

For the combination of data-driven and physical 
model-based methods, references [122] and [123] 
concur that the health state of LIBs can be estimated by 

combining ECM with a data-driven method. In [122], a 
co-estimation method is proposed for the health state 
and power state estimation of a series of LIB packs 

based on model prediction and FL, whereas in [123], a 
health state estimation idea is proposed and verified 

based on Thevenin ECM and a multivariate auto-
regressive method. This is used for real-time capacity 
estimation and prediction when the amount of measured 

data is insufficient. In addition, reference [124] extracts 
multiple physical features from mechanical and elec-
trochemical models as the input to Gaussian process 

regression, and the results demonstrate that the estima-
tion error of this approach is low for all test datasets. 

For the combination of different physical mod-
el-based methods, reference [125] combines the elec-
trochemical mechanism and ECM, considering the 

constant-phase-element (CPE), to construct a hybrid 
model to estimate the battery states. In this method, an 
ECM that can characterize the electrochemical reaction 

inside LIBs is developed based on the Nyquist imped-
ance diagram for battery state estimation. This hybrid 
EM-ECM approach considers both external and internal 

electrochemical characteristics of LIBs. However, there 

are few application and engineering examples because 

of the difficult calculations and theories. 
For the combination of different data-driven methods, 

building upon the multi-feature fusion models using a 

stacking mechanism, reference [126] proposes a method 

to estimate the health state of power batteries, in which 

SVR and LSTM are integrated to estimate battery health 

state by combining various feature parameters. The 

outcomes demonstrate that this novel approach en-

hances multi-feature fusion performance and improves 

estimation accuracy. Reference [127] establishes a hy-

brid model based on an autoregressive moving average 

and ENN for long-term health state estimation. Among 

them, the constant charging time is selected as a HI to be 

input into the ENN. 

The advantages, disadvantages and research status of 
the five hybrid methods are summarized in Fig. 9. 

Compared to a single estimation method, the accuracy 
and implementation difficulty of the hybrid methods 
increase. The detailed evaluation results of the hybrid 

methods for health state estimation are shown in Table 
Ⅱ. It can be observed from Table Ⅱ that the different 

hybrid methods have their respective advantages in 
terms of computational complexity and accuracy of 
experimental results.  

TABLE Ⅱ 
THE DETAILED EVALUATION RESULTS OF HYBRID METHODS FOR 

HEALTH STATE ESTIMATION 

Hybrid methods Calculation data 

Evalu-

ation 

index 

Accuracy 

Direct measurement + 

physical model-based 

method [120] 

Double polari-

zation model + 

FFRLS 

Error <3% 

Direct measurement + 

data-driven method 

[123] 

Matrix opera-

tion + EIS + FL 
  

Physical model-based + 

data-driven method 

[123] 

Matrix opera-

tion + DEKF + 

autoregressive 

model 

MAE 0.5183% 

Different physical 

model-based methods 

[125] 

Reduced-order 

model of P2D + 

CPE 

  

Different data-driven 

methods [126] 

Matrix opera-

tion + SVM + 

LSTM 

RMSE/

MAPE 

Reduced by  

at least 

0.11%–0.12% 

The advantages, disadvantages, and improvement di-

rections of the diverse methods are described in Fig.10. 

The direct measurement method is more suitable for the 

experimental environment, while the physical mod-
el-based and data-driven methods are more suitable for the 
engineering environment. The hybrid method is the most 

widely used in practice. The above approaches are mostly 
used to estimate the cell health state during the operation 

of the battery pack for electronic devices. Therefore, more 
research and breakthroughs are needed to accurately es-
timate the health state of inconsistent battery packs. 
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Fig. 9.  The advantages, disadvantages and research status of five hybrid methods. 

 

Fig. 10.  Comparison of four health state estimation methods. 

Ⅲ.   IMPROVED ELMAN NEURAL NETWORK FOR 

HEALTH STATE ESTIMATION 

In this section, the modeling process of different 

ANNs is described, the specific structure and estimation 
process of the improved ENN method are analyzed, and  

the strengths and weaknesses of different ANNs in 

estimation are compared. 

A. Mathematical Modeling of Artificial Neural Networks 

ANN is a practical and straightforward model fre-
quently employed for solving nonlinear problems. 
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However, because of the intricate nature of the internal 

electrochemical reaction, the LIB is a highly complex 
nonlinear system. Generally, the structure of an ANN 

includes the input layer, hidden layer, and output layer, 
with each layer having several neurons. The input layer 
transmits the received information to the hidden layer, 

and after the weighted linear calculation of each neuron 
in the hidden layer, the information propagates to the 
next hidden layer or output layer. In the hidden layer, 

each neuron provides input and output functions, which 
are expressed through the mathematical model of the 

activation function [128]. 
The weight of a neuron is essential to its input and 

output. It represents the strength of the connection be-

tween neurons, and is adjusted and determined by the 
learning process of the ANN. There are many ANN 
methods developed to estimate battery states in energy 

storage systems. Researchers have categorized ANN 
methods into traditional ANN and deep learning (DL). 

These have been successfully and widely employed to 
estimate the health state of LIBs [129]. The differences 
and relationships between different ANN methods are 

shown in Fig. 11. 

 

Fig. 11.  Differences and relationships between different ANN 

methods. 

The traditional ANN generally refers to FFNN, and 

the model contains only one hidden layer (H), while the 
input (I) data only propagates in one direction. Based on 
FFNN, selecting appropriate HIs as the input of the 

model is the most critical task. The structure of the 
FFNN is shown in Fig. 12(a). 

The sample entropy of discharge voltage [130], the 

peak value of the IC curve [96], [131] the change of 
voltage [132], the model parameters [133], and the 

change of SOC [134] have been used as HIs in different 
environments and to meet different requirements. Plot-
ting the smooth IC curve is very important when ob-

taining the peak value of the IC curve. 
Multiple hidden layers are described in the DL model 

[135], and DL generally includes RNN [136], deep neural 

network (DNN) [137], and convolutional neural network 
(CNN) [138]. The 2D input CNN includes one or more 

convolutional and pooling layers, fully connected layers, 
and an output layer. DNN is a direct extension of FFNN. 
The DNN model contains multiple hidden layers, and 

information is transmitted by one or more hidden layers 

activated by the activation function. RNN has had sig-
nificant achievements in estimating the health state of 

LIBs in energy storage systems. RNN extends a feedback 
connection based on FFNN to store historical information, 
and the structure of the RNN is shown in Fig. 12 (b). This 

improvement enables RNNs to handle large amounts of 
sequential data in dynamic systems. 

 

 
Fig. 12.  Differences and relationships between different ANN 

methods. (a) FFNN. (b) RNN. 

Specifically, in battery systems, information can be 
captured and updated from degradation data for state 
estimation and prediction during degradation. As the 
most basic RNN, the structure of an ENN is shown in 

Fig. 13, where k denotes the current time point, 
In

,i px  

denotes the pth input of the ith sample time point, 
H

pqw  

denotes the weight connecting the input and hidden 

neurons, 
pv  denotes the weight connecting the context 

unit and the hidden neuron, and b denotes the bias 
vector. At each time point, the output is determined by 
the input with the previous value stored in context units. 

The characteristic of a normal RNN in estimating 
health state is that it has to understand and rely on the 
previous behavior of the LIBs. The advantage of a 

normal RNN over FFNN is its ability to construct a 
more accurate model in a time-dependent environment. 

However, the presence of long-term dependencies in 
traditional RNNs can give rise to the issues of gradient 
disappearance or explosion during the backpropagation 

through time, and therefore, as a special RNN, LSTM is 
proposed for health state estimation. In LSTM, the 
gating mechanism is used to solve the propagation of 

gradient problems [139]. LSTM has a different archi-
tecture from ENN, and the LSTM layer uses three gates 

to connect neurons, as shown in Fig. 14. 
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Fig. 13.  Architecture of the ENN modeling method. 

 
Fig. 14.  Structure of the LSTM network. 

As can be seen from Fig. 14, the structure of LSTM 
comprises three essential gates: the input, the forget, 
and the output. They are used to activate functions and 

filter information through neurons [129], [140]. During 
the internal state update, the input gate filters incoming 

information, while the forget gate discards redundant 
information. Finally, the output and new hidden layers 
are computed via the output gate. 

B. EIS-CS-ENN-based Estimation Framework 

As a traditional RNN, the ENN is often directly used to 
estimate the battery health state in specific conditions. 

For example, in [141], the HIs related to the life degra-
dation of LIBs are extracted, and the relationship be-

tween HIs and health state is analyzed by the grey rela-
tion analysis (GRA) method. Finally, the extracted HIs 
are regarded as the ENN input to estimate the health state. 

Given the novel methods proposed in some recent 

papers, the superiority of ENN is no longer obvious. In 

[142], a bat method-extreme learning machine (BA-ELM) 
model is established for estimation. Five error metrics 

and three kinds of diagrams are provided to evaluate the 
estimation results between the ENN and BA-ELM mod-
els. The results demonstrate that the evaluation function 

of the BA-ELM model converges faster, while yielding 
smaller RMSE and MAE values. Therefore, it is urgently 
required to improve ENN or integrate other methods 

based on ENN for state estimation. 
Based on the accuracy improvement requirement of 

ENN-based health state estimation methods, reference 
[127] improves a data-driven model based on the fusion 
of autoregressive moving average (ARMA) and ENN. 

The test results indicate that, compared with the ARMA 
and ENN, the proposed fusion method significantly 
improves the estimated outcomes according to the met-

ric values. However, this method is a fusion method and 
does not improve the structure of the ENN, and does not 

have any optimization for the ENN model itself. Hence, 
a method based on EIS-CS-ENN is proposed. This 
method has the ability to overcome the shortcomings of 

low estimation accuracy and poor applicability in var-
iable temperature environments. 

Specifically, the ENN is optimized using the CS 
method. Then, 19 features extracted from the EIS 
method are input into the CS-ENN model for training 
and testing. The features are reduced to four principal 
components as the final input samples. Finally, the 
trained CS-ENN health state estimation model is used to 
obtain accurate estimation results. In the capacity test, 
reference [143] completes the impedance measurement 
of 60 frequency points with 10 frequency points per 
decade from 20 MHz to 20 kHz, including 120 dimen-
sions in each sample. The dimensions consist of 60 real 

component data re ( )x i  and 60 imaginary component 

data im ( )x i . Since the EIS method can characterize 

battery degradation to a certain extent, the EIS variance 
of each degradation cycle is selected as the first HI, 
shown as: 
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    (2) 

where M is the mean value of each sample and 1J  rep-

resents the value of the first HI. According to the internal 
electrochemical mechanism of LIBs, EIS includes 
high-frequency, middle-frequency, and low-frequency 

parts [35], [144]. By plotting the EIS and Nyquist cycle 
diagram of the LIBs with the increase of cycle number at 

35 °C and 100% SOC, it is found that 0.2 Hz, 2.16 Hz, 
and 17.80 Hz in the low-frequency part are more suitable 
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to be used as HIs to estimate health state than other 

frequencies. Furthermore, the study reveals a clear linear 
relationship between the size of imaginary components 

and the number of cycles [145]. With the cycle number 
increasing, the 20 Hz of the high-frequency part is sim-
ilar to the three low-frequency features, although the 

transformation trend is not as obvious as in the 
low-frequency features. Therefore, the slope, concavi-
ty-convexity, and coordinates of the above four points 

are taken as the 2nd to 17th HIs, and their calculation 
formulas are shown as: 
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where iJ  represents the ith HI. 

To study the slight changes of EIS with the increase 
of cycles, kurtosis and skewness coefficients are intro-

duced as the 18th and 19th HIs to quantify data anomaly 
and skewness, respectively, shown as: 
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The classification and extraction of HIs are shown in 
Fig. 15. 

The max-min normalization method is introduced to 

deal with HIs to avoid the computational issues caused 

by dimensional inconsistency. The idea of GRA is in-

corporated to establish the correlation and mapping 

relationship between HIs and capacity degradation. 

GRA is rooted in the fundamental concept of comparing 

the degree of similarity in curves between reference and 

comparison sequences. The steps for calculating the 

relational degree are shown in Table Ⅲ. 

 

Fig. 15.  Classification and extraction of HIs. 

TABLE Ⅲ 

CALCULATION PROCESS OF THE GRA METHOD 

Steps Process 

Step 1 
Search and determine reference and comparison se-

quences. Expressions of sequences are shown in (5). 

Step 2 

After dimensionless processing of the sequences, the 

relational coefficient between the sequences is calcu-

lated, as shown in (6). 

Step 3 
Calculate the relational degree between the sequences, as 

shown in (7). 
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where X and Y represent the reference and comparison 

sequences; i is the serial number of the comparison 

sequence; k indicates the sequence number of each time 

point in the sequence; n represents the sequence length; 

x denotes a certain value in the sequence; ξ is the rela-

tional coefficient at each point; ρ means the resolution 

coefficient; and r denotes the relational degree. The 

closer the relationship degree is to 1, the closer the re-

lationship between HIs and battery degradation is. 

Although the change trends of the above 19 HIs are 

different, they all have strong relationships with the 

health state. These results illustrate that EIS is directly 

related to the intrinsic reaction of battery degradation. 

However, the slope and concavity-convexity of the 

point at 2.16 Hz and the concavity-convexity of the 

points at 0.2 Hz, 7.8 Hz, and 20 Hz are lower than those 
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of other HIs. After filtering out the five HIs, the prin-

cipal component analysis (PCA) method is used to re-

duce the number of input HIs and the amount of com-

putation. In the PCA method, the cumulative variance 

contribution rate is set to 85%, and the maximum value 

of the eigenvectors is selected to obtain the dimension-

ality-reduced eigenmatrix. The PCA analysis results 

show that the sum of the contribution rates of the four 

principal components exceeds 85%, so it is appropriate 

to use the feature data of the four principal components 

to represent most of the original data. As a basic RNN, 

ENN is often used for data training and testing, and its 

specific structure has been described in detail in Sub-

section A of Section Ⅱ. The nonlinear state-space 

equation of the ENN is shown as: 
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            (8) 

where y is the output of the output layer; x is the output 

of the hidden layer; u is the input of the input layer; cx  

is the output of a context layer; 3 , 2 , and 1  repre-

sent the corresponding weight matrices between the 
output, hidden, input, and context layers, respectively; 

( )g   denotes the transfer function of the output neuron; 

and ( )f   indicates the transfer function of the hidden 

layer neurons. 
The CS method is adopted to optimize the initial 

weights and thresholds of ENN to make up for the de-
fect of ENN in the local optimization function. By 

controlling the population size and probability, the CS 

method can maintain the balance between local search 
and diversity so that the search results can avoid local 

optimality and converge to the optimal global solution. 
The specific steps to optimize ENN using the CS 
method are shown in Table Ⅳ. 

TABLE Ⅳ 

SPECIFIC STEPS FOR OPTIMIZING ENN USING THE CS METHOD 

Steps Process 

Step 1 Build ENN and initialize CS parameters. 

Step 2 
Take the ENN parameters as the initial quantity and 

iteratively update each parameter. 

Step 3 

The optimal parameters are selected according to fitness. 

If the results meet the requirements, go to Step 5; if not, 

go to Step 4. 

Step 4 
Iteratively update the parameters to build a new solution 

for the next generation, and then return to Step 3. 

Step 5 
At the end of the cycle, the optimal results of CS are 

taken as the initial weight and threshold of ENN. 

First, the ENN parameters are constructed and ini-

tialized. Then, the number of nodes in the input, output, 
and optimal hidden layers are obtained from the training 

data. Finally, the initial parameters of ENN are opti-
mized by CS to continuously train the network to obtain 
the best health state results. The flowchart of the health 

state estimation method based on the CS-ENN model 
proposed in this paper is shown in Fig. 16. 

To critically evaluate the estimation performance of 

the models, MaxE 
1,( )kE , MAE 

2,( )kE , RMSE 
3,( )kE , 

and coefficient of determination 2( )R  are introduced as 

evaluation metrics, given as: 

 
Fig. 16.  Flowchart of the health state estimation method based on the CS-ENN model. 
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                (9) 

where N is the total sample steps; ky and ˆ
ky  are the 

actual and estimated health state values at time point k, 

respectively; while y  is the average value of the actual 

state value at time point k. The estimation results of 
ENN, ELM, SVM, BPNN, and CS-ENN with different 
datasets are compared in multi-temperature conditions. 
The estimation results of different HIs as the CS-ENN 
input are also compared. 
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C. Application Analysis from Other Literature 

In addition to the EIS-CS-ENN-based method de-
scribed in detail in Subsection B of Section Ⅱ, other 
ANN-based methods are also widely used. For example, 
for the FFNN model in ANN, reference [146] extracts 
appropriate HIs and training data through large data 
analysis, and proposes a framework for intelligent bat-
tery health state estimation based on the capacity esti-
mation model of the FFNN. In [96], part of the IC curve 
is smoothed through a Gaussian filter, while [131] de-
velops an improved FFNN model that can simulate the 
battery voltage charging characteristics to smooth the 
IC curve. Reference [131] also points out that since the 
nodes of the proposed FFNN have a certain physical 
meaning and also change with capacity, this model is 
significant in estimating the health state. 

For the CNN model in ANN, reference [138] pro-
poses, for the first time, an online capacity estimation 
scheme for LIBs based on a deep convolutional neural 
network (DCNN). This approach proposes a DCNN 
model for estimating the capacity of individual cells 
based on voltage, current, and capacity measurements 
obtained during multiple charging cycles. Causal con-
volution is used to process the time series data, rather 
than standard convolution. However, the use of causal 
convolution results in a deeper network, which slows 
down training and increases memory usage. 

To solve these problems, reference [147] uses a di-
lated convolution, which skips the input during convo-
lution. Specifically, a battery health state estimation 
method is developed to separate global capacity deg-
radation and local capacity regeneration based on a 
temporal convolutional network (TCN) and empirical 
mode decomposition (EMD). Causal convolution and 
dilated convolution are introduced into the model to 
improve the ability to capture local capacity regenera-
tion. In addition, in this method, dilated convolution can 
also solve the problems of memory increase and train-
ing slowdown caused by causal convolution when 
processing temporal data. The overall system frame-
work for battery health diagnosis is shown in Fig. 17. 

 
Fig. 17.  System framework for health diagnosis based on TCN 

and EMD. 

For the basic RNN model in an ANN, reference [65] 

develops a joint estimation method for capacity and 
SOC. In the SOC online estimation part, the method is 

based on ECM, RLS, and AEKF, whereas in the ca-
pacity estimation part, the method is based on the rela-
tionship between the voltage curve and battery degra-

dation, using ENN to obtain an accurate battery health 
state for correcting the SOC. In [127], a health state 
estimation method is proposed for LIBs based on 

ARMA and ENN. Specifically, after selecting the HIs 
related to degradation, EMD is used to preprocess the 

original capacity degradation data and eliminate the 
phenomenon of capacity regeneration. The ARMA and 
ENN models are constructed using time series data and 

residual data. 
When using the LSTM model in RNN to estimate the 

battery health state, two aspects have been studied: opti-

mizing HIs and optimizing the network architecture. For 
example, reference [148] optimizes HIs based on GRA 

and entropy weight methods and inputs the optimized HIs 
into the LSTM model, based on the LSTM structure dia-
gram shown in Fig. 14. The battery health state estimation 

flowchart is established as shown in Fig. 18. 

 

Fig. 18.  Battery health state estimation flowchart based on 

LSTM network. 

Reference [149] optimizes HIs using the locally 

weighted linear regression (LWLR) method and the 
maximum information coefficient (MIC). The LSTM 

network is used to learn more of the nonlinear degraded 
relationship between capacity and HIs. In [150], exter-
nal characteristic parameters are extracted as the HIs, 

and neighborhood component analysis (NCA) is 
adopted to eliminate redundant information about the 
HIs. Additionally, this study proposes a differential 

evolution grey wolf optimizer (DEGWO) to address the 
issue of hyperparameter selection in LSTM models. The 

DEGWO is used to optimize hyperparameters for en-
hanced model performance. Reference [151] constructs 
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and compares the normal RNN [152], LSTM [98], [153], 

gated recurrent unit neural network (GRUNN) [154], 
opposite bidirectional structure [155] and other neural 

network models. The results demonstrate that the LSTM 
and the bidirectional LSTM (Bi-LSTM) have higher 
versatility and accuracy in estimating battery health 

states. In summary, the ANN-based methods have be-
come key tools for massive data analysis in energy 
storage systems, and the greatest challenges are the 

efficiency and accuracy of the ANN model training 

process [156][158]. 

Ⅳ.   COMPARATIVE ANALYSIS OF HEALTH STATE 

EFFECTS USING DIFFERENT ANN METHODS 

Currently, it is most popular to use ANN-based 

methods to obtain the health state. ANN-based methods 

do not require data preprocessing or understanding of 

the principles and structure of LIBs. In addition, there is 

no need to establish a physical model, and the estima-

tion is accurate with massive data. However, the dis-

advantages of the ANN-based model are that they re-

quire high efficiency of methods, high frequency and 

accuracy of data, and high dependence on data trans-

mission. It is a trend to monitor the battery state in the 

future by implanting ANN-based methods into the BMS 

of energy storage systems. With the wide application of 

cloud computing, cloud storage, big data, and other 

emerging technologies, the status of ANN-based 

methods is becoming more significant. Different 

ANN-based methods have different effects on estimat-

ing battery health state, and it is necessary to discuss the 

research directions and future trends of health state 

estimation approaches [159], [160]. 

By introducing some evaluation indicators, the re-
sults of ANN-based models across the literature are 
compared and analyzed to find the most appropriate 

method to estimate the health state in different condi-
tions. The accuracy of state estimation depends on the 

reliability of the initial parameters of the model [14], 
[161]. Using the RMSE, MaxE, and MAE as evaluation 
indicators, the estimation effects of different 

ANN-based methods under different HIs are compared, 
as shown in Table Ⅴ. 

By comparing and analyzing the data from Table V, it 

can be seen that the ANN-based methods are effective 
and accurate. BPNN and ENN, as the most basic FFNN 

and RNN models, respectively, have the worst perfor-
mance in various evaluation metrics, and this can be 
blamed on their simple structure. Models such as 

EIS-CS-ENN, LSTM, Bi-LSTM, DCNN and GRUNN 
are more complex in structure, and this complexity re-
sults in more accurate estimation. It is worth noting that, 

compared with LSTM, GRUNN has fewer parameters 
and faster convergence. Correspondingly, without a more 
complex structure, GRUNN cannot consider past ob-

servations during training like LSTM. The comprehen-

sive evaluation results of the EIS-CS-ENN model are the 
best. When different HIs are used as the input to the same 

ANN model, the evaluation results are different. This 
conclusion can be obtained from the evaluation indica-
tors of the two ENN models in Table V. This also verifies 

that HIs are critical for model training and testing. 

TABLE Ⅴ 

ESTIMATION EFFECTS OF DIFFERENT ANN-BASED METHODS 

UNDER DIFFERENT HIS 

ANN 

methods 
HIs RMSE MaxE MAE 

BPNN 

[95] 

Parameters of the 

first-order ECM 
 7.2% <5% 

ENN 

[142] 

Charging: constant 

current time, constant 

voltage time, and volt-

age change; Discharg-

ing: total time, temper-

ature change, and volt-

age change 

3.075%  
2.0936

% 

EIS-CS-

ENN 

[143] 

Four principal compo-

nents consisting of 

fourteen EIS features 

0.74%  0.53% 

ENN 

[143] 
Same as CS-ENN 1.74%  1.64% 

LSTM 

[151] 

Constant current time, 

constant voltage time, 

constant current time 

proportion, constant 

voltage time propor-

tion, and total charge 

time 

0.762%  0.652% 

Bi-LST

M [151] 
Same as LSTM 0.743%  0.678% 

DCNN 

[138] 

Voltage, current, and 

charge capacity during 

partial charge cycles 

0.302% 2.491%  

GRUN

N [154] 

Six HIs are extracted 

from the differential 

temperature curves 
 2.28%  

Data from laboratory tests spanning over a year 

throughout the whole life cycle is conveniently acces-

sible at the following URLs: https://www.researchgate. 

net/project/Battery-life-test and https://www.researchgate. 

net/project/Whole-Life-Cycle-Test. 

Ⅴ.   CONCLUSION 

As the key pieces of equipment in energy storage 
systems, LIBs provide safe and green energy, but the 

accurate estimation of their health state to ensure the 
reliable operation of systems is difficult, and has been 
the recent focus of research. This paper introduces the 

classification of battery health state methods and elu-
cidates the current status, applications, and prospects of 
related estimation methods from different perspectives 

and as described in the literature. The advantages and 
disadvantages of different estimation methods and the 
improving direction are then analyzed, compared, and 

reviewed. The results show that the data-driven and 
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hybrid methods are suited to massive data and difficult 

physical modeling conditions. The data-driven 
ANN-based method has advantages of non-parametric 

characteristics and strong computing power, and is 
suitable for most engineering environments, meets the 
requirements of accurate estimation, and provides an 

effective battery state acquisition scheme. Therefore, 
this paper focuses on the ANN model in the data-driven 
estimation method and selects an EIS-CS-ENN model 

from the literature related to the ANN model for detailed 
process description and calculation framework estab-

lishment. Specifically, the EIS-CS-ENN-based health 
state estimation method is a hybrid of direct measure-
ment and data-driven methods. The 14 features in EIS 

are selected to form 4 principal components, and are 
used as inputs to the CS-ENN model for data training 
and testing. In addition, the application of ANN-based 

methods proposed in other literature is analyzed. Finally, 
this review assesses and compares the estimation per-

formance of various ANN models using several evalua-
tion metrics and HIs. The results indicate that the four 
types of ANN models can significantly improve estima-

tion accuracy and modeling adaptability. The evaluation 
results of the EIS-CS-ENN model are the best. 

Future work will focus on the review of the health 

state estimation methods for LIB packs and the estima-
tion or prediction methods of battery states for effective 
real-time BMS applications. Specifically, the following 

research areas are proposed: 
1) To study various states of battery packs, improved 

battery pack models with different connection methods 
should be further established. 

2) Because of the requirement of effective real-time 

BMS applications, further research should be conducted 
on health state estimation methods that are not affected 
by internal electrochemical reactions. 

3) For application to the estimation and prediction of 

multiple battery states, data-driven technologies such as 

data mining and a cloud computing platform need to be 

developed. 
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