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Abstract: Acoustic Emission (AE) testing is a non-destructive evaluation technique that has gained
significant attention in pipeline monitoring. Pencil-lead breaks (PLBs) are commonly used in repro-
ducing and characterising sensors used in AE applications and have emerged as a valuable tool for
calibration processes. This technique involves breaking a pencil lead by pressing it on the surface
of the test structure and applying a bending moment at a given angle on a surface. The applied
force produces a local deformation on the test surface, which is released when the lead breaks. The
fracture in these PLBs is assumed to be a step unload; however, this is not the case. In this work, a
series of PLB source experiments complemented with parallel numerical simulations were carried
out to investigate the actual unload rate by correlating the relationship between AE speed, frequency,
and power from PLBs. This was achieved by varying the simulation unload rates recorded over a
duration of 2 s on a steel pipe and comparing to the experiment. Analysis of the investigated results
from the experimental and numerical models suggests that although the AE line structure of a PLB
can be reproduced by simulation for short times only (1 µs), the actual unload rate for PLBs is in the
region of 10–8 s. It is concluded that FEA has the potential to help in the recovery of the temporal
structure from real AE structures. The establishment of this model will provide a theoretical basis
for future studies on the monitoring of non-impulsive AE sources such as impact on pipelines using
finite element analysis.

Keywords: acoustic emission; finite element analysis; source identification; solid cylinder; steel pipe

1. Introduction

The global rise in population and living standards has led to an increase in energy
demand, and pipelines have been marked as the best alternative for the transport of both
oil and gas [1,2]. However, these pipelines are susceptible to accidents [3], and damages to
pipelines have severe consequences on both people and the environment [4]; therefore, the
safety in the use of these pipelines is of paramount importance to pipeline owners. One of
the main concerns for pipeline owners is a reliable and efficient monitoring system.

Over the years, acoustic emission monitoring (AEM) has been shown to be a reli-
able monitoring technique [5–7]. Over the past decade, AE has gained momentum in
pipeline monitoring [8,9]. Although AE has been proposed as a method for identifying
and tracing leaks in pipelines, this has been as an inspection technique, rather than a
monitoring technique. Consequently, much of the literature on AE in pipelines addresses
this application, concentrating on methods for noise rejection, improved specificity, and
source location for continuous or semi-continuous sources [10,11] Calibration is a critical
aspect of ensuring the accuracy and reliability of various instruments and devices. The PLB,
which is often used as a quick way to determine the apparent AE wave speed in the test
structure, is a frequently used AE source for calibration due to its simplicity of application
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and remarkable reproducibility [12,13]. It provides real-time monitoring capabilities during
calibration procedures and is useful for the verification of sensor coupling and determining
the acoustic attenuation of a structure.

The Hsu–Nielsen source has traditionally been used as a controllable means to gen-
erate acoustic emissions in order to facilitate non-destructive testing studies. It facilitates
the interpretation and comparison of experimental results by standardising the source
description across different AE systems and configurations [14]. It is especially useful in
systems to calibrate sensors, study wave propagation in test materials, and find suitable
sensor locations for specific objectives. Because the Hsu–Nielsen source is a known and
controllable source of acoustic waves, all resulting signals and their characteristics are also
known and can therefore be used to study the response of the system to specific features of
the wave. The ease of use and relative safety of the Hsu–Nielsen source have led it to be
the most widely utilized artificial source in AE research.

Despite being widely used in AE research, the Hsu–Nielsen source has so far been
largely overlooked as a tool that can be used in source characterisation and AE sensor
calibration. This work sets the foundation for relating the Hsu–Nielsen source to the field
of source physics and source characterisation.

Numerical modelling has gained momentum as a technique for simulating elastic
wave propagation associated with acoustic emission phenomena [15,16] porous media,
plates, etc. [17–19]. FEA has been successfully used to model and analyse the AE generated
by fatigue cracking, which allows for effective health monitoring and life prediction of
materials [20]. It has also been used to model AE signal propagation via various shaped
waveguides, which can be validated against experimental data to ensure accuracy [21].
There are several benefits of using finite element analysis (FEA) for acoustic emission
(AE) modelling. One of the main advantages directly related to this study is the ability
to predict the impact of different factors on the AE signal. Another benefit of using FEA
for AE modelling is the ability to achieve numerical stability and resolve high-frequency
components accurately [22,23]. Much of the work applying FEA has been focussed on a
description of propagation [24], but relatively little has been carried out on the relationship
between what goes in at the source and what is recorded at a sensor. Therefore, the focus of
this study is on what information can be deduced about the identity of an AE source from
an array of sensors distributed along a pipe. To do this, it is essential that the simulations
are complemented with a series of parallel experiments where as much control as possible
is exerted over the source and the test object boundaries.

Most relevant to the current study [13,25] modelled the interaction between the PLB
and a metal surface including the contact stresses and lead fracture and explained the
sensitivity of the source to handling by the operator. In this paper, we tackle the more
general issue of the effect of unloading rate on the AE recorded after a wave has propagated
into the material. For this, a rather simpler AE generation mechanism is adopted for the
sake of focusing on a single variable. Nevertheless, the simulations are grounded in an
estimate of the step unload of an H-N source, as this provides a touchstone for comparison
with actual experimental observations. Although the fracture of the lead is effectively a
natural source, the generated AE is highly reproducible [26]. Generating the event involves
breaking a 0.3 mm diameter pencil lead by pressing it on the surface of the test structure
and applying a bending moment, as illustrated in Figure 1.

The applied force produces a local deformation on the target surface, which is released
when the lead breaks. The fracture is normally assumed to be a step unload, which
generates an AE disturbance that then propagates over the surface and through the material,
where it can be detected by sensors placed on the surface of the test structure. To improve
the trustworthiness of PLBs as a technique for AE calibration, it is important to evaluate the
extent to which this fracture could be regarded as a step unload, and the work presented
here is directed at evaluating the fidelity with which a step surface unload is reproduced
by a sensor with a known distance from the source.
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Through meticulous measurement and simulation, this study will contribute to the
development of advanced AE monitoring systems that are capable of providing reliable
and timely assessments of pipe integrity. The findings of this research will have significant
implications for improving the safety and efficiency of industrial piping systems, ultimately
leading to better maintenance strategies, reduced downtime, and prevention of unexpected
failures. By bridging the gap between theoretical simulations and practical measurements,
this paper aims to advance the field of acoustic emission testing and set a foundation for
future innovations in non-destructive evaluation technologies.
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Figure 1. The Hsu–Nielson source.

The next sections provide an overview of the AE technique, detailing the generation,
recording, and analysis of elastic waves. This is succeeded by a description of the setup
and parameters for the FEA simulations used to model stress wave propagation from a
Hsu–Nielsen source. An analysis and discussion of the results follow. The paper concludes
with a summary of the key findings and suggestions for future research directions.

2. Materials and Methods

A series of PLB source experiments that were complemented with a series of parallel
numerical simulations was carried out to investigate and corelate the relationship between
AE wave speed, frequency, and power from PLB on simulations and experiments. Experi-
ments and simulations were carried out in order to study the behaviour of the AE wave
propagation from a simulated source. These experiments and simulations were carried
out on a short pipe of 100 mm diameter and 10 mm wall thickness; the external cylindrical
surface was used as the test surface with both source and sensor being mounted on it and
the propagating AE waves measured from both sources.

2.1. Experimental Setup

The main approach was to carry out a systematic investigation of the AE wave gen-
erated as a result of a PLB on a steel pipe; the main aim of these experiments was to
study practical AE wave propagation parameters on a pipe for comparison with matching
simulations. To achieve this, a commercial mechanical pencil with an in-house-machined
guide ring was used to generate a simulated AE source (PLB source) on the test object.
Since the analytical focus is on the very early parts of the signal, it is important that arrival
times can be estimated with reasonable accuracy, and the pre-trigger is helpful in doing
this. Two sensors were mounted on the pipe in positions shown in Figure 2; one sensor, S1,
acted as the trigger; and 20 pencil lead break records were taken.
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quency range, a high-performance data acquisition system was necessary. The DAQ sys-
tem used is a multifunctional analogue, digital, and timing device without on-board 
switches or jumpers, allowing for it to be configured and calibrated via software. It is 
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four channels and fits into a full-length PCI slot. The software-programmable ADC gain 
can be set to 0.2, 0.5, 1, 2, 5, 10, or 50, covering an input range from ±200 mV to ±42 V. Data 
can be sampled from 20k samples/s up to 10 M samples/s per channel, with a total onboard 
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The signal conditioning unit (SCU) utilized was an in-house-designed programmable
4-channel device capable of both powering the AE sensors (+28 V) and pre-processing
signals from the sensors before ADC acquisition. Although the SCU has the ability to
perform analogue RMS processing with associated amplification or de-amplification, this
feature was not employed in the current work. This setup is illustrated schematically
in Figure 2.

As the experiments aimed to acquire raw AE signals within the 0.1 to 1 MHz frequency
range, a high-performance data acquisition system was necessary. The DAQ system used
is a multifunctional analogue, digital, and timing device without on-board switches or
jumpers, allowing for it to be configured and calibrated via software. It is based on an
in-house-built desktop PC equipped with a 12-bit National Instruments PCI-6115 board.
This board can simultaneously acquire raw AE signals at 10 M samples/s for four channels
and fits into a full-length PCI slot. The software-programmable ADC gain can be set to 0.2,
0.5, 1, 2, 5, 10, or 50, covering an input range from ±200 mV to ±42 V. Data can be sampled
from 20k samples/s up to 10 M samples/s per channel, with a total onboard memory of
32 MB. The board only supports differential input configurations and has over-voltage
protection at±42 V. For all the work reported here, the system was set up for source location
applications, recording raw AE signals (sampled at 5 M samples/s) over two channels.

Sensor calibration was carried out using two measures: the energy of the signal across
the entire spectrum, and on the distribution of the energy across the spectrum. This latter
measure was determined by dividing the spectrum into two bands, 100–400 kHz and
400 kHz–1 MHz, and calculating the ratio of the energy into high-frequency band to the
low-frequency band. Two commercial broadband AE sensors of Physical Acoustics Micro-
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80D type were used throughout the experiment. These AE sensors are omnidirectional,
sensitive over the frequency range from 175 kHz to 1000 kHz and are based on lead
zirconate titanate (PZT) active elements. These sensors were used due to their ubiquity
in industrial condition monitoring and relatively broad frequency response with good
sensitivity. They are 10 mm in diameter and 12 mm high and have a flat frequency response
of over 0.1 MHz to 1 MHz, but with two bands of relatively high sensitivity at about
150 kHz and 350 kHz. The sensors were held onto the test object using magnetic clamps
to avoid air gaps. The preamplifiers were set at a gain of 40 dB and, once the trigger was
activated, the system acquired 50,000 points at a sampling rate of 5 M samples/s with a
pre-trigger of 1000 points. The system also acquired 50,000 points from the second sensor
interlaced with the trigger so that the two sensors were essentially time correlated.

To ensure consistency and avoid any variation in spectral content, 20 pencil lead break
records were taken at the same position on the test surface, using the same orientation and
the same angle of the pencil. The experimental results were recorded as a time series, which
starts 1000 points (pre-trigger) before the disturbance caused by the source arrives at the
trigger sensor. The results from these PLB experiments are discussed later in this paper.

2.2. Finite Element Model

The key aim of the FE simulations carried out in this work is to compare experiments
to the simulation (no damping or attenuation) as a means of evaluating how the AE signal
recorded at two virtual sensor positions on the surface a pipe changes as the unloading
rate at the source changes, the objective being to determine the extent to which a PLB can
be regarded as a step unload. The FE simulation was based on the ABAQUS 6.14-2 explicit
dynamic software; this software was specifically chosen for the simulations because it offers
accurate analysis techniques to determine the local element failure and can then adjust
the element stiffness to precede damage analysis and is thus quite suited for linear and
nonlinear explicit dynamics problems such as those involving pressure and impact [27].
The material properties used were those of steel with a density of 7800 kg/m3 and a Poisson
ratio of 0.3. The ABAQUS explicit dynamic analysis was applied to obtain the transient
stresses resulting from a rapid change in pressure.

Just as with the experiment, the pipe model was simulated as a three-dimensional
elastic deformable solid with pipe of diameter 100 mm and wall thickness 10 mm fixed at
both ends and subject to pressure loading one metre from one end (Figure 3).

The force and unloading rates studied were chosen to be in the region of the estimated
time it would take a fracture, propagating at the speed of sound, to cross the diameter of a
0.5 mm pencil lead so that the simulated responses could be compared with the observed
responses of pencil lead breaks. This time (about 0.3 µs) is reasonably close to that simulated
in [22]. To implement the FEA model, several key issues need to be resolved beyond the
time step increment. The most important of these are element type, mesh size, boundary
conditions, and introduction of external loads, discussed in turn below. When dealing with
stress wave propagation, there are additional computational challenges due to the dynamic
nature of the stress distribution, especially considering that the frequency range of AE
propagation typically falls within the MHz range. In this work, symmetry was employed
whenever possible to optimize the simulations. Also, to limit computational time and avoid
excessive complications from reflections at the model’s ends, the pipe was fixed at both
ends (Figure 3a). A time step of 1 × 10−9 s and a total simulation time of 2 s were used for
the finite element simulations.
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Also, just as with the corresponding experimental setup, both ends of the pipes where
fixed to achieve zero transverse displacement at both ends. Fixed boundary conditions were
implemented in this work by restricting the displacement of nodes at the pipe boundaries
to zero, this was achieved by constraining the pipe ends. The C3D8R elements were
specifically chosen for the simulation of AE because the integration point is located in
the middle of the element and small elements are generally required to capture a stress
concentration at the boundary of structures such as the one used in this work [28].

The finite element size (mesh density) is a very important aspect of the FE simulations
as the accuracy and simulation computing time are directly related to mesh size and time
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step. Several authors have studied the effect of mesh size density in FE analysis [29–31]
Generally, models with fine mesh yield highly accurate results but with a longer comput-
ing time, and coarse meshes mostly lead to less accurate results with more economical
computing time. The general approach used in this work was to refine the mesh size until
acceptable behaviour (results stay consistent between meshes) was obtained. Therefore, a
number of different mesh size densities were investigated, and a mesh size of 0.01 mm was
chosen as, beyond this mesh size, there were no appreciable differences recorded in the
resultant stress waves generated.

In wave propagation modelling, the actual time step used for a model is expressed in
terms of its ratio to the critical time step. The Courant–Friedrichs–Lewy (CFL) number and
is given by:

CFL =
∆t

∆tcr
(1)

If ∆L is the smallest element size and CL is the velocity of the wave:

∆t = CFL ∆tcr = CFL =
∆L
CL

(2)

A large increment number is usually required to solve wave propagation models
because the space is normally discretized such that the wavelength in the model is at least
7 nodes per shortest wavelength. However, global mass and stiffness matrices are neither
created nor inverted, so increments are computationally inexpensive [32]. Therefore, in this
work, to capture the dynamics of the model, the CFL condition was used to determine the
maximum allowable size of the time increment ∆t:

∆t ≤ ∆tcr = min
(

Le

cd

)
(3)

where Le is the element length and cd is the dilatational wave speed and is given by
the following:

cd =

√
(λ + 2µ)

ρ
(4)

where λ and µ are the first and second Lame constants and ρ represents the density of the
material so a time step of 1 × 10−9 s was used for all the FE simulations in this work.

The loading conditions are a key element of the current work, since they represent the
source function and the boundary conditions. Most of the published work on simulating
AE propagation considers the source to be a step unload. Much of the calibration work
carried out on structures uses sources, such as a pencil-lead break, which approximates
a step unload. As stated earlier, the unloading rates were chosen to be in the region of
the expected time it would take a fracture, propagating at the speed of sound, to cross the
diameter of a 0.3 mm pencil lead so that the simulated responses could be compared with
observed responses of pencil-lead breaks.

All the PLB simulations used a 100 N force spread over a surface area of 0.003 m2 with
three different time profiles. Each unloading rate being preceded by a dwell and ramp
time of 10−8 s. The key variable being the rate of unloading, with unloading times 10−9 s,
10−8 s, and 10−7 s, respectively. The rise times were chosen to be in the range reported in
the literature [21], while the surface area (0.003 m2) and force (100 N) are the estimated
approximate area and force obtained from the PLB experiment.

For linear elastic media, and using Hooks law:

→
σ =

←→
D ·→ε (5)

where:
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←→
D is elastic coefficient;
→
σ is a vector with six independent components;
τ is shear stress and a component of the vector.

From the principle of virtual work:

δW = ∑i Fiδui = 0 (6)

The external virtual work applied equals the internal virtual work, for a deformable
body with volume V and surface S, this leads to a state of deformation characterised by
new internal stress and strain components.

To minimise the amount of data stored and the consequent post-processing, only the
surface stress at the positions of the virtual sensors was recorded. This record commenced
(at time zero) when the source was applied to the pipe and ended at the end of the
simulation (0.02 s after application of the source). The simulated results were recorded as a
time series, each at a given (virtual) sensor position.

As the simulation as an explicit one, the explicit central difference integration method
was used to solve for the displacement, u(x, y, z, t) from increment i (time t) to increment
i + 1(time t + ∆t) :

.
u(i+ 1

2 )
=

.
u(i+ 1

2 )
+

∆t(i+1) + ∆t(i)

2
..
ui (7)

u(i+1)=u(i ) +∆t(i+1) (8)

where
.
u represents the velocity,

..
u is acceleration, the superscript (i) is an increment number

and (i± 1
2 ) is the value of a variable midway between the increments.

The input acceleration at the source was obtained using the following:

..
u(i)

= M−1 ·(P(i) − I(i)) (9)

where M is the mass matrix, P is the vector of applied loads, and I the vector of internal forces.

3. Results and Discussion

The proprietary signal processing software MATLAB 8.2 R2013b was used in this
work due to its capacity to process and display very large array of data such as those used
in this study. FFT was used in demodulated resonance analysis; here, the AE wave is
regarded as a carrier frequency for the lower frequency information. To implement this,
the signal is treated using a sliding root mean square (RMS) to reveal lower frequencies in
the envelope of the signal [32]. The recorded AE signals in this work were discrete bipolar
time series and were left in that format for much of the comparison with simulated signals.
A thresholding technique [25] was then used to identify the arrival time and duration of
the record. The trigger sensor was set to have 1000 points of pre-trigger, which allowed for
the noise amplitude to be easily determined, with the wave arrival time being the time at
which the signal level first exceeds this threshold. The energy E was calculated from the
raw signal by integrating over the entire time record:

E0 =
∫ t

0
v2(t)dt (10)

where E is acoustic emission signal energy, v(t) is the signal voltage, and ‘t‘ is time in
seconds (s).

3.1. Experimental Pipe Model

Figures 4 and 5 show typical raw AE time domain and the corresponding frequency
spectra at both sensors 1 and 2, respectively. The spectrum for the whole record indicates
that there is a shift from lower frequencies to higher frequencies with increase in source-
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sensor distance and this is reasonable agreement with studies measuring relationship
between AE source sensor distance and frequency [33,34]. This shift can be attributed to
several factors inherent in the propagation of the AE waves, one primary reason being the
phenomenon of frequency-dependent attenuation [35]. As sound waves travel through the
pipe, higher-frequency components are absorbed more rapidly than those with lower fre-
quencies. Consequently, over shorter distances, the lower frequencies are more prominent
in the spectrum. However, as the distance increases, the lower frequencies diminish more
rapidly, allowing for the higher frequencies to become more dominant in the spectrum
received by the sensor [36].

There are also two key peaks at about 150 kHz and 400 kHz; therefore, the spectra were
divided into two bands: low frequency (100 kHz–400 kHz) and high frequency (400 kHz–1
MHz). The relative power was then evaluated by integrating the spectra and calculating
the ratio between both bands. For all 20 records, the ratio of high- to low-frequency power
for both sensor positions was calculated as 0.1516 and 0.1702 for the trigger and second
sensors, respectively.
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Figure 4. Typical raw AE signals acquired at (a) S1 and (b) S2 on the pipe (full record). Figure 4. Typical raw AE signals acquired at (a) S1 and (b) S2 on the pipe (full record).

Figure 6 shows the first wave arrival time of both the trigger and second sensor for a
typical Hsu–Nielsen source on the pipe, the first arrival for the trigger sensor is composed of
a low amplitude component that is succeeded by a high amplitude component containing
the peak amplitude (tp). The length increase between the trigger and second sensor
indicates that the low amplitude is travelling faster than the peak bearing amplitude.
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Once more, the thresholding technique was applied using the trigger sensor as the first
sensor (tarr on Figure 6a). Again, the same technique was used at the second sensor (tarr
on Figure 6b). In order to attain a concession between classifying the wave components,
a second wave speed was calculated using the time difference between the two tp values
(Figure 6b) and this allowed for the calculation of the second return time (t′p,refl) in Figure 7.
The faster-moving component (between t′arr and t′p) and both the faster- and slower-
moving components (t′p and t′refl) where chosen for further analysis [37].

Several researchers [38,39] have observed that in practical scenarios, AE signals often
comprise an initial wave of lower amplitude and lower attenuation, followed by a higher
amplitude, slower wave with greater attenuation, a pattern that seems to be present here as
well. Therefore, by using the thresholding and time–frequency analysis [25] and focusing
on the latter wave as the more probable of the two, the difference in arrival time can
be calculated. This is carried out by determining the duration for a P-wave to travel
1.2 × 10−5 s, minus the time it takes for an S-wave to travel 2.38 × 10−5 s.

Figure 8 shows the equivalent frequency spectra for the sections shown in Figure 7; a
grouping of the frequency spectrum into two bands did not indicate most of the spectral
dissimilarities shown in Figure 8; therefore, three new bands, LF (<200 kHz), MF (200–500 kHz),
and HF (>500 kHz), were selected, and a proportion of their power values is shown below:

f1 =
P1

PLF + PMF + PHF
(11)
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Figure 8 shows the equivalent frequency spectra for the sections shown in Figure 7; 
a grouping of the frequency spectrum into two bands did not indicate most of the spectral 
dissimilarities shown in Figure 8; therefore, three new bands, LF (<200 kHz), MF (200–500 
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Figure 7. Sections of typical AE signal acquired at S1 and S2 on the pipe, identifying reflection arrivals
for slow and fast wave packets.
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Figure 8. AE frequency spectra of time series sections for S1 and S2 on the pipe. 
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3.2. Pipe Simulation Model

Figure 9 shows a plot of the stress time series from the simulation at the two sensor positions
for the first 20 ms. As predicted, there is no indication of the damping from the experimental
equivalent (Figure 4). These results are consistent with FEA simulations and previously reported
AE studies [17,40]. The top trace shows the entire record and it can be seen that there is little
or no attenuation of the wave, which is hardly surprising, given that the elastic model does
not have any damping, and this is discussed in detail in [41,42]. Also, this happens due to
reflection at boundaries, and constructive and destructive interference [42]. When these
signals interact at boundaries, the inherent multimodal and dispersive properties of Lamb
waves give rise to complex phenomena, including reflection, transmission, interference,
and mode conversion [43].
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(a) Sensor 1 (b) Sensor 2 

Figure 9. Sections of simulated stress AE signal for fastest unload rate at positions (a) S1 and (b) S2. 

The spectra for the simulated segments in Figure 10 resemble those depicted in Fig-
ure 8; however, significant differences are observed between the sensor positions, alt-
hough these variations are less pronounced for the unload rate. 

  

(a) (b) 

Figure 10. AE frequency spectra of simulated stress time series between tarr and t′prefl for the slow-
est unload rate at positions (a) S1 and (b) S2. 

Figure 9. Sections of simulated stress AE signal for fastest unload rate at positions (a) S1 and (b) S2.

The spectra for the simulated segments in Figure 10 resemble those depicted in Figure 8;
however, significant differences are observed between the sensor positions, although these
variations are less pronounced for the unload rate.

Based on these observations, it is obvious that the wave has reverberated in the
relatively short length of pipe inherent in the experimental model [44].
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Figure 10. AE frequency spectra of simulated stress time series between tarr and t′prefl for the slowest
unload rate at positions (a) S1 and (b) S2.

3.3. Comparison of Experiments to Simulation

Figure 11 shows the frequency spectral composition for the mean experimental mea-
surements for individual position and section. There are more similarities between the
simulations and experiments. Firstly, the high-frequency band is very common in the fast
section, as shown on the trigger sensor, implying that the lower amplitude, first arriving
wave is of higher frequency. Furthermore, the high-frequency power in the fast section is
significantly lowered by the time it reaches the second sensor—this supports the studies
by [43,45] which is largely as a result of selective attenuation of the higher-frequency wave
components [34,46]. A comparison with the mean of the simulations for all unload rates
confirms that higher-frequency elements are commonly less obvious in the simulations
than in the actual experiments.

Also, both simulation and experiment show a lower high-frequency composition; this
move in the spectral composition between the low-frequency and medium-frequency bands
is highlighted in Figure 12 where the fast components are consistent for both simulation
and experiment. This result is consistent with the observations made by Yiting et al. in
their study of AE characteristics on steel specimens [47].

A comparison of the simulated and experimental results indicates that the actual
unloading rate is at the high end of those investigated, which agrees with findings reported
by Sause et al. [22], who modelled the source unloading rate as a linear ramp function
with parameters. Although the frequency content of the resulting wave was not highly
sensitive to unloading rate, the amplitude of the simulated signal was, however, rather
sensitive to unloading rate. Similarly, an analysis of the unload rates studies shows that the
faster unload rates in the simulations gave rise to increased high-frequency contents in the
first-arriving waves but resulted in a considerable reduction in signal amplitude and total
signal power. Also, a comparison of the first few tens of microseconds of the simulated
and experimental waveform shows that the first arrival is consistent with a wave speed of
around 5000 ms−1, which agrees well with the experimental values obtained by [47,48].
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Figure 11. Comparison of measured (E) and simulated (Sim) power spectral composition for each of
the sensor positions and time series components.
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Figure 12. Comparison of measured (E) and simulated (Sim) low-frequency power spectral ratio
(PLF/PMF) for each of the sensor positions and time series components.

4. Conclusions

This study presents a novel systematic investigation of AE wave propagation in pipes
by combining both PLB experiments and matching FE simulations. The key objective of
this study is the feasibility of utilising FE modelling to determine the actual structure of AE
wave propagation, specifically the actual unload rate for PLBs.

The results of the simulations align closely with the experimental work conducted
in this project, as well as with prior research documented in the literature. Furthermore,
these outcomes bring to light several compelling aspects. First, it was established that
an unloading time in the simulations of around 10−8 s gave a reasonable representation
of the frequency structure of experimentally observed stress waves in PLBs. It was also
observed from both experiments and simulations that a low-amplitude wave travelling at
around 5500 ms−1 was the first to arrive at any surface sensor. The structure thereafter was
complex due to reflections from the inner wall of the pipe and geometric interference as the
wave spreads around the circumference of the pipe.

A further comparison of the first few tens of microseconds of the simulated an experi-
mental waveform suggests that, although the first arrival is consistent with a wave speed
of around 5000 ms−1, the real wave generated by a pencil-lead break is not due to a simple
compressive direct stress unload. Also, an analysis of the unload rates studies shows that
the faster unload rates in the simulations gave rise to increased high-frequency contents in
the first-arriving waves but resulted in a considerable reduction in signal amplitude and



Acoustics 2024, 6 635

total signal power. Another key finding in this work is that the AE line structure of an
impulsive source can be reproduced by simulation for short times; for longer times, the
damping associated with reflections would require being measured and introduced into
the simulations to fully represent the real practical simulation. The degree of damping is
important in making a cumulative assessment of multiple impulsive sources.

By analysing the frequency shift in the spectral contents from both experimental and
simulated waves, valuable insights have been gained about the source characteristics.
Such insights are crucial for accurately interpreting acoustic emission data and applying
it effectively in practical scenarios. The approach taken here, in which the FEA technique
has been combined with matching experiments, has the potential to be very useful for AE
monitoring of structures.

A limitation of this work is that as attenuation is likely to be crucial in any practical
application, as sensors would need to be spaced kilometres or even tens of kilometres apart
to be cost-effective for monitoring purposes. The literature suggests that this is feasible,
although understanding the selective attenuation of certain frequencies and the separation
of different wave speeds is essential. This work has developed methodologies to address
this practical problem, but several key issues remain:

1. Experiments on near full-scale pipes over longer lengths (tens of meters): These
experiments would help understand attenuation at practical scales and could include
variations in the internal and external environment of the pipe.

2. Incorporating realistic attenuation mechanisms in simulations: Currently, the simula-
tions only account for geometrical attenuation, which is minimal in pipes. Comparing
simulations with experiments, as suggested above, would enable the development of
a more accurate attenuation model.
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