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Abstract:Manually Identifying Similarity between any images is a bit difficult task, 
so we have come up with an Image Similarity Detection model which will identify the 
similarities between two images. The Scale Invariant Feature Transform (SIFT) 
algorithm is used to detect similarity between input images and also to calculate the 
similarity score up to which extent the images are matched. SIFT detects the 
keypoints and compute its descriptors. We will find the best matches of the 
descriptors by using FLANN Based algorithm. It takes the descriptor of first image 
and compares with second image. The accuracy point which we achieved in 
translational images similarity is 60% and in rotational images similarity is 90% and 
feature matching similarity differ depending upon the given inputs. 

Keywords: SIFT, Keypoints, Descriptors, FLANN, Matching, Similarity. 

 

1. Introduction 

Image matching plays an important role in the field of computer vision. This is used 
to recognize an object and to retrieve an image [1]. In recent years, with thorough 
research on the concept of artificial intelligence and computer vision , implementation 
of precise and real time image match has turn out to be intense research topic[2].At 
present, there are many algorithms for detecting the features namely SIFT, SURF, 
ORB and BRISK etc., [3]. 
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Among those algorithms SIFT algorithm is one of the best approach and it provides 
best results. Professor David Lowe proposed this SIFT algorithm. The strong traits of 
the SIFT algorithm is to prevent transformations of the image for matching the 
keypoints [4]. It selects the potential keypoints by eliminating the keypoints that have 
low contrast and high edge response. Then it computes the keypoint descriptors which 
are required to match the features. Image descriptors are widely used in computer 
vision applications such as image matching, image classification and image retrieval 
[5]. The usual SIFT descriptor uses orientation histogram to point out the shape of the 
specific region [6]. 

The matcher that is used with SIFT in this approach is FLANN based matcher. 
FLANN is a collection of many optimized algorithm that helps to search the fast 
nearest neighbor. It finds the first two best matches of the keypoints to compute their 
ratio and works fast for large datasets. 

2. Related work 
 

Based on Feature Detection there are many algorithms namely Scale Invariant 
Feature Transform (SIFT), Speeded up Robust Features (SURF), Binary Robust 
Independent Elementary Features (BRIEF), Oriented FAST and Rotated BRIEF 
(ORB). Comparing with those algorithms SIFT provides best results to match the 
images. SIFT feature detector when combined with its descriptor will give better 
results compared to others. Although ORB is faster than SIFT but SIFT gives accurate 
results. So, we implement SIFT algorithm to find image similarities. 

 
 

3. Procedure 
 
3.1 Pixel Difference:Pixel difference is helpful to check whether the given input 
images are equal or not. Suppose the pixel value of a First image at a certain position 
is 255 and the pixel value of the second image at a corresponding position is also 
255.Then difference between these pixel values is 0. Generally, a colored image 
contains three channels namely Red, Green, Blue. Pixel difference is to be performed 
on each channel. If each channel gives 0 then we can say that both images are equal 
otherwise not equal. In the below Fig.1 there is basic working procedure of the image 
similarity detection. From this we can identify the process where the similarities of 
the image can be matched. 
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Fig.1: Block Diagram for the Image Similarity Detection  

 

 

4 SIFT Algorithm 

The scale-invariant feature transform (SIFT) algorithm is one of the feature 
detection algorithm which detects and describes the local features that are present 
in the images. It detects the keypoints and computes its descriptors present in an 
image. 

4.1  Extrema Detection 

In order to detect the local extrema images are supposed to search around scale 
and space. To find this, every pixel is compared with its neighbouring pixels. The 
word neighbour includes the pixels that present in surroundings and nine pixels of 
the previous and next scale. This means to find the local extrema every pixel value 
is to be compared with 26 other pixel values. If it is a local extrema then we can 
say that it is a potential keypoint. 

4.2  Keypoint Selection 

A final check on these keypoints is required to select the most accurate keypoints. 
After performing the contrast edge test, we are supposed to eliminate the 
keypoints that having very low contrast. From the remaining keypoints eliminate 
the keypoints that are very close to the edge and contains high edge response. The  
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keypoints that are selected after the elimination are considered as accurate 
keypoints. 

 

4.3  Keypoint Descriptors 

To create the descriptor from those accurate keypoints, a 16x16 block which is 
present in the neighbourhood of a certain keypoint is taken. This 16x16 block is 
separated into 4x4 sub-blocks. For each one of these 16 sub-blocks of size 4x4, 
orientation histogram of 8 bin is to be generated. So we have 128 bin values in 
total for each and every keypoint and these are represented in the form of a vector 

to get the keypoint descriptor. 

 

4.4  Keypoint Matching 

For keypoint matching, we used Flann based matcher to match similar features 
present between the images based on their keypoints. 

4.4.1 FLANN Based Matcher 

Fast Library for Approximate Nearest Neighbours(FLANN) is used to search the 
fast nearest neighbour and identify the features of high dimension. FLANN 
Matcher is the best algorithm for large datasets. The matcher tries to find the first 
two best matches of the keypoints. Then compute the ratio of the first closest 
distance to the second closest distance. If the ratio is less than the threshold value 
then we consider them as good points otherwise those points are rejected.The 
matches of these good points are drawn and similarity score is calculated with the 
help of the good points. 

Similarity score = (Length of the good points / number of keypoints)*100 

In the below Fig.2 the detailed workflow of the Image Similarity Detection is 
explained. This workflow shows how SIFT and FLANN algorithms are helpful in 
order to find the similarity matches and similarity score. 
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Fig.2: Flow Chart for Image Similarity Detection 
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5. Pseudocode 

 

Step1: Start 

Step 2: Give images as input in which first image must be regarded as original 
image while second image is to compare with original image. 

Step 3: Check whether the input images are equal or not. 

 If the pixel difference between the two images is 0 then both images are equal. 

 Else the images are not equal. 

Step4: By using SIFT algorithm detect the points of extrema, the local contrast 
points and points along edges. 

Step5: Generate the keypoints and descriptors of the input images. 

Step6: Use Flann Based Matcher to find the matches between the images and store 
all the possible matches of the descriptors in an array. 

Step7: Assume the threshold value from which the quality of matches is decided. 

Step8: Find the two smallest points by calculating the distance. 

Step9: Check whether the ratio of two smallest points is less than threshold or not. 

If the ratio is smaller consider the smallest keypoint in other image as a matched 
keypoint called as good point. 

Else repeat the steps 6,7,8,9 until all the keypoints in the images are matched. 

Step10: Store the matches identified.  

Step11: Find the similarity score by the help of good points. 

Step12: Draw all identified good matches. 

Step13: End 
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6. Results 

To find the similarities we performed some experiment with the help of SIFT and 
FLANN algorithms. This was done in python language. We used opencv as it is 
widely used in detecting images. We take images as an input from various sources 
to perform the experiment. In the below Fig.3-20 the obtained outputs are from the 
respective input images. These outputs include similarity matches and the 
similarity score. 

1. Input Images: 

Here, two input images are taken as shown in the Fig.3 and Fig.4. By using SIFT 
algorithm the keypoints of two input images are detected and extracted, also it will 
find the number of good matches. Those good matches are drawn using FLANN 
based matcher as shown in Fig.5. The number of keypoints and good matches for 
the given input images are tabulated in the given table.1. 

  

 Fig.3: input image 1   Fig.4: input image 2 

Output Image: 

 

 

Fig.5: Good matches between apples and similarity score. 
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Table.1: Similarity Matches for input 1 

 

 

Image 1 

Keypoints 

 

Image 2 

Keypoints 

 

Good 

matches 

 

Similarity 

score 

 

145 

 

145 

 

145 

 

100 

 

 

2. Input Images: 

Here, two input images are taken as shown in the Fig.6 and Fig.7. By using SIFT 
algorithm the keypoints of two input images are detected and extracted, also it will 
find the number of good matches. Those good matches are drawn using FLANN 
based matcher as shown in Fig.8. The number of keypoints and good matches for 
the given input images are tabulated in the given table.2. 

 

 

Fig.6: input image1                      Fig.7:input image2 
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Output Image: 

 

 
Fig.8: Good matches between flowers and similarity score 

 

Table.2: Similarity Matches for input 2 

 

Image 1 

Keypoints 

 

Image 2 

Keypoints 

 

Good 

Matches 

 

Similarity 

score 

 

167 

 

167 

 

2 

 

1.197 

 

 
 
3. Input Images: 

Here, two input images are taken as shown in the Fig.9 and Fig.10. By using SIFT 
algorithm the keypoints of two input images are detected and extracted, also it will 
find the number of good matches. Those good matches are drawn using FLANN 
based matcher as shown in Fig.11. The number of keypoints and good matches for 
the given input images are tabulated in the given table.3. 
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Fig.9: input image1           Fig.10: input image2 

 
 
Output Image: 

 

 
Fig.11: Good matches between images and similarity score 

 

Table.3: Similarity Matches for input 3 

 

Image 1 

Keypoints 

 

Image 2 

Keypoints 

 

Good 

Matches 

 

Similarity 

score 

 

105 

 

145 

 

0 

 

0.0 
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4. Input Images: 

Here, two input images are taken as shown in the Fig.12 and Fig.13. By using 
SIFT algorithm the keypoints of two input images are detected and extracted, also 
it will find the number of good matches. Those good matches are drawn using 
FLANN based matcher as shown in Fig.14. The number of keypoints and good 
matches for the given input images are tabulated in the given table.4. 

 

 

 
Fig.15: input image1             Fig.16: input image2 

 

 
Output Image: 

 
Fig.17: Good matches and similarity score for translation of images 
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Table.4: Similarity Matches for input 4 

 

Image 1  

Keypoints 

 

Image 2 

Keypoints 

 

Good 

Matches 

 

Similarity  

score 

 

429 

 

486 

 

282 

 

65.734 

 

 
 
5.Input Images: 

Here, two input images are taken as shown in the Fig.15 and Fig.16. By using 
SIFT algorithm the keypoints of two input images are detected and extracted, also 
it will find the number of good matches. Those good matches are drawn using 
FLANN based matcher as shown in Fig.17. The number of keypoints and good 
matches for the given input images are tabulated in the given table.5. 

 

 

 
Fig.18: input image1             Fig.19: input image2 
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Output Image: 
 

 
Fig.20: Good matches and similarity score for rotation of images 

 

Table.5: Similarity Matches for input 5 

 

Image 1 

Keypoints 

 

Image 2 

Keypoints 

 

Good 

Matches 

 

Similarity 

score 

 

429 

 

427 

 

403 

 

94.379 

 

 

 

Table.6: ACCURACY 
 

Image Transformation SIFT 

Translation 65.7% 

Rotation 94.3% 
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6. Conclusion 

SIFT algorithm actually detects the keypoints and compute its descriptors. There 
are many other algorithms for feature matching but SIFT algorithm has good 
invariance to image translation and image rotation. FLANN based matching 
algorithm contains a collection of optimized algorithms for the search of fast 
nearest neighbour and it works faster than other matching algorithms for large 
datasets. However sift algorithm complexity is very high and sometimes it gives 
false matching points while matching. In Future this work can be extended to 
eliminate the duplicate images. 

 

7. References 

[1] Jinke Li, Geng Wang, “An Improved SIFT Matching Algorithm Based on 
Geometric Similarity”, in IEEE 5th International Conference on Electronics 
Information and Emergency Communication, 2015.  
 
[2]   Jian Zhao, Hengzhu Liu,Yiliu Feng, Shandong Yuan, Wanzeng Cai, “BE-
SIFT: a more brief and efficient SIFT image matching algorithm for computer 
vision”, in IEEE International Conference on Computer and Information 
Technology; Ubiquitous Computing and Communications; Dependable, 
Autonomic and Secure Computing; Pervasive Intelligence and Computing,2015. 
 
[3] Bing Zhong, Yubai Li, “Image Feature Point Matching Based on Improved 
SIFT Algorithm”, in  IEEE 4th International Conference on Image, Vision and 
Computing (ICIVC), 2019. 
 
[4] Hyun-Bin Joo, Jae Wook Jeon, “Feature-point extraction based on an im-
proved SIFT algorithm”, in 17th International Conference on Control, Automation 
and Systems (ICCAS), 2017. 

[5] Hao Tang, Feng Tang, “AH-SIFT: Augmented Histogram based SIFT 
descriptor”, in 19th IEEE International Conference on Image Processing, 2012. 
 
[6] Pan Xiao, Nian Cai, Bochao Tang, Shaowei Weng, Hang Wang, “Efficient 
SIFT descriptor via color quantization”, in IEEE International Conference on 
Consumer Electronics - China,2014. 
 
[7] Kavutse Vianney Augustine, Huang Dongjun, “Image similarity for rotation 
invariants image retrieval system”, in International Conference on Multimedia 
Computing and Systems, 2019. 
 



11 

[8] E.Regentova, S.Deng, “A wavelet-based technique for image similarity 
estimation” in Proceedings International Conference on Information Technology: 
Coding and Computing (Cat.No.PR00540), 2000. 
 
[9] Alexandra Gilinsky, Lihi Zelnik Manor, “SIFTpack: A Compact 
Representation for Efficient SIFT Matching”, in IEEE International Conference on 
Computer Vision, 2013. 
 
[10] Vineetha Vijayan, Pushpalatha Kp, “FLANN Based Matching with SIFT 
Descriptors for Drowsy Features Extraction”, in Fifth International Conference on 
Image Information Processing (ICIIP), 2019 
 
 
[11] Ratna Bhargavi V, Rajesh V, “Exudate detection and feature extraction using 
active contour model and sift in color fundus images”, in ARPN Journal of 
Engineering and Applied Sciences, Volume 10, Issue 6, 2015. 
 

[12] Routray S., Ray A.K., Mishra C., “Analysis of various image feature 
extraction methods against noisy image: SIFT, SURF and HOG”, in Proceedings 
of the 2017 2nd IEEE International Conference on Electrical, Computer and 
Communication Technologies, ICECCT 2017. 

[13] Patil J.S., Pradeepini G., “SIFT: A comprehensive”, in International Journal 
of Recent Technology and Engineering, 2019. 

[14] Koteswara Rao L., Rohni P., Narayana M., “Lemp: A robust image feature 
descriptor for retrieval applications”, in International Journal of Engineering and 
Advanced Technology, 2019. 

[15] Pande S.D., Chetty M.S.R., “Linear bezier curve geometrical feature 
descriptor for image recognition”, in Recent Advances in Computer Science and 
Communications, 2020. 

[16] Bulli Babu, R., Vanitha, V., Sai Anish, K., “Content based image retrieval 
using color, texture, shape and active re-ranking method”, in Indian Journal of 
Science and Technology, 2016. 

[17] Rao L.J., Neelakanteswar P., Ramkumar, M., Krishna, A., Basha, C.Z., “An 
Effective Bone Fracture Detection using Bag-of-Visual-Words with the Features 
Extracted from SIFT”, in Proceedings of the International Conference on 
Electronics and Sustainable Communication Systems, ICESC 2020. 

[18] Somaraj S., Hussain M.A., “A Novel Image Encryption Technique Using 
RGB Pixel Displacement for Color Images”, in Proceedings - 6th International 
Advanced Computing Conference, IACC 2016. 



16 

[19] Bhavana D., Rajesh V., Kumar K.K., “Implementation of plateau histogram 
equalization technique on thermal images”, in Indian Journal of Science and 
Technology, 2016. 

[20] Gattim N.K., Rajesh V., “Rotation and scale invariant feature extraction for 
MRI brain images”, in Journal of Theoretical and Applied Information 
Technology, 2014. 

 
[21] P. Vishal, L. K. Snigdha, Shahana Bano, “An Efficient Face Recognition 
System using Local Binary Pattern”, International Journal of Recent Technology 
and Engineering (IJRTE) ISSN: 2277-3878, Volume-7, Issue-5S4, February 2019. 
 
[22] Nikhitha P., Mohana Sarvani P., Lakshmi Gayathri K., Parasa D., Shahana 
Bano, Yedukondalu G. (2020) Detection of Tomatoes Using Artificial Intelligence 
Implementing Haar Cascade Technique. In: Bindhu V., Chen J., Tavares J. (eds) 
International Conference on Communication, Computing and Electronics 
Systems. Lecture Notes in Electrical Engineering, vol 637, Springer, Singapore. 

 

 

 

 

 

 

 

 

 


	coversheet_template
	SRI 2022 Detecting image similarity using SIFT (AAM)

