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Abstract—The healthcare sector has suffered from wastage 
of resources and poor service delivery due to the significant impact 
of appointment no-shows. To address this issue, this paper uses 
explainable artificial intelligence (XAI) to identify major 
predictors of no-show behaviours among patients. Six machine 
learning models were developed and evaluated on this task using 
Area Under the Precision-Recall Curve (AUC-PR) and F1-score 
as metrics. Our experiment demonstrates that Support Vector 
Classifier and Multilayer Perceptron perform the best, with both 
scoring the same AUC-PR of 0.56, but different F1-scores of 
0.91 and 0.92, respectively. We analysed the interpretability of the 
models using Local Interpretable Model-agnostic Explana- tion 
(LIME) and SHapley Additive exPlanations (SHAP). The outcome 
of the analyses demonstrates that predictors such as the 
patients’ history of missed appointments, the waiting time from 
scheduling time to the appointments, patients’ age, and existing 
medical conditions such as diabetes and hypertension are 
essential flags for no-show behaviours. Following the insights 
gained from the analyses, this paper recommends interventions 
for addressing the issue of medical appointment no-shows. 

Index Terms—Artificial Intelligence, AI, No-Shows, LIME, 
SHAP, XAI, Interpretable, Explainable, Machine Learning, 
Health Informatics, Health Analytics, Healthcare, Hospital 

 
I. INTRODUCTION 

Appointment no-shows have been a major concern for the 
customer-facing aspects of businesses across several indus- 
tries, including healthcare, education, beauty services, and 
banking. In healthcare, an appointment is regarded as a no- 
show when the patient misses the scheduled appointment time 
without prior cancellation or rescheduling. This can potentially 
lead to financial losses, inefficient resource allocation, incon- 
veniences to the healthcare providers and significant negative 
impacts on other patients who could have benefited from the 
wasted appointment slot. 

For example, in 2019, an annual loss of about $150 billion 
due to no-shows was recorded in the United States of America 
healthcare [1]. The report further highlights that every missed 
appointment costs a physician an average of $150,000 annu- 

ally. Similarly, in the United Kingdom’s National Health Ser- 
vice (NHS), about £1 billion of resources are wasted annually 
due to appointment no-shows [12]. Glauser [7] found that over 
20% of patients do not attend their scheduled appointments, 
further highlighting the severity of the issues of no-shows. 
Following a more data-centric report based on a history of no- 
shows, an average of 42% of medical appointments scheduled 
in advance become no-shows [11]. 

The healthcare sector has benefitted from digital trans- 
formation, leveraging technologies such as Artificial Intel- 
ligence (AI), machine learning, cloud computing and the 
Internet of Things (IoT) to optimise its value proposition. 
AI and machine learning have revolutionised the healthcare 
industry in different ways, including medical diagnoses, drug 
discovery, epidemic management, and automation of routine 
tasks. However, being a life-critical industry, AI and machine 
learning applications within the healthcare sector must be 
transparent, explainable and responsible [13]. Interpreting ad- 
vanced machine learning models has been a challenge due 
to their inherent black-box nature [8], making advancements in 
explainable AI (XAI) crucial for addressing these issues 
regarding interpretability. 

This paper seeks to investigate the potential causes of 
medical appointment no-shows and, based on its findings, make 
recommendations for improving patients’ attendance at 
appointments. Leveraging XAI, the research will identify the 
key red flags to no-shows, providing a transparent framework 
to enhance our understanding of factors influencing no-show 
behaviours. The outcome of this research will help to advance 
healthcare resource management and cut-down wastage. 

II. BACKGROUND OF STUDY 
XAI has emerged as a crucial component of AI and machine 

learning systems, making complex model decisions 
interpretable. This is particularly useful given the increasing 
adoption of artificial intelligence in critical sectors, including 
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healthcare, banking, aerospace, self-driving cars, and so on. 
Although complex machine learning models, such as deep 
learning, have been popular for their remarkable performances, 
the lack of rationale to support their decisions may hinder their 
adoption and confidence in the aforementioned sectors. 
Therefore, XAI seeks to demystify the black-box nature of ma- 
chine learning algorithms, making it possible for stakeholders, 
industry experts, and consumers to understand why the model 
made a particular decision. According to Islam et al. [10], 
methods such as Local Interpretable Model-Agnostic Expla- 
nations (LIME) and SHapley Additive exPlanations (SHAP) 
have been used for developing XAI models due to their high 
accuracy rates and robustness against noise. SHAP values offer 
a unified approach to feature attribution, calculating how each 
feature contributes to a prediction. A SHAP summary plot can 
visually represent the no-show’s feature importance for 
individual instances within the dataset. Each bar in the plot 
corresponds to a particular appointment feature, and the length 
of the bar signifies the SHAP value of the feature for that 
specific appointment. LIME provides local explanations for 
individual predictions, helping to bridge the gap between the 
inherent complexity of advanced models. A LIME plot displays 
the impact of individual features on the prediction of no-
shows in a diverging bar chart, which helps users understand 
how the model arrived at a particular decision. 

 
III. LITERATURE REVIEW 

 
A prescriptive framework proposed by Srinivas and Ravin- 

dran aimed to improve the performance of appointment sys- 
tems by optimising no-show appointment systems that inte- 
grate machine learning techniques [12]. This was achieved by 
developing innovative appointment scheduling rules that com- 
bined sequencing and overbooking policies by utilising elec- 
tronic health records and various patient information variables. 
However, they acknowledge that this study can be improved 
with the use of more informative metrics to determine the best- 
performing model such as the AUC-PR when dealing with 
imbalanced datasets. Blumenthal et al. suggest that analysing a 
patient’s history of non-adherence using Natural Language 
Processing (NLP) techniques can provide valuable insights for 
predicting adherence to colonoscopy appointments [3]. The 
study reported an area under the curve (AUC) value of 0.70, 
indicating moderate predictive performance. The sensitivity 
and specificity of the model were reported as 33% and 92%, 
respectively. However, the study highlights its limitation in the 
comprehensive understanding of predictors of no-shows and 
the generalisability of the findings to less-educated popu- 
lations. Elvira et al. explored the possibility of using Big Data 
and machine learning models to predict medical appointment 
no-shows [5]. The development of their predictive model was 
entirely based on variables attributed to target appointment, 
resulting in an Area Under the Curve (AUC) of 0.74. However, 
they acknowledge that the predictive model’s results can be 
enhanced, considering that the classifier presented in their 
study relies on patient and appointment data, which they 

believe may not have been adequately comprehensive for 
model development. 

In their study, Harvey et al. focused on predicting no- shows 
for patients with scheduled radiology examinations using 
Logistic Regression analysis [9]. The findings suggested that 
only 16 out of 27 variables were important predictors of no-
show behaviour, providing valuable insights for developing 
strategies to mitigate appointment non-attendance in radiology 
settings. A study by Alshammari, Almalki and Alshammari 
[2] aimed to predict no-show appointments by developing two 
machine learning models: Adaptive Boosting (AdaBoost) and 
Decision Tree. These models were trained on an open source 
dataset obtained from Kaggle and evaluated, resulting in the 
Decision Tree model outperforming AdaBoost with a precision 
of 0.89, recall of 0.86, an ROC of 0.88, and F-measure of 0.87. 
Their study suggests that younger male patients with morning 
appointments and no text message reminders are more likely to 
miss their appointments. 

The extensive body of research in healthcare, machine 
learning, and the ever-evolving field of XAI emphasises the 
pressing need to understand and mitigate the challenges of no-
show behaviour. However, little attention has been paid to 
utilising XAI to identify potential red flags of no-shows. This 
study investigates the key contributors of no-shows by 
exploring the application of explainable AI models such as 
LIME and SHAP. Additionally, the issue of class imbalance is 
very common in datasets, and this has led to the origination of 
class imbalance techniques such as the Synthetic Minority 
Oversampling Technique (SMOTE) where synthetic data is 
generated from the minority class to enable the models better 
recognise patterns [4]. As a result, the models are less biased 
towards the majority class, thereby providing more accurate 
results. The findings from this research will help hospitals 
strategize how best to minimise no-shows when they identify a 
potential red flag. 

IV. EXPERIMENT 

A. Data Description 

The data used for this study is open-source Brazil medical 
appointment data that is hosted on Kaggle. It comprises 
numerical and categorical variables, with 110,527 rows and 14 
columns. It comprises diverse patient demographics and 
appointment-related attributes, as described in Table I. Each 
row is a medical appointment, including features describing the 
patient and the appointment details. The target variable (no-
shows) indicates whether an appointment was attended or not. 
The dataset has a skewed distribution, with 80% of the patients 
adhering to their scheduled appointments and 20% not. This 
indicates that the data is imbalanced. An imbalanced dataset 
can potentially lead to algorithmic bias and poor gen- 
eralization, which will affect the performance of the models. 
We have used the synthetic minority over-sampling technique 
(SMOTE) to improve the data distribution. SMOTE has shown 
to improve model performances, this will be demonstrated later 
in the result section. SMOTE creates artificial or synthetic 



TABLE I 
DATA DICTIONARY 

 
Variables Data Description 
Number Missed The number of missed appointments by a patient 
AwaitingTime The duration(days) between missed appointments and the actual appointment day 
Age The age of the patient 
SMS recieved 1 SMS reminder sent to patient (1 – Yes) 
SMS recieved 0 SMS reminder sent to patient (0 – No) 
Diabetes 1 Does patient have diabetes (1 – Yes) 
Diabetes 0 Does patient have diabetes (0 – No) 
Scholarship 1 Did patient receive financial aid? (1 – Yes) 
Scholarship 0 Did patient receive financial aid? (0 – No) 
Gender F Patient gender is female 
Gender M Patient gender is male 
Alcoholism 1 Is patient an alcoholic? (1 – Yes) 
Alcoholism 0 Is patient an alcoholic? (0 – No) 
Hypertension 1 Does patient have high blood pressure? (1 – Yes) 
Hypertension 0 Does patient have high blood pressure? (0 – No) 
Handcap 1 Does patient have a physical disability? (1 – Yes) 
Handcap 0 Does patient have a physical disability? (0 – No) 
No-Show True – 1 or False - 0 

 
samples from the minority class, instead of duplicating existing 
sample instances of the data by generating [4]. 

B. RESULTS AND DISCUSSION OF FINDINGS 
This study uses evaluation metrics such as precision, re- call, 

AUC-PR, and F1-score to evaluate the performance of six 
machine learning models. In this study, precision is the 
proportion of predicted no-shows that are actual no-shows; 
recall measures the percentage of actual no-shows that are 
correctly predicted; AUC-PR evaluates the balance between 
precision and recall, focusing on the accuracy of predicting the 
positive class (no-shows); and F1-score provides a balanced 
evaluation of precision and recall. The two main evaluation 
metrics for the study are AUC-PR and F1-score. These two 
metrics provide a comprehensive assessment of the models’ 
performance, considering both the balance between precision 
and recall and their sensitivity to false positives. 

1) EVALUATION OF THE PREDICTIVE MODELS: Be- 
fore applying SMOTE, the six machine learning models 
responded to the class imbalance with high recall values, 
indicating a potential bias towards the majority class, as shown 
in Table II. To address this issue and enhance the models’ 
ability to handle the imbalance, SMOTE was employed. 

Following the application of SMOTE to the training dataset, 
this study tackled the issue of data imbalance, resulting in the 
Multilayer Perceptron model achieving a precision and recall 
of 0.96 and 0.88, respectively, as shown in Table III. This 
demonstrates the importance of addressing data imbalance and 
potential bias in models to enhance the overall perfor- mance 
of machine learning models. In comparison with the results 
achieved before the application of SMOTE technique, the 
models exhibit significant improvement, highlighting the 
impact of balancing techniques on the performance of machine 
learning models. The increased performance metrics, including 
accuracy, precision, recall, F1-score, and AUC-PR, signify the 
effectiveness of SMOTE in addressing the issue of class 
imbalance in the dataset. This enhances the models’ ability to 

capture patterns related to appointment no-shows and shows, 
thereby improving the models’ reliability and effectiveness in 
real-world applications within healthcare systems. 

C. APPLICATION OF EXPLIANABLE AI 
This section uses XAI techniques, namely, SHAP and LIME, 

to determine the variables contributing to appointment no-
shows. The use of XAI helps to explain why a model predicts 
if a patient might miss an appointment. Table IV summarises 
the consistent SHAP and LIME results for all models’ no-show 
predictors. 

1) SHapley Additive exPlanation (SHAP): A SHAP plot 
visually represents no-show features in order of importance for 
individual instances within the dataset. This plot illustrates how 
individual features contribute to a particular model predic- tion 
and ranks them in descending order of importance, with the 
most contributing features displayed at the top. Figure 1 shows 
this visual representation of a SHAP plot, with class 1 
representing no-shows and class 0 representing shows. 

The Logistic Regression model revealed that features such as 
“Number Missed”, “AwaitingTime”, and “SMS received” 
were among the most influential in predicting no-show be- 
haviours. From the interpretation of the patient’s predicted 
outcome, patients with a longer wait time between scheduling 
and the actual appointment day exhibited higher SHAP values, 
indicating an increased likelihood of a no-show. Notably, 
patients with a history of missed appointments are more likely 
to have higher SHAP values, suggesting a correlation between 
number of appointments missed and no-show probability. Ad- 
ditionally, “SMS received” emphasises the potential impact of 
communication through text messages on patient attendance in 
the Logistic Regression model, as patients who didn’t receive 
an SMS reminder of their appointment are more likely to 
convert to no-shows. In the Decision Tree model, SHAP high- 
lighted “Number Missed”, “AwaitingTime”, and “Age” as the 
most contributing predictors of no-shows’ behaviour. Patients 
with a history of missed hospital appointments and longer wait 



TABLE II 
SUMMARY OF MODELS PERFORMANCE BEFORE THE APPLICATION OF SMOTE 

 
Results Logistic Regression Decision Tree Support Vector Classifier Random Forest XGBoost Multilayer Perceptron 
Accuracy 80% 73% 80% 75% 80% 79% 
Precision 0.80 0.81 0.80 0.81 0.80 0.80 
Recall 1.0 0.86 1.0 0.89 0.99 0.99 
F1-Score 0.89 0.84 0.89 0.85 0.89 0.88 

 
TABLE III 

SUMMARY OF MODELS PERFORMANCE AFTER THE APPLICATION OF SMOTE 
 

Results Logistic Regression Decision Tree Support Vector Classifier Random Forest XGBoost Multilayer Perceptron 
Accuracy 83% 84% 84% 85% 85% 87% 
Precision 0.97 0.92 0.86 0.94 0.98 0.96 
Recall 0.81 0.88 0.96 0.87 0.83 0.88 
F1-Score 0.91 0.90 0.91 0.91 0.90 0.92 
AUC-PR 0.51 0.48 0.56 0.51 0.55 0.56 

 
TABLE IV 

SUMMARY OF KEY CONTRIBUTORS TO HOSPITAL APPOINTMENT NO-SHOWS USING XAI 
 

Machine Learning Models SHAP Features LIME Features 
Logistic Regression Number Missed, AwaitingTime, SMS recieved Number Missed, Hypertension, SMS recieved 
Decision Tree Number Missed, AwaitingTime, Age Number Missed, SMS recieved 
Support Vector Classifier Number Missed, AwaitingTime, Age Number Missed, Age 
Random Forest Number Missed, AwaitingTime, Age Number Missed, Age 
XGBoost Number Missed, AwaitingTime, SMS recieved Number Missed, Diabetes, Age 
Multilayer Perceptron Number Missed, AwaitingTime, Gender M Number Missed, Age, SMS recieved 

 
 

 
 

Fig. 1. Visual Representation of a SHAP Plot 
 
 
 

times between their scheduled day of appointment and the 
actual day of appointment resulted in higher SHAP values, 
suggesting an increased probability of a no-show. Similarly, the 
“Age” variable also has higher SHAP values compared to 
the existing variables. The Support Vector Classifier model 
highlights “Number Missed”, “AwaitingTime” and “Age” as 
significant contributors to no-shows, indicating that a patient’s 
history of missed appointments, age and a longer waiting time 
increases the chance of a patient missing a scheduled 
appointment. Random Forest revealed that features such as 
“Number Missed”, “AwaitingTime” and “Age” were the most 

influential features in predicting no-shows. 
Patients with a longer wait time between scheduling and the 

actual appointment day exhibited higher SHAP values, indicat- 
ing an increased likelihood of a no-show. Similarly, the “Age” 
tended to have higher SHAP values, suggesting a correlation 
between the age of patients and no-show probability. The 
XGBoost result highlights “Number Missed”, “AwaitingTime” 
and “Age” as the key factors for predicting no-show behaviour. 
The SHAP values indicate that patients with a longer wait 
between scheduling and appointment days are more likely to 
have a no-show behaviour than those who have a shorter wait. 
Similarly to other models, Multilayer Perceptron identifies 
“Number Missed” and “AwaitingTime” as important factors. 
The model also considers “Gender M” in the top three 
most dominant features in predicting no-shows. Moreover, an 
increase in SHAP values was observed for patients who had a 
prolonged wait between scheduling and appointment day. The 
higher SHAP values for “Gender M” suggest that the male 
gender is more likely to miss their scheduled appointment. This 
could introduce and reinforce the existing gender bias, thereby 
leading to unfair or discriminatory predictions. The research 
did not seek to explore the preceding issue further. 

Across all models, the SHAP plot identifies “Number 
Missed”, “AwaitingTime” and “Age” as the dominant flags for 
identifying no-show behaviour. “Number Missed” strongly 
correlates with no-show behaviour, implying that patients with 
a history of missing appointments are more likely to continue 
this behaviour. Similarly, “AwaitingTime” points to a higher 
probability of no-shows, meaning that prolonged lead times to 
scheduled appointments might contribute to no-shows. The 



SHAP values for the “Age” variable demonstrate that children 
and older patients are more likely to keep to their sched- 
uled appointments, while younger adults are more likely to miss 
their scheduled appointments. Identifying these common 
indicators gives healthcare facilities actionable insights for 
designing interventions and strategies to reduce no-show rates. 

2) Local Interpretable Model-agonistic Explanation 
(LIME): A LIME plot provides insight into the contribution of 
individual features in a machine learning prediction. Figure 
2 demonstrates the feature attribute for a patient, showing 
diverging bars where the most contributing features of no- 
shows are displayed on the right, and the most important shows 
are displayed on the left. The longer bars with higher values 
indicate a greater importance of the feature. The LIME plot for 
the Logistic Regression model predicts that this patient will 
miss their appointment with a 100% probability. 

 

 
Fig. 2. Visual Representation of a LIME Plot 

 
For the Logistic Regression model, “Number Missed”, 

“SMS received” and “Hypertension” are identified as the 
most contributing factors to no-show behaviours, meaning that 
a patient’s appointment history and medical conditions can 
underscore if the patient will attend a scheduled appointment. 
In the case of the Decision Tree model, LIME highlights 
“Number Missed” and “SMS recieved” as key flags for no- 
show behaviours. Similarly, LIME analysis of the Support 
Vector Classifier demonstrates that “Number Missed” as well 
as “Age” and “Alcoholism” are critical in predicting no- 
shows. While the history of a patient’s missed appointments 
and age indicates a high probability of no-shows, the extent of 
the relationship between a patient’s alcoholic status and no- 
shows would necessitate further investigation, maybe leverag- 
ing qualitative research. Based on LIME’s interpretation of the 
Random Forest model, “Number Missed”, “Age”, and “Al- 
coholism” are the dominant features for no-show behaviours. 
The XGBoost LIME result identifies “Number Missed” and 
“Diabetes 1” as influential factors to no-show behaviours, 
indicating that a patient’s history of appointments and medical 
conditions can help to inform if the patient will likely not at- 
tend a scheduled appointment. MLP, in line with other models, 
highlights “Number Missed”, “Age” and “SMS recieved” the 
key predictors of no-show. 

The LIME plot across all models highlights “Num- 
ber Missed” as a strong contributor of no-shows. This indi- 

cates that the probability of a patient missing scheduled ap- 
pointments increases with the number of missed appointments 
in the past. Additionally, several other features emerged as im- 
portant factors, although their influence varied among models. 
These features include “Age”, “SMS received”, and specific 
medical conditions like “Hypertension”, “Alcoholism” and 
“Diabetes 1”. The diversity of patient attributes illustrates the 
complexities of predicting medical appointment no-shows. 
However, it is important to note that “AwaitingTime” appeared 
to strongly contribute to a patient showing up for their sched- 
uled appointment. 

V. RECOMMENDATIONS 
Based on the top three contributors to no-shows, “Num- ber

Missed”, “AwaitingTime”, and “Age”, we propose the 
following recommendations to mitigate hospital no-shows. 

1) Implement automated reminder systems and educate 
patients on the repercussions of missed appointments on 
their health and the healthcare system. 

2) Optimisation of appointment scheduling and real-time 
updates on changes made to patients’ appointments to 
enable healthcare providers to manage the prolonged wait 
time and its potential negative impact on patients’ 
expectations. 

3) Tailor communication strategies based on age groups by 
utilising digital reminders for younger patients while 
employing phone calls or physical mail to ensure they 
receive appointment notifications. 

4) Adopt an integrated approach combining these recom- 
mendations and leveraging predictive machine learning 
models. Patient’s features and historical behaviours can 
be incorporated into these models to provide highly 
tailored interventions. 

5) To mitigate appointment no-shows requires continuous 
monitoring and continuous improvement of strategies, 
following feedback and further analysis. 

VI. CONCLUSION 
The issue of no-show appointments in healthcare has been 

reviewed in this paper. Based on the existing reports, appoint- 
ment no-shows with the healthcare sector result in significant 
financial implications and inefficient resource allocation. This 
paper uses machine learning to predict no-shows, leveraging 
model interpretability techniques such as SHAP and LIME 
to highlight red flags indicating potential appointment no- 
shows. Although this paper has made important findings, based 
on which strategies for managing appointment no- shows have 
been recommended, one here is that the paper is 
geographically and culturally restricted to Brazil, which may 
mean that the results of this paper cannot be generalised to other 
regions. Based on the preceding reason, we are looking to 
expand this work to include more diverse datasets that cut 
across various regions and healthcare settings. We will look to 
explore other more advanced machine learning techniques, 
especially in the context of unstructured datasets. Features such 
as “Number Missed”, “Age”, “SMS received”, 



“AwaitingTime”, and medical conditions have been identified 
as red flags for predicting no-shows. These insights are crucial 
for effectively improving hospital appointment attendance and 
consequently addressing the issues of resource wastage within 
healthcare. 
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