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A 

Abstract 
 
 
 

 

dvanced Persistent Threats (APTs) have been a major challenge in securing both In- 

formation Technology (IT) and Operational Technology (OT) systems. APTs are so- 

phisticated attacks that masquerade their actions to navigate around defenses, breach 

networks, often, over multiple network hosts and evades detection. It also uses “low-and- 

slow” approach over a long period of time. While APTs have drawn increasing attention 

from the industrial security community, recent security products are inadequate at help- 

ing companies defend against APTs attacks due to APTs’ prolonged, stealthy characteris- 

tics and sophisticated levels of expertise and significant resources. The current APTs best 

practice requires a wide range of security countermeasures resulting in a multi-step detec- 

tion approach which opens new research directions. The detection of a single step of APT 

lifecycle does not infer detection of a complete APT full scenario. The accurate detection 

and prevention of APT in real time is an ongoing challenge. 

This research aims to investigate APT attack detection and develop a novel multi-step 

APT attack detection framework to detect APT attack steps. An APT steps analysis and cor- 

relation framework termed “APTDASAC" is proposed. This approach takes into considera- 

tion the distributed and multi-level nature of industrial control system (ICS) architecture 

and reflects on multi-step APT attack lifecycle. The implementation is carried out in 

three stages: stage one is “Data input and probing layer”, this involves data gathering 

and pro- cessing; the second stage is “Data analysis & Correlation layer”, this stage applies 

the core process of APTDASAC to learn the behaviour of attack steps from the sequence 

data, corre- late and link the related output; and stage three “Decision layer”, the 

ensemble probability approach is utilized to integrate the output and make attack 

prediction. The framework was validated with four different datasets and four case 

studies: i) network transactions between a remote terminal unit (RTU) and a master 

control Unit (MTU) in-house super- visory control and data acquisition (SCADA) gas 

pipeline control system, ii) a case study of command and response injection attack, iii) a 

scenario based on network traffic containing hybrid of the real modern normal and the 

contemporary synthesized attack activities of the network traffic and iv) APT_alerts - a 

historic record of APT alert generated through a monitored network. The system achieved 

the probability average prediction accuracy of 86.73%. It also achieved a significant 

detection_rate of 93.50%, 80.98%, 85.19%, & 80.90% for each individual APT lifestyle 

detectable steps (A, B, C,& D). Experimentally, APTD AS AC achieved a significant attacks 

detection capability and demonstrated that attack detection techniques applied that 

performed very well in one domain may not yield the same good result in another 

domain. This suggests that robustness and resilience of operational systems state to 

withstand attack and maintain system performance and resilience are de- termined by the 

safety and security measures in place, which is specific to that system in question. 

 

Keywords: Advanced Persistent Threats, Cyber Attacks, MITRE ATT&CK, Intrusion, 

Detection, Techniques. 
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In this chapter, the evaluation of APTDASAC is introduced and the achieved results are
discussed. The evaluation metrics used were also mentioned. A comparison of this

APTDASAC developed system and it’s performance to implemented ML in four different
domains and other existing proposed systems were also provided.

6.1 Evaluation Metrics

Conventionally, accuracy is usually used as a traditional way of classification perfor-
mance measure. As mentioned by Yanmin et. al in [279]. Using accuracy as a metric

measure is not appropriate when dealing with multi-class events data since the minor-
ity class may have little or no contribution when compared to majority classes toward
achieved accuracy.

Proposition 4: Evaluation Metrics Used

For this reason, precision, recall, f1-score, overall accuracy, area under the curve
(AUC ) receiver operating characteristic (ROC ) and confusionmatrix are utilized to
validate the approach of using RNN variants for APT detection system "APTDASAC"

proposed in this thesis to get a clearer understanding of the output. All the metrics
calculation are based on true positive (T P ), true negative (T N ), false positive (F P ),
false negative (F N ), Loss and confusion Matrix.

1. T P - abnormal instances correctly predicted as abnormal.

2. T N - normal instances correctly predicted as normal

3. F P - normal instances incorrectly predicted as abnormal
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Chapter 6. Evaluation Results

4. F N - abnormal instances incorrectly predicted as normal

5. Confusion Matrix - is a useful tool, good and simple matrix used in this thesis to get
a general overview of model performance (see: Code Snipet [C.6]).

TABLE 6.1: The Confusion Matrix Description for Multiple Classes: with
letter A–E representing each class of the detectable classes as contained
within the APT_alerts_dataset.db, NGP_5 and KDDcup’99 datasets used.
Additional columns and rows are required to generate confusion matrix

for NGP_6 and UNSW-NB15 dataset (not shown on this table).

Predicted

Actual

A B C D E

A T P A E AB E AC E AD E AE

B EB A T PB EBC EBD EBE

C EC A EC B T PC EC D EC E

D ED A EDB EDC T PD EDE

E EE A EEB EEC EED T PE

6. Precision (P) - is the ability of a classificationmodel to identify only the relevant data
points, that is the ratio of T P records over the sum of T P & F P . P can be calculated
using Equation (6.1).

P =
T P

(T P +F P )
(6.1)

7. Recall (R) – is the ability of a model to find all the relevant cases within a given data,
that is the ratio of the T P records over the sumof T P & F N , as illustratedwith Equa-
tion (6.2). Recall is also referred to as probability of detection, true positive rate
(T PR) or sensitivity (S).

R =
T P

(T P +F N )
(6.2)

8. f1-score (f1) - is referred to as the weighted average of precision and recall, that is the
harmonic mean of precision and recall of a class in one given metric. f 1 is repre-
sented as Equation (6.3), the weight parameter is denoted by β2 and is usually set to
1 by default, it measures the trade-off between recall and precision.

f 1=
(1+β2).P .R

β2P +R
(6.3)

9. AUC-ROC curve - the precision-recall curve shows the trade-off between P & R at dif-
ferent threshold settings, where AUC measures the degree of separability and ROC

represent the probability curve. It is also a useful technique for visualising model
output, organising and selecting classifiers based on their performance as described
in [299]. A highAUC represents both highR and highP , where highP relates to a low
false positive rate (FPR), and high R relates to a low false negative rate (FNR). High
scores for both P & R show that the model is returning accurate results P , as well as
returning a majority of all positive results R. An ideal model with high P and high R

will return many results, with all results labelled correctly. The AUC-ROC curve can
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also be used as a scalarmeasure rather than the higher the AUC value, the better the
model as highlighted in [276].

AUC =
1+T Pr ate −F Pr ate

2
(6.4)

10. Overall Accuracy (OaAcc) - measures the rate of the correctly classified class in-
stances of all the classes (attacks and normal). An overall classification performance
is an important performance matrix require to evaluate the overall model perfor-
mance rate, it can be calculated as represented in Equation (6.5).

Oa Acc =
(T P +T N )

(T P +T N +F P +F N )
(6.5)

6.2 Experimental Evaluation of APTDASAC Setup

To evaluate the performance of the implementedmodel "APTDASAC", JupyterNotebooks,
Python language, Keras, and Scikit-learn libraries tools built on top of NumPy, SciPy,

Matplotlib libraries and pandas for data processing & result display were used. Themodel
application focused on identifying different techniques used at different stages of APT life-
cycle during APT attack scenario to exploit and attack their target.

Due to the imbalance nature of the implementation data, which reflected to the nature
of APT steps distribution scenario, the implemented model interest was on reducing the
Type I error (FPR) & Type II error (FNR) of each individual attack step as to achieve the
highest posible detection rate for that particular attack class. Thus, both Precision and
Recall metrics measure are considered to derive the f1-score for the implemented model
performance.

Precision metric which is also referred to as positive (+ve) prediction value (PPV) is
employed to determine the actual predicted positive values out of all the total predicted
positive result. Example: given step “3”, how correct does it predict step “3”. Recallmetric,
also referred to as TPR or sensitivity is applied to calculate, out of the total predicted actual
values, how often or howmany values were correctly predicted positively. Example: given
a rare attack step “3”, how often does the model predict the given step “3” ? Hence, f1-

score is considered as all the implementation datasets are imbalance data in nature, thus
the reason for considering f1-score to find the harmonicmean of both Precision andRecall

.

6.3 Evaluation of Application Domains

Four different case studies as implemented will be discussed where the framework has
been used to detect attack steps. The first case study involves the use of the framework

in the detection of cyber-attack data injection attack activities in SCADA gas pipeline Sys-
tems. The second study is on KDDCup’99 data that contains a wide variety of intrusions
activities simulatedwithinmilitary network environment. The third scenario usedUNSW-
NB15 data containing a hybrid of real modern normal and contemporary synthesized at-
tack activities of the network traffic. In the fourth experiment, APT_alerts_dataset.db, a
simulated data which contains a historical record of APT attack steps, built from a moni-
tored network over six months period is utilized.
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Chapter 6. Evaluation Results

The detailed description and sources of all the used datasets are given in Section [3.5].
The t-SNE (t-distributed Stochastic neighbor embedding) 3D data visualization of each
of the first three datasets records’ distribution are shown in Figure [6.1]. All features as
contained within each case data were used as input vector with 67% as train set and 33%
as test set, ensuring an even distribution of alerts steps for the four cases.

(A) NGP Dataset (B) UNSW-NB15 Dataset

(C) KDDCup’99 Dataset

FIGURE 6.1: t-SNE 3D Visualization Projection of NGP, UNSW-NB15 and
KDDCup’99 Datasets Records Distribution

The t-SNE techniques is employed to visualize the similarity data that is capable of
retaining the local data structure, and to understand some importance of the used ex-
perimental dataset’s global structure in high-dimensional data plane, thereby projecting
it into low-dimensional 3D space. This is achieved by giving each data point a location
in a three-dimensional map as the case of this work. This technique for data visualiza-
tion is applied as it helps to alleviate both the crowding data point problem for multiple
classes and the optimization problems of SNE (Stochastic Neighbor Embedding [300]) as
illustrated in [301]. This makes it extremely useful for this thesis as it is a nonlinear di-
mensionality reduction tool, although it was not used as a tool to perform dimensionality
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6.3. Evaluation of Application Domains

reduction for the proposed model training set.

A closer observation of Figure [6.1] produced by applying the t-SNE technique, reveals
the natural classes in each of the dataset by representing the one-dimensional manifold
of viewpoints as a closed loop. The t-SNE distorts the loop of objects which look similar
from the front and the back by mapping nearby points. Some of this produced cluster
may contain some data points that are clustered with the wrong class. Although most of
these points correspond to distorted points for which many are difficult to identify (data
points for rare attack event). This highlights the issue of correctly detecting and classifying
classeswith fewer records forminority classes. The visualization of high-dimensional data
is an important problem inmany different domains, and deals with data of widely varying
dimensionality [301].

6.3.1 Case Study One Evaluation – Application to The New Gas Pipeline Control

System Dataset

In the first experiment, APTDASAC was applied to a simulated data containing attacks and
normal network behaviour froma laboratory scale industrial control system; a gas pipeline
control system in form of .arff file. This data contains network transaction captured over
serial line that contains network information (e.g., time stamp, station address, etc), pay-
load information (e.g., system control and state information) and label (e.g., binary, cate-
gories, and specific mode identifier).

As part of this study in [52], the focus was on command injection (CI) attack (attack
type that alters the system behaviour through injection of false control and configuration
commands into a control system) and response injection (RI) attacks (this type of attack
modifies the response from server to client, thereby providing false information about sys-
tem state). Amulti-stage approach based onDL techniques was applied. This approach is
validatedwith two case scenarios; a network transactions between a RTU&MTU in-house
SCADA gas pipeline control system and a case study of command and response injection
attacks detection. This implemented approach achieved competitive attack detection ca-
pability with 0% FAR and TPR of 96.50%.

Thiswas investigated further in [5], where stacked ensemble-LSTMvariants forAPTDASAC

framework were applied. This approach combines networks’ results as to optimize attack
detection rate and achieved overall averagemean detection accuracy and validation aver-
age accuracy of 85%.

The performance classification report on NGP data are shown in Figures [6.2] and
[6.3]. Where Figure [6.2], is the result of experiment that focused on the main four de-
tectable types of attack as contained within the data which aligns to four detectable steps
of APT lifecycle. Figure [6.3], is the report derived when the categorical attacks as con-
tained in NGP dataset is considered as APT steps, grouped into five steps of APT to align
with APT lifestyle as explained in Figure [2.1.3].
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(A)

(B)

(C)

FIGURE 6.2: Classification report for all the algorithms on NGP_5 dataset
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(A)

(B)

(C)

FIGURE 6.3: Classification report for all the algorithms on NGP_6 dataset
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6.3.2 Case Study Two Evaluation – Application to KDDCup’99 Dataset

In the second experiment, KDDCup’99 datawhichwas createdwith the intent of researchers
to test viable IDS for effectiveness was used to establish the classification and detection
capability of this model in identifying attacks and to correctly classify individual attacks
to their attack step.

Although, this dataset has played a vital part in research community for evaluating
computer network IDSPs and as a benchmark dataset for other researchers to compare
and validate results, this data was found to contain unintended patterns which has led to
algorithms to easily learn differences among patterns, making the detection rate very high
as can be seen in this study classification report represented in Figure [6.4]. All the data
features were used as input vector, trained on full set, and evaluated with the full test set.

Study in [51], applied an approach based on DL models which includes RNN vari-
ants algorithms and ML models on KDDCup’99 data. The achieved results indicates that
DL based model seems to be more efficient when compared with result derived fromML
based models as implemented on this study. However, the study did not consider the im-
balanced distribution of rare attack activities, which may affect detection / classification
rate. During the training, it was observed that the RNN variants seem to be more suit-
able when classifying high-frequency attacks and also the low frequency attacks with very
low detection capability, achieving 62.50%, 56.20% and 37.50% for LSTM, GRU and RNN
respectively on multi-attack step classification, while achieving a very high average accu-
racy of 99.99% for RNN variants on differentiating detectable attack steps from normal
network activities (see Tables [3.7]-[3.8] of Chapter [2].

6.3.3 Case Study Three Evaluation – Application to UNSW-NB15 Dataset

The third experiment used The UNSW-NB15 dataset to establish the classification and
detection capability of the proposed framework, "APTDASAC framework" in identifying a
single detectable attack step, able to correctly differentiate normal network & attack con-
nection records, and categorize these attacks to their attack step. The achieved classifica-
tion report of this case study is shown in Figure [6.5].

Study in [1], explored the applications of heterogeneous ensemble approach and SMOTE
data resampling technique with focus on capturing the rare attack and achieved a maxi-
mum average mean accuracy of 81.02% with a significant validation loss for UNSW-NB15
data. Applying data resampling to provide a balanced data distribution, ranging from
under-sampling over-sampling, or combination of both techniques to improve overall de-
tection rate. Other examples of such techniques are one-versus-one approach (OVO) and
one-versus-all approach (OVA) based on decomposition schemes [276].

Attackers utilizesmultiple attack tactics to deliver an attack on their target. Thismulti-
ple attack tactics leads to generation of uneven distribution of attack payload information
among examples of different attacks. Learning from imbalance data distribution inmulti-
attack detection and multi steps classification problem, poses a significant challenge for
detection algorithms based on ML, especially in detecting the rare attack steps. Studies
based on ensemble supervised learning and problem decomposition with cost-sensitive
learning are still an active research field inML community as demonstrated by the authors
[272], [273] and [274].
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(A)

(B)

(C)

FIGURE 6.4: Classification report for all the algorithms on KDDCup’99
dataset
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(A)

(B)

(C)

FIGURE 6.5: Classification report for all the algorithms on UNSW-NB15
dataset

116



6.3. Evaluation of Application Domains

6.3.4 Case Study Four Evaluation – Application to APT_alerts_dataset.db

In this fourth experiment, APTDASAC was applied to a simulated record of malicious con-
nection of data generated through amonitored network, thenwritten into a log and stored
as .db file. This data contains eleven different types of alerts of which eight alerts out of
eleven are detectable alerts representing a single step of APT lifecycle. These eight alerts
(disguised_exe_alert, hash_alert, domain_alert, ip_alert, ssl_alert, domain_flux_alert, scan_alert,
tor_alert), belong to one of the four detectable steps of APT lifecycle, which are; step 2, step

3, step 5 & step 6, mentioned in Sub-section [3.5.1]. The APT_alerts_dataset.db data was
used to demonstrate the capability of the designed framework to detect each detectable
step of APT attack step, thus highlighting APT campaign.

This implemented approach achieved competitive attack detection capability of 96.90%
TPR & 0.04% FPR. The approach achieved an overall average mean detection accuracy of
86.73%. Further investigation with ML-based approach applied achieved TPR of 87.80%
and average overall accuracy of 68.00%. The detectable steps performance report shown
in Figure [6.6], where Figure [6.6a], is the result derived from application of APTDASAC ap-
proach to detect every single alert representing each step of detectable APT attack as con-
tained within the data which aligns to the four detectable steps represented in Figure [6.7]
of APT lifecycle. Figure [6.6b], is the report derived when ML-based approach were ap-
plied to further investigate it’s detection capability with this approach applied.

(A) Detectable steps report - APTDASAC

(B) Detectable steps report - ML-DT

FIGURE 6.6: Result report for APTDASAC & ML-DT on APT_alert_dataset
Records
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FIGURE 6.7: Four Detectable APT_ALert Steps

6.3.5 Individual Detectable Steps Evaluation Result

Figure [6.8], contains the output derived from detecting each individual detectable attack
steps when APTDASAC framework was implemented on APT_alerts_dataset.db. The confu-
sion matrix shown in [6.8a,] shows the predicted and the actual true identified value of all
the four detectable attack steps. This confusion matrix was used to calculate the TN, TP,
FN, & FP numbers used to evaluate the precision, recall, f1-score and the AUC_ROC curve

as shown in Figures [6.8b] & [6.8d] respectively. The achieved results are summarized in
Table [6.2].

From the confusion matrix, we can see that the number of correctly classified dis-

guised_exe_alert, belonging to detectable Step A of APT lifestyle (as in Table [4.2]) is 935
out of 1000 alerts, resulting to individual Detection_rate of 93.50% for Step A. Precision &

ROC curve of 95.00%, with 94.00% for Recall & f1-score achieved. For ip_alert belongs to
detectable Step B, 80.98% Detection_rate were achieved. Correctly predicted number of
741 out of 915 alerts, with Precision & ROC curve, of 82.00% & 86.00% respectively, 81.00%
for Recall & f1-score respectively were achieved.

For scan_alert belongs to detectable Step C, 85.19% Detection_rate were achieved.
Correctly predicted number of 345 out 405 alerts, with Precision, ROC curve, Recall &

f1-score of 87.00% & 92.00%, 85.00% & 86.00% respectively were achieved. For tor_alert

belongs to detectable Step D, 80.90% Detection_rate were achieved. Correctly predicted
number of 485 out of 597 alerts, with Precision, ROC curve, Recall & f1-score of 77.00%
& 87.00%, 81.00% & 79.00% respectively were achieved. Although, there are few missed
point as can be seen on the confusion matrix. Computing the probability of detecting
each APT step, the individual Detection_rate of these detectable steps (A, B, C,& D), of
93.50%, 80.98%, 85.19%, & 80.90% achieved are commendable. The proposedmodel did
very well, especially in detecting disguised executable file attack, thereby demonstrating
the capability of the designed framework to detect each individual detectable step of APT
attack step, thus highlighting APT campaign.
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(A) Detectable steps ConfusionMatrix (B) Individual detectable step detection

(C) Detectable steps evaluation report (D) Detectable steps AUC-ROC curve

FIGURE 6.8: Individual Detectable Steps Detection Result

TABLE 6.2: Summary of each individual detectable steps detection re-
sult of implementing APTDASAC on APT_alerts_dataset.db evaluation. The
mean average Precision, Recall, f1-score, AUC_ROC curve and overall De-

tection_rate of each individual detectable steps recorded against each
step. The metrics parameter with best result for each individual step re-

sult are written in bold text.

Summary of Individual Detectable Steps Detection Result

Detectable Steps Precision (%) Recall (%) f-1 score (%) AUC_ROC(%) Detection_rate(%)

disguised_exe_alert
(Step A)

95.00 94.00 94.00 95.00 93.50

ip_alert
(StepB)

82.00 86.00 81.00 82.00 80.98

scan_alert
(StepC )

87.00 85.00 86.00 92.00 85.19

tor_alert
(StepD)

77.00 81.00 79.00 87.00 80.90
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6.4 Performance Evaluation of APTDASAC

The evaluation experiments were performed to test the developed APTDASAC frame-
work in terms of effectiveness and detection capabilities in four different domains.

This study considered the potential vulnerabilities to data injection cyber attacks of gas
pipeline, enterprise network, military environment network activities and a simulated
APT steps alert data.

Developed an attack detection algorithm based on stacked ensemble-RNN variants
approaches to evaluate the network transactions between RTU and MTU within SCADA-
based gas pipeline and data communication between the system components informa-
tion flow. These algorithm are used to detect and identify different types of attack repre-
senting attack steps such as interruption attack (DoS attack) used to block all communi-
cation between two system nodes. The capability of the framework to detect every single
detectable step of APT attack steps mentioned in Sub-section [3.5.1], as to determine the
possibility of a full APT scenario is also evaluated as described in Sub-section [6.3.4] (the
fourth case study of the application domains).

The description of the proposed APTDASAC framework is presented in Chapter [4]. The
implementation approach including the implementation setup, the hyperparameters &
parameter settings used, programming language, tools utilized and the implementation
algorithms of each stages of the model are described in Chapter [5]. The model was
trained on every dataset for each case and validated with every related dataset, record-
ing the mean average Precision, Recall, f1-score, and overall average accuracy on Table
[6.3]. The TPR, FPR, f1-score, & micro/macro-ave_roc curve recorded on Table [6.4] and
macro f1-score, error, f1-score, and Overall average model accuracy on Table [6.5].

TABLE 6.3: Summary of the Average Result Report of all Algorithms on
NGP_5, NGP_6, UNSW-NB15 and KDDCup’99 Datasets Evaluated. With
mean average Precision, Recall, f1-score, and overall average accuracy
recorded for different problem domains networks cross evaluation. The
metrics parameter with best result for each individual algorithm are writ-

ten in bold text.

Summary of Average Result Report on the Four Evaluated Datasets

Dataset Algorithms Precision (%) Recall (%) f-1 score (%) Overall_average accuracy(%)

NGP_5
RNN variants 88 86 82 86
APTDASAC 88 86 82 86
ML-DT 77 66 70 66

NGP_6
RNN variants 88 86 82 86
APTDASAC 88 86 81 86
ML-DT 95 95 95 95

UNSW-NB15
RNN variants 83 82 80 82
APTDASAC 83 82 80 82
ML-DT 77 76 75 76

KDDCup’99
RNN variants 100 100 100 100
APTDASAC 100 100 100 100
ML-DT 100 100 100 100

APT_alerts_dataset.db
APTDASAC 87 87 87 87
ML-DT 56 68 61 68
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TABLE 6.4: Overall Summary Result of all Algorithms on NGP_5, NGP_6,
UNSW-NB15 and KDDCup’99 Datasets. With TPR, FPR, f1-score, and
micro/macro-ave_roc curve recorded for different problem domains net-
works cross evaluation. The metrics parameter with best result for each

individual algorithm are written in bold text.

Summary Result of all Aglorithms on the four Evaluated Datasets

Datasets Algorithm TPR (%) FPR (%) f1-score (%) micro / macro-ave_roc curve

NGP_5
RNN variants 96.12 0.31 82.07 0.91 /0.72
APTDASAC 96.28 0.62 82.01 0.91 /0.72
ML-DT 46.26 11.01 69.52 0.79 / 0.77

NGP_6
RNN variants 97.87 0.32 81.97 0.92 / 0.76
APTDASAC 97.41 0.00 81.45 0.92 / 0.76
ML-DT 97.61 1.42 94.6 0.97 / 0.94

UNSW-NB15
RNN variants 86.99 1.75 79.8 0.89 / 0.80
APTDASAC 88.18 2.15 79.57 0.89 / 0.80
ML-DT 31.84 7.05 75.02 0/86 / 0.78

KDDCup’99
RNN variants 99.98 0.08 99.93 0.93 / 1.00
APTDASAC 99.98 0.05 99.93 0.96 / 1.00
ML-DT 99.99 0.05 99.92 0.95 / 1.00

APT_alerts_dataset.db
APTDASAC 96.90 0.04 99.93 0.96 / 0.91
ML-DT 87.80 3.38 99.92 0.82 / 0.80

6.5 Results and Discussion

Each attack type within each dataset was split into train and test at 67% and 33%, ensur-
ing an even distribution of each attack step labels for the four cases, then utilizing the

hyperparameter settings as outlined in Section [5.2]. Each model is trained over a total of
300 epochs with exception of the fourth case scenario that was trained over 100 epochs.
To validate this approach for detecting APT step attacks, the chosen statistical metrics
highlighted in Section [6.1] are calculated to (i) evaluate the ability of this approach to ac-
curately detect and identify an abnormal network as an attack step, (ii) check the ability
of this model to detect different type of attack steps and correlate these attack steps to
accurately (iii) get a clearer understanding of the output, and (iv) then deduce the actual
overall performance of the model if compared to other existing approach in highlighting
APT campaign.

TABLE 6.5: Themacro f1-score, error, f1-score, and Overall average model
accuracy recorded for the different problem domains networks cross eval-
uation on these different sets. The first two metrics parameter with best
result for each metrics against each dataset are written in bold text.

Probability Result of the ensemble model on the four different dataset used

Dataset macro f1-score (%) Loss (%) Val_Loss (%) Overall accuracy (%)

NPG_5 63.58 0.32 0.32 86.3
NPG_6 68.05 0.32 0.32 86.36
UNSW-NB15 65.42 0.42 0.42 82.19
KDDCup’99 94.08 0.01 0.01 99.92
APT_alerts_dataset.db 94.08 0.69 0.69 86.73
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The report on Figures [6.2]-[6.6] gives the account of implementing APTDASAC on the
four case studies. The measured matrix values are also recorded in Tables [6.3]-[6.5]. As
can be seen from the recorded results, all the implemented algorithms returned high av-
erage accuracy and detection rate for the four cases in identifying attack steps and clas-
sifying these attack step types. The average overall result from the proposed model result
were also compared to ML-based model result in Sub-section [6.5.1].

Although, each algorithm returned a competitive average detection rate with insignif-
icant FPR and validation loss, it was observed that most of the implemented algorithm
appear to be suitable for identifying high-frequency attack steps with less detection ca-
pability for the low-frequency attack steps as it returned low detection rate. It was also
observed that, each of these algorithm’s result is slightly different in each case study. All
the generated Confusion Matrices used for all the experimental reports calculation are
shown in Figures [6.9], [6.12], [6.15], [6.18] and [6.21].
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(A) (B)

(C) (D)

(E)

FIGURE 6.9: Four Main Attack Types and Normal Records for NGP Data
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(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE 6.10: Validation Accuracy and Loss rate against Epochs for NGP
Dataset
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(A) AUC-ROC curve of all classes - LSTM (B) AUC-ROC curve for class 3 - LSTM

(C) AUC-ROC curve of all classes - APTDASAC (D) AUC-ROC curve for class 3 - APTDASAC

(E) AUC-ROC curve of all classes - ML-DT (F) AUC-ROC curve for class 3 - ML-DT

FIGURE 6.11: The visual Representation of AUC-ROC graph for all the
main four attack types and normal records for of all the classes and mi-

nority “class 3" for NGP dataset
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(A) (B)

(C) (D)

(E)

FIGURE 6.12: Confusion Matrix of NGP_6 Dataset Records
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(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE 6.13: Validation Accuracy and Loss rate against Epochs for NGP_6
Dataset

127



Chapter 6. Evaluation Results

(A) AUC-ROC curve of all classes - LSTM (B) AUC-ROC curve for class 3 - LSTM

(C) AUC-ROC curve of all classes - APTDASAC (D) AUC-ROC curve for class 3 - APTDASAC

(E) AUC-ROC curve of all classes - ML-DT (F) AUC-ROC curve for class 3 - ML-DT

FIGURE 6.14: The visual representation of AUC-ROC graph for all the at-
tack types and normal records andminority “class 3" for NGP_6 dataset
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From the first case study of Sub-section [6.3.1], two experiments were conducted. The
classification report shown in Figures [6.2]-[6.3], contains the individual precision, recall

and f1-score of each attack categories, where the average weighted precision, recall and f1-

score are 88%, 86%, & 82% respectively for APTDASAC and 77%, 66%& 70% forML-DT algo-
rithm from the first experiment. While obtained 88%, 86% & 81% on NGP_6 dataset with
overall probability average prediction accuracy of 86.30% & 86.36% with loss as 0.32%

shown on Table [6.5] for both experiments. ML-DT achieved weighted average precision,

recall and f1-score of 95% on the second experiment. Since the main interest is to capture
all the individual attack steps, it can be seen that out of the total predicted actual values
of each of the individual attack, the model was able to correctly predict an overall average
weighted recall of 86% for which 88%were actually predicted as attacks. However, a closer
observation of the individual precision and recall of each of the algorithms indicates that
the model did struggle to correctly identify response_injection, even though it achieved
100% precision when considering four ICS attack types as contained within the dataset.

Further investigation into case study one of Sub-section [6.3.1], with the validation
accuracy plotted against loss rate represented in Figures [6.10] and [6.13] and the plot-
ted AUC-ROC, shown in Figures [6.11] and [6.14] for the first and second experiments
shows a clear overview of the overall performance as can be visualized in these Figures.
Although, there are some noticeable spikes in some of these validation accuracy or loss
against epochs graph as shown in Figures [6.10] and [6.13]. However, considering the indi-
vidual ROC curve achieved, which is above 50 percentile, andwithmicro &macro-average
ROC curve of 91%& 72% respectively obtained, indicates that themodel performs well for
each individual attack step since the average ROC curve is above 50%.

In the second case study [6.3.2], the generated Confusion Matrix [6.15] of this case
study shows the predicted values and the actual true values of all the four attacks group
and normal instances of the data for each of the implemented algorithms. The visual ob-
servation of the individual Figure [3.11], shows a clear picture of the number of instances
of the R2L, U2R and Probeswith lower connection recordswhile DOS and normal network
event appear to havemore frequency connection records. Those group withmore records
are learnt properly without confusing their identity while those with fewer connection
records during training did not show good true positive rate and precision as it was had
to identify them. This shows the difficulty in capturing rare attack type with low network
records. The dataset contains many examples for "neptune" that belongs to DOS attack
type, "satan" attacks belongs to Probe, and "normal" but fewer examples of the others.

The implementedmodel was able to achieve a significant precision, recall, f1-score and
overall average accuracy of 100% with TPR of 99.98% and FPR of 0.05%. Also, achieved a
macro/micro average roc of 96%/1.00 and an overall average prediction accuracy of 99.92%,
which indicates a goodmodel performance result. However, as pointed out earlier in 6.3.2,
this data contains unintendedpatternswhichmay have contributed to algorithms to learn
differences among patterns so easily, making the results and the detection rate very high
as presented in Tables [6.3], [6.4] and [6.5].

Figure [6.16] is the generated validation accuracy plotted against loss rate, while Fig-
ure [6.17] is the generated AUC-ROC curve from the experiment showing the consolidated
individual single graph representing the respective AUC curve graph. However, consid-
ering the individual ROC curve achieved, with 82% lowest ROC curve for class 4, and
micro/macro-average ROC curve of 100% & 96% respectively. These results indicates that
the model performed very well for each individual attack step. Substantially, this may be
largely attributed by the unintended patterns, which may have contributed to algorithms
learning the differences among patterns so easily which resulted to high AUC-ROC curve.
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The authors in [1], acknowledged theneed to investigate application of data re-sampling
techniques to manage imbalance data distribution (third case study), to ascertain the im-
pact of applying SMOTE oversampling techniques with focus on detecting the minority
rare attack class “Worms” among the multi-class attacks samples. Applying SMOTE tech-
niques did slightly improve the overall average detection rate ofWorms attack from 0.03%,
0.06% & 0.09% to 32.50%, 35.50% & 23.2% for the individual algorithms implemented.

While the ROC curve of minority class of interest “Worms” also improves from 50% to
59%, withmicro &macro-average ROC curve of 73% and 65% respectively, andmaximum
average mean accuracy of 81.02%. However, the achieved results are still below average,
this demonstrate that uneven data distribution as discussed by arthur’s in [279], [242] and
[280] is not the only factor that could impact model performance since high classification
error discussed in [242], also contributed to the poor model performance as presented in
[1].

Nevertheless, in this third case study, stacked ensemble-RNN variants for APTDASAC

approachwere implemented onUNSW-NB15datasetwithout any re-sampling techniques
applied to establish the capability of this model to detect each individual attack within an
enterprise environment. Figure [6.5], gives report account of implementing APTDASAC on
the case study three [6.3.3], showing the individual precision, recall and f1-score of each
attack categories, where the average weighted precision, recall and f1-score are 83%, 82%,
& 80% respectively for APTDASAC and 77%, 76% & 75% for ML-DT algorithm, with overall
probability average prediction accuracy of 82.19% and loss of 42% shown on Table [6.5].

Also implemented the same approach with ML-based approach by replacing, stacked
ensemble-RNNvariantswithML-DTalgorithmonUNSW-NB15data, and achieved 75.02%
weighted average accuracy rate. The overall average detection accuracy rate of 82.19%
were achieved as recorded in Table [6.5], for APTDASAC performance which is slightly lower
than 86.36% & 99.92% achieved with NGP and KDDCup’99 dataset respectively.

ROC curve scores were generated for the individual class labels, which is shown in Fig-
ure [6.20]. The average curves of the classes were evaluated and consolidated into a single
graph representing their respective AUC curve and obtain micro-average ROC curve area

of 89% and macro-average ROC curve area of 80% for the APTDASAC, and obtain micro-

average ROC curve area/macro-average ROC curve area of 86%/78% respectively from im-
plementing ML-based approach. It is evident from Figure [6.20] that the identification of
APT attack detection in step 4 stage has the ROC curve area of 99% from both models,
this is largely attributed to the number of connection record exhibited in this stage, while
the class 1 stage has the lowest ROC curve area of 52% for APTDASAC model, and 53% for
ML-based model.

Furthermore, in the fourth case study, the designed APTDASAC approach was imple-
mented on APT_alerts_dataset.db to establish the capability of this model to detect each
individual detectable attack step within this simulated APT alerts data with eleven attack
steps of which eight alerts are detectable. These detectable alerts align to four detectable
steps of APT lifecycle (see Figures [3.4] & [6.7] for the eleven alert steps and the four de-
tectable attack steps group respectively ). Figure [6.6], gives report account of implement-
ing APTDASAC on the fourth case study discussed in Sub-section [6.3.4]. The individual
precision, recall and f1-score of each attack categories, where the average weighted preci-
sion, recall and f1-score are 87%, 87%, & 87% respectively for APTDASAC and 56%, 68% &
61% for ML-DT algorithm, with overall probability average prediction accuracy of 86.73%

and loss of 0.69% shown on Table [6.5].
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(A) (B)

(C) (D)

(E)

FIGURE 6.15: Confusion Matrix of KDDCup’99 Dataset Records
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(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE 6.16: Validation Accuracy and Loss rate against Epochs for KDD-
Cup’99 Data
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(A) AUC-ROC curve of all classes - LSTM (B) AUC-ROC curve for class 0 - LSTM

(C) AUC-ROC curve of all classes - APTDASAC (D) AUC-ROC curve for class 0 - APTDASAC

(E) AUC-ROC curve of all classes - ML-DT (F) AUC-ROC curve for class 0 - ML-DT

FIGURE 6.17: The visual Representation of AUC-ROC graph for all classes
and “class 0" for KDDCup’99 Data

133



Chapter 6. Evaluation Results

ROC curve scores were generated for the individual detectable step group, which is
shown in Figure [6.22]. The average curves of the detectable steps were evaluated and
consolidated into a single graph representing their respective AUC curve and obtained
micro-average ROC curve area of 91% and macro-average ROC curve area of 91% for the
APTDASAC, and obtainedmicro-average ROC curve area/macro-average ROC curve area of
82%/80% respectively from implementing ML-based approach. It is evident from Figure
[6.22] that the identification of APT attack detection in class 2 stage has the ROC curve area
of 96% & 95% from both models, this is largely attributed to the number of connection
record of 1000 exhibited in this stage, while the class 3 stage has the lowest ROC curve
area of 87% for APTDASAC model, while ML-based model obtained it’s ROC curve area of
70% for class 0 followed by 72% for class 3.

Themeasuredmatrix values are also recorded in Tables [6.3]-[6.5]. As can be seen from
the reported results, all the implemented algorithms returned high average accuracy and
detection rate for the four cases in identifying attacks and classifying attack types. The
average overall result from the proposed model result was also compared to ML-based
model result in Sub-section [6.5.1]. APTDASAC results clearly seem to achieve good results
since the weighted average of the ROC curves area tends towards 1, (see: Figures [6.11],
[6.14], [6.20] and [6.17]. A high area under the curve represents both high recall and high
precision, an ideal model with high precision and high recall will return many positive
good results, with all results mostly correctly identified and correlated.
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(A) (B)

(C) (D)

(E)

FIGURE 6.18: Confusion Matrix of UNSW-NB15 dataset Records
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(A) (B)

(C) (D)

(E) (F)

(G) (H)

FIGURE 6.19: Validation Accuracy and Loss rate against Epochs for
UNSW-NB15 Data
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(A) AUC-ROC curve of all classes - LSTM (B) AUC-ROC curve for class 4 - LSTM

(C) AUC-ROC curve of all classes - APTDASAC (D) AUC-ROC curve for class 4 - APTDASAC

(E) AUC-ROC curve of all classes - ML-DT (F) AUC-ROC curve for class 4 - ML-DT

FIGURE 6.20: The visual Representation of AUC-ROC graph for all classes
and “class 4" for UNSW-NB15 Dataset
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(A) ConfusionMatrix - APTDASAC (B) ConfusionMatrix - ML-DT

FIGURE 6.21: Confusion Matrix for APT_alert_dataset Records

(A) AUC-ROC curve for -APTDASAC (B) AUC-ROC curve for class 4 - APTDASAC

FIGURE 6.22: The visual representation of AUC-ROC graph for all the de-
tectable attack steps for APT_alert_dataset
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6.5.1 Model Performance Comparison

The developed framework has been implemented to validate the capability of this thesis
proposed model to detect attacks at different stages and correlate these attack steps into
detectable step of APT lifecycle. This developed model has demonstrated a good detec-
tion capability. From Figures [6.2]-[6.5]. The APTDASAC and ML-DT approach achieved
a significant weighted average f1-scores of 82%/70% & 82%/95%, 81%/95%, 80%/75%,
100%/100%, and 87%/61% for the first, second, third, and fourth case studies respectively.

Although, both APTDASAC and ML-DT model achieved exceptionally high f1-score &
weighted average detection rate on individual attack detection, it can be seen that both
approaches did struggle in detection and classifying some of the individual attacks such as
“Response Injection” attack in case study one, “U2R” in case study two and “DoS” in case
study three. This is a serious concern as a good model is expected to have the capabilities
of detecting all stages accurately and in a timely manner with high recall and precision,
since detecting a single attack does not infer detection of a full APT case scenario.

Also, Table [6.4]-[6.5] contains the experimental results summary. From Table [6.3],
case study one [6.3.1], APTDASAC achieved a higher overall average accuracy of 87% in the
first experiment with ML-DT achieving 66%, whereas in the second experiment, the re-
verse was the case, where the achieved results are 86% & 95% for APTDASAC and ML-DT
respectively with the result of ML-DT slightly higher. While in case study two, APTDASAC

and ML-DT achieved 82%/76% and 100% for both approaches in case study three. Also
in the last experiment, bothmodel achieved overall average detection accuracy of 87% for
APTDASAC and 68% for ML-based approach.

Furthermore, Table [6.4] shows that ML-DT achieved the lowest TPR of 31.84% & 46%
when applied to UNSW-NB15 and NGP_5 datasets, while APTDASAC did achieve 88.18%
& 96.28% on UNSW-NB15 and NGP_5 dataset respectively. Though both achieved a very
high TPR on KDDCup’99 data with insignificant FPR of 0.05%, while obtained 96.90 TPR
with 0.04 FPR for APTDASAC and 87.80 TPR for ML-based approach. This demonstrates
good model detection performance capabilities.

FIGURE 6.23: Algorithm Comparison - NGP_6 Data
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FIGURE 6.24: APTDASAC andML-DT Comparison - NGP_6 Data

Figures [6.23], [6.25] and [6.27] contains the comparative summary result of the indi-
vidual algorithms scores, while Figures [6.24], [6.26], [6.28], and [6.29] presents the over-
all probability detection performance comparison of applying APTDASAC and ML-DT ap-
proaches across the four case studies. These figures, shows clear comparison result of
each model individual attack detection from each case. In the sense that from Figure
[6.23] and [6.24], ML-DT approach outperformed the APTDASAC approach, which only
seems to detect more of normal event, although both models achieved 100% in “func-

tion_code_injection” attack detection. While in Figures [6.27], [6.28], and [6.29], it can be
seen that APTDASAC model did outperformML-DT based approach in all individual attack
probability detection performance especially in the case of detecting "Exploit" attack.

Furthermore, both model did show good detection capabilities in Figures [6.25] and
[6.26], withML-DT showing a stronger detection capability of 59%on "U2R" andAPTDASAC

yielded slightly higher score of 99% on "Probe" attack. Nevertheless, considering all the
evaluation metrics used in this thesis, on the application domains and the achieved re-
sults, a closer observation and comparison of each model from one domain to other and
from one model to another, it can be seen that a model performing very well in one net-
work environment, does not infer that the same model will perform very well, when ap-
plied to a different network with completely different network activities.

Pragmatically, both ”APTDASAC” and ”ML-DT” model, have proven to be good candi-
dates for model development depending on area of application. One can argue from this
study that performance of attack detection techniques applied can be influenced by the
nature of network transactions with respect to the domain of application. Also, a particu-
lar technique applied may be good in detecting a particular step of attack than the rest of
the steps as can be seen in Figure [6.29], whereML-based approach noticeably performed
poorly in detecting the last stage of APT lifecycle of data exfiltration, while APTDASAC did
achieved 80% of detection of tor-connection attack. Hence, functionality, robustness and
resilience of any operational devices, such as critical infrastructure state and performance
are influenced by the safety and securitymeasures in place which is specific to the system,
technology or domain of application, this is directly controlled by the network transaction
of that specific domain or systems.
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FIGURE 6.25: Algorithm Comparison - KDDCup’99 Data

FIGURE 6.26: APTDASAC andML-DT Comparison - KDDCup’99 Data

FIGURE 6.27: Algorithm Comparison - UNSW-NB15 Data
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FIGURE 6.28: APTDASAC andML-DT Comparison - UNSW-NB15 Data

6.5.2 APTDASAC Comparison to other Existing APT Detection Systems

The ability of an IDPSs to detect every single active attack within a system is a security
issue. Diverse approaches have been proposed and successfully implemented to address
these security issues. Few of which has been reviewed for the purpose of this study as
recorded in Tables [3.1] and [6.6].

This study previous work in [51], proposed an approach using deep neural networks
for APT multi-step detection which utilized stacked LSTM-RNN networks to learn data
features and capture the malicious patterns of APT activities using KDDCup’99 dataset.
This approach achieved a detection rate of 99.90% as recorded in Table [6.6]. Also in [5],
a framework named APTDASAC based on stacked ensemble-LSTM variants, that takes into
consideration the distributed andmulti-level nature of ICS architecture and reflect on the
four main SCADA cyber attacks which are interception, interruption, modification and
fabrication as recorded in [181] was proposed to demonstrate the ability of this approach
to detect different stages of APT activities. This approach achieved an overall detection
rate of 85% for NGP dataset and 93.67% for UNSW-NB15 dataset. Also, when ML-DT was
implemented, obtained 95% on both NGP and UNSW-NB15 datasets. While this thesis,
achieved an overall probability accuracy of 86% with f1-score of 82.01%, TPR of 96.28%
& FPR of 0.62% for NGP dataset. Also achieved 86.73% overall probability detection of
accuracy with f1-score of 87%, TPR of 96.90% & FPR of 0.04% on APT_alerts_dataset.db.
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MalNet detection approach proposed in [39] to capture the malicious file structure
and code sequence patterns using DNNs for malware detection. This study utilized stack-
ing ensemble to join two networks’ discriminant result with an extra metadata feature,
and achieved accuracy rate of 99.88% and TPR of 99.14%with a false FPR of 0.1%. Consid-
ering a case of non-linearities in communication data flow in an AGC system, authors in
[238], implemented a stacked RNN-LSTMmodel as a detector and classifier to detect FDI
attacks in AGC systems and achieved an accuracy rate of 94%. [101], implemented 6-layer
DL classification approach for APT attack classification and detection over 10 epochs, to
classify attacks from normal class and achieve 98.85% accuracy with FPR of 1.13%. How-
ever, this study is based on two classes as all the attacks are grouped under attack against
normal events.

Work in [237] proposed an APT attack detection method based on BiLSTM and GCN
to analysed network traffic into IP-based network flows. This approach achieved 98.24%
of normal IPs and 68.89% of APT attack IPs using Malware Capture CTU-13 data ware-
house dataset. However, this study focused on detecting two class; normal IP and APT
infected IP. Again, the authors in [302], tackled APT attack detection using network flow-
based C&C detection method to detect the hidden C&C channel of unknown APT attacks
and achieved an f1-score of 96.80%. However, detection rate for this approach was not
provided. Also, an APT detection framework based on an enhanced SNN algorithm using
semi-supervised learning approach on LANLdataset to scores suspicious APTs-related ac-
tivities at three different stages of APT attack life cycle was proposed by author [74]. A high
weight rank is given to hosts that depict characteristics of data exfiltration with the belief
that data exfiltration is the main APT attack. However, this study faced a higher computa-
tional overhead cost.

Nevertheless, all reviewed approaches on this study demonstrated high significant
APT attack detection capabilities, however, none of these approach used the same dataset
or the samemetricsmeasure as can be seen on Tables [3.1] and [6.6]. Most of these studies
such as [101], only focused on two classes (attack and normal event), depend on an agent
to detect elementary attack and has high FPR – TeminAPTor proposed in [42]. May require
significant expert knowledge to set up andmaintain the it’s functionality as the case of Sta-
tistical APT Detector proposed in [246] or may focus on one or two features added to their
own generated data for PADASYN evaluation [239]. These makes it difficult to compare or
rank the performance of these approaches. Additionally, the unavailability of a standard
acceptable framework, dataset or suitable public accessible dataset is a huge challenge in
cyber security research community, making it unfavourable to compare an APT detection
systems performance that may help to chose an appropriate model for any given domain.
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FIGURE 6.29: APTDASAC and ML-DT detection capability on the four de-
tectable steps of APT_alert_dataset.db

TABLE 6.6: APTDASAC Comparison to other Existing APT Detection Sys-
tems

Proposed APT Detection

Systems / Reference
Used Approaches Data Source

TPR

(%)

FPR

(%)

f1-score

(%)

Overall Prediction

Accuracy(%)

APTDASAC

(Current study)
DL Techniques

NPG 96.28 0.62 82.01 86

UNSW-NB15 88.18 2.15 79.57 82

KDDCup’99 99.98 0.05 99.93 100

APT_alerts_dataset.db 96.90 0.04 87.00 86.73

ML-DT
(Current study)

ML Techniques
NPG 97.61 1.42 94.6 95

UNSW-NB15 31.84 7.05 75.02 76

KDDCup’99 99.99 0.05 99.92 100

APT_alerts_dataset.db 87.80 3.38 62.00 68.22

HiddenMarkov
[231]

ML Techniques APT_alerts_dataset.db ? ? ? 66.50

Ensemble LST M var i ant s

[5]
DL Techniques NGP 96.5 0 82 85

Enhanced SN N Al g or i thm

[74]
Semi-supervised
learning approach

LANL ? ? ? 90.5

BiLSTM & GCN
[237]

Network flow analysis
Malware Capture CTU-13
data warehouse

? ? ?
68.89

(APT IPs attack)

Network flow based on
C&C detection method
[302]

DL Techniques Contagio blog malware ? ? 96.8 ?

Stacked LST M−RN N model

[51]
DL Techniques KDDCup’99 100 0 99.9 99.9

A 6-layer DLmodel
[101]

DL Techniques NSL-KDD ? 1.13 ? 98.85

MalNet
[39]

DL Stacking ensemble
Generated grayscale image
data

99.14 0.1 ? 99.88

Stacked RN N−LST Mmodel

[238]
DL Techniques ? ? ? ? ? 94

144



6.6. Mitigation of APTs at different Stages in the Lifecycle

6.6 Mitigation of APTs at different Stages in the Lifecycle

CCERT-EU [303] reported an increase of APT attacks of 60% against EU institute in 2022
compared to 2019. Statista in [304], also reported that the APT protection market is

expected to exceed 15 billion U.S. dollars by 2026 as a result of APT attack increase in
number. Also, according to Gatewatcher, 93% of businesses across the UK, France and
Germany engage in the detection and discovery of APTs regardless of the business size
[305]. Predominantly, most organisations use in-house operation to address this APT at-
tacks, while 19% outsource their APT response to a service provider or managed security
service provider (MSSP), this did increase to 23% for France that uses a partner for APT
protection.

6.6.1 APTs Lifecycle Mitigation Approach

As highlighted in [11], detection of a single APT step, does not infer detection of APT sce-
nario. APT actors use several TTPs to achieve their goal. These TTPs /or steps can get
obfuscated by the actor to evade the detectionmechanism. The authors in [306], believed
that finding attackers source and the associated campaign behind the threats can lead to
an ideal approach for realizing best defense mechanism against APTs in timely manner.
The author proposed a multi-view fuzzy consensus clustering model for attributing mali-
cious payloads to their associated APT actor. The author conducted 4000 experiments, ex-
tracted 12 combinations of views for the attribution task using five APT families’ payloads.
Comparison analysis of a single-view against multi-view approach and achieve 95.2% ac-
curacy for their proposed approach in attributing the malicious payloads to their actors.

Lifecycle of an APTs:

Reconnaissance: Reconnaissance activities which is the first step of APT attack step
is seen as the prerequisite to most of the cyber attacks, especially APT attacks. This step
is used to exploit networks IP addresses and the static nature of MAC addresses in a wire-
less network [307]. IDS/IPS devices could be used to protect network perimeter by not
allowing access to the internal entities. Though application of some of these measures
are limited to internal traffic and insider attacks. To address this network perimeter re-
connaissance activities, authors in [307], proposed incorporation of MAC addresses ran-
domization of wireless networks into iOS 8, IP address randomization based on DHCP
[308], & IP address randomization based on NAT in [309] are proposed. However, au-
thors in [78], took full potentials of address randomization to propose address random-
ization technique called random host address mutation (RHM), for protecting enterprise
networks from both external and internal reconnaissance and scanning. The RHM ap-
proach thwart and slows down attacks progress in the network by distorting adversarial
reconnaissance, thereby increasing attack detectability.

Delivery by download: is a vital part of APT lifecycle through which malware can be
delivered automatically through exploitation of software vulnerability, weak points of pro-
tocols or may be by tricking user into communicating with the malware. Example: an
email with malicious attachment file that can be used to deliver malicious malware. This
type of attack step can bemitigated through users’ awareness, require software patches to
reduce vulnerability and the chances of system user been used as an instrument to deliver
malware [310], and malware inspection and content filtering [55].

Scanning Attack (Exploitation): Work in [223] presented an adaptive scanning tech-
nique, named DNS-cache based scanning, that exploits local DNS cache to bypass prior
detection methods. The scan detection system (SDS) monitors the in and out flows of
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an enterprise network subnet and detects scanning probes based on the correlation of
flows with preceding DNS query, thus decreasing the TTL values of DNS resource records
(RR). The incorporation of TTL reduction mechanism enhances the effectiveness of this
approach to 96% accuracy and also denies the attacker an opportunity to piggyback on
cached DNS records which enables them to bypass been detected.

TABLE 6.7: Measures for Mitigating APT Lifecycle

APT Lifecycle (Steps)[148] & [2.6] Attack Methods [148], [155] Alert_Types [232] Defense Measures

Step 1

Reconnaissance /
Weaponization

Social Engineering,
OSINT [11]
Active Scanning [155]
Search Open Technical Databases [155]
Gather Victim Org Information [155]
Search Closed Sources [155]

- User awareness [105], [311], [312] [78]
- MAC address randomization [307]
- IP address randomization based on
DHCP [308],

- IP address randomization based on
NAT [309]

- Incorporation of MAC addresses
randomization of wireless networks
into iOS [307]

- Pre-compromise [155]

Step 2

Delivery

Spear Phishing,
Watering-hole
Command and Scripting Interpreter [155]
Scheduled Task/Job [155]

disguised_exe_alert
hash_alert
domain_alert

- Requires software patch to reduce
vulnerability [310]

- Malware inspection, Content filtering,
Blacklisting [55]

Step 3

Initial Intrusion /
Exploitation

Domain fluxing
Content Injection [155]
Replication Through Removable Media
Valid Accounts [155].

ssl_alert
ip_alert
domain_flux_alert

- Analyses of failed DNS query against
the threshold for

- DNS query failures from the same
IP address [292], [293]

- Restrict Web-Based Content [155]
- Encrypt Sensitive Information [155].

Step 4

Lateral movement /
Operation

Privileges Escalation [155],
Malware,
Vulnerabilities exploitation

- HetGLM (Thwart attack during
LM phase) [83],

- LMTracker (Access authentication
denial) [313],

- Access Control Listing, Firewall,
Password Control [314]

Step 5

Data Discovery /
Collection

Command & control
channels
Device Driver Discovery [155]

scan_alert

- Command & control messages of
an attack can be detected
by analyzing data that
leaves the network

- Encryption use control [55]
- Access Control Listing, Firewall,
Password Control [314]

Step 6

Exfiltration /
Cover up

- TOR communication network [296]
- Utilizing onion routing to direct
client’s traffic over a circuit of
different relays to its destination
[297]

- Command and control
- Email Collection & Input Capture [155]

tor_alert

- ZXAD (Suppressing traffic flow
at the Tor exits) [315]

- Alerts triggered, Memory forensics
[316]

- Firewall, Proxy, Encryption use
control, blacklisting [55], [314]

- Encrypt Sensitive Information [155].

Lateral Movement (LM) attack: Users of compromised system under LM attack are
believed to have access and interact with devices they usually would not normally have
access to. To track and trace the relational link among network entities, Xiaoqing et al,
in [83] proposed HetGLM, an LM detection technique using heterogeneous graph neural
network through discovering malicious links. HetGLM is used to apprehend authentica-
tion activities that deviate from normal network patterns by profiling each network entity.
This is achieved by constructing a heterogeneous authentication graph based on various
types of logs, then specifies meta-paths to represent complex relations among network
entities. This is realised through application of meta-paths based sampling strategy and
attention mechanism to capture rich semantics among devices and users. Again, another
technique called LMTracker is designed to detect LM attack path based on construction
of heterogeneous graph that generate representation vectors for LM path using event traf-
fic and logs. The application of this approach, detect LM attack and preserve the attack
path relationship as stated by the author, [313]. The preserved path logs is utilized by the
security professionals to analyse attack activities.
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Data Discovery & Collection: Attacker’s goal is to conceal their presence andmaintain
access within the target’s network in other to find sensitive data without been discovered.
If access is lost, APTs finds its way to vulnerable system, explores target’s network and
searches for sensitive data of interest. Any gathered data is encrypted to hide its true iden-
tity and evade detectionwhile been transferred from target system through the redundant
copies of C&C channel created [110], debugger evasion, and group policy discovery [155].
This type of APT attack technique is based on abuse of system features, mitigation of this
step of APT is hard and cannot be easily mitigated with preventive controls [155]. How-
ever, monitoring the LDAP queries for abnormality with filters for groupPolicyContainer

and high volumes of LDAP traffic to domain controllers can be used to detect such attack
technique in active directory service.

Data Exfiltration: The TOR communication network is utilized by attacker to transfer
stolen information from a staging server to attackers’ external servers, either in the form
of encrypted packages, password protected zip files or even through clear web mails [11].
Due to the anonymity of Tor communication network, attacker often misuse this to con-
vey attack traffic by exploiting the relay through which traffic exit Tor. Suppressing the
traffic flow at the Tor exits may help with early detection of Tor attack thereby improving
the overall integrity of information been sent and received. Thus pre-empt blanket block-
ing of Tor exits. ZXAD, a zero knowledge based private Tor exits misuse detection system
that permits identification of part of a high-volume attack of unlinkable connections is
introduced in [315]. It operates with low bandwidth and processing overheads. The au-
thor believes that this approach only discloses information about user transferring a high
volume of traffic through Tor.

The adversaries may also use interactive command shells technique to gather sensitive
information from removable media for exfiltration. This type of attack technique can be
mitigated through data loss prevention by restricting access to sensitive data, detection
of sensitive data that is not encrypted, and monitoring access to removable media such
as optical disk drive connected to the compromised system for unauthorized file access
attack [155].

6.7 Summary

This chapter, presented the evaluation results achieved from implementing APTDASAC

model, a multi-stage framework on four different case studies; The New Gas Pipeline
Control System identification of data injection attacks and classification; KDDCup’99 data
- a wide variety of intrusions activities simulated within military network environment,
UNSW-NB15 data containing a hybrid of synthesized attack activities of the network traf-
fic has been presented and discussed. Also implemented APTDASAC on APT_alerts_dataset
to establish the capability of this model to detect each individual detectable attack step
within this simulated APT alerts data. Few existing approaches for APT detection as re-
viewed for this thesis were also compared to APTDASAC framework outcome. Based on the
outcome of these case studies, the developedmodel has also been tuned for better perfor-
mance outcome. The finding as discussed in [6.5.1], suggest that a hybrid of "APTDASAC”
and ”ML-DT” model will make a good model for APT attack steps detection, to take ad-
vantage of the combination of the strength of both model. Either a model based on DL
and ML to achieved a better detection capability since both approach demonstrated sig-
nificant attacks detection capability. Few suggestedmitigativemeasures to defend against
APT lifecycle (steps) are also discussed in this Chapter as summarized in Table [6.7].
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The purpose of this thesis was to propose and develop a novel system to detect APT
attack steps, and check its effectiveness. In this chapter, the summary of this thesis

contributions and conclusion of the findings were presented. Some of the limitations en-
countered during the course of this study were highlighted and future study areas sug-
gested.

7.1 Summary

APT attack is an intentional targeted malicious attack with a clear targets and goal(s).
This type of attack utilizes multiple sophisticated tactics to deliver and exploits their

targets. Although various existing IDPSs and firewalls are able to detect and mitigate dif-
ferent types of cyber attacks in a very effective way, on the other hand, cyber criminals
are relentlessly developing more and new advanced tactics and techniques to penetrate,
evade and exploit their target’s network. This type of attack has become a huge challenge
to governments, organizations and businesses security systems. Diverse methods of us-
ing an approach based on ML or DL algorithms to analyse network traffic activities for
anomaly patterns within system operation that could aid an early attack detection and
possibly prevent or mitigate APT attacks are well sought after in security research com-
munities.

However, thesemethods faces several pitfalls such as lack of data with real attack cam-
paign, real time detection capability, able to detect all steps of APT attacks, as most ap-
proach focus on detection of a single step which does not infer detection of complete
APT scenario. Also been able to correlate network events and align any detected attack
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to APT attack steps (lifecycle) over a long period of time, in addition to having satisfac-
tory balance between TPR & FNR for uneven distributed network events (rare attack) with
harmonic recall & precision. To manage some of these security system challenges, most
recent studies build their own experimental datasets and extract APT attack steps from
the built datasets. Using the generated data for model evaluation may yield high detec-
tion accuracy, but does not, reflect high efficiency in real time practice.

This study developed a novel multi-stage APT attack detection framework, deployed
the developed system to investigate APT attack detection in different domains. I designed
and developed an APT attack detection system termed APTDASAC with focus on attack
TTPs detection and correlation of these attack steps into detectable attack stepwithin APT
lifecycle stages. An approach based on Stacked ensemble deep learning model to detect
and correlate these APT attack steps has been applied. The ability of this implemented ap-
proach to detect APT attack should be highwith low FNR as to determine the performance
and effectiveness of this model. Thus, the research questions and objectives outlined in
Sub-sections [1.4.1] and [1.4.2] are utilized as a guide to address the research aim stated
in Section [1.4]. The APTDASAC model is designed to run in three main stages (see detailed
description in Section [4.2]) to detect and predict APT attack steps as follows;

ä Stage 1: Data Input and Probing Layer

ä Stage 2: Analysis & Correlation Layer

ä Stage 3: Decision Layer

7.1.1 Contributions Summary

In this subsection, the contributions and findings from this thesis are summarised:

■ Studied APT attack mode of operation and investigated existing APT countermea-

sures, defence and detection systems

This thesis has provided a thorough review of APT traits and lifecycle in Chapter
[2], where an extensive review was carried out to understand APT mode of oper-
ation and to identify current state-of-the-art techniques geared towards detecting
this type of attacks (see Chapter [3]). This thesis further discussed APT traits, lifecy-
cle and give examples of the most significant confirmed cases of APT attack on CPS
devices. Also, the current position of publicly available APT attack datasets for re-
search purposes as presented in Chapter [3.5], where lack of publicly available and
accessible data containing real APT campaign as a serious issue was identified.

Few existing important useful and available security tools such as Purdue Model,
discussed in Sub-section [2.3.4.1] - proposed as fundamental guide for designing
ICS architecture, andMITRE ATT&CK Framework in Sub-section [2.3.4.2] are high-
lighted. The MITRE ATT&CK Framework is a publicly available knowledge base
repository of adversary TTPs that contains a wealth of knowledge for developing
specific attack techniques, detection, prediction and mitigation models. Also, ex-
plored DL andML techniques as useful tools in artificial intelligent with interest on
RNN variants. RNN and it’s variants has emerged as a powerful approach for DL
architecture, generally applicable for time-series data modelling as utilized in this
thesis for the purpose of validating study designed framework. The objective one
(RO1) [1.4.2], in relation to research question one (RQ1) [1.4.1], has been addressed
by this contribution in part and it has also beenused as part of this study publication
in [51].
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■ Designed and developed a multi-staged model with ensemble deep learning tech-

niques for APT attack detection named “APTDASAC"

Chapter [4], presented the novel approach for detecting APT attack based on su-
pervised learning approaches. This study proposed and designed a novel frame-
work based on "APT steps analysis and correlation of APTs lifecycle" abbreviated as
“APTDASAC". This framework utilized stacked ensemble deep neural networks using
RNN variants for realising the multi-staged security detection system. I designed
a multi-stage framework with generic settings which can be deployed in different
domains for the purpose of safeguarding the system against any form of malicious
intrusion activities, this is a great contribution to cyber security community (see:
Figure [4.1] of Chapter [4]).

The rationale behind this design are based on few factors; APT attack is considered
as a type of malicious attack that is carried out in multiple stages or steps using dif-
ferent tactics and techniques at different stages to deliver and exploit the network
and resources of their target. Considering that, the detection of any single step of
any of the attack tactics does not infer detection of an APT full scenario, a detection
model should be designed and developed with these multi-steps tactics in mind,
such that, the model should have the capability to detect different techniques used
to deliver APT campaigns at different stages. Themodel should also be able to corre-
late and link each individual technique in other to ascertain APT campaign, thereby
reducing the FPR of the detection system. This contribution has addressed the sec-
ond objective [1.4.2] of this thesis in relation to first and second research questions
(RQ2) & (RQ3) [1.4.1)]. The implementation of this designed framework and its de-
sign has been published in Springer as a Book Chapter [5].

■ Evaluation and analysis of the performance of the developed framework in differ-

ent application problem domains

InChapter [6], I evaluated the performance ofAPTDASAC framework based on stacked
ensemble-RNN variants multi-attacks steps detectionmodel. Series of experiments
were carried out on four different domains using a historical events data of moni-
tored system network activities to evaluate the performance of the developed sys-
tem in terms of detecting each individual attack step and correlating these attack
steps into attack groups. I also evaluated the overall detection accuracy to demon-
strate the probability detection capability of thismodel. I went further to implement
the same framework based on ML approach using decision tree to evaluate the the
detection capability of this same framework.

The findings also highlighted some of the difficulties encountered as a result of un-
even distributed nature of huge events elements among classes to hide within a
weak signals among huge traffic data resulting to imbalance data. This makes it
difficult or harder to detect rare type of APT attack step, presented in [1]. Exam-
ple: C&C APT attacks signal type are harder to detect as mentioned in [221]. The
preliminary result for this thesis suggest that high classification error and class sep-
arability problem ofminority class has a noticeable impact onmodel overall perfor-
mance with respect to application domain. As can be seen from the work in [1], the
achieved overall average detection rate for minority class of interest U2R in KDD-
Cup99 dataset improved from63.20%, 68.40%&57.60% to 78.90%, 78.90%&73.70%,
while in the case of detectingWorms in UNSW-NB15 dataset, implementing SMOTE
approach did make an impact as the overall average detection rate improved from
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0.03%, 0.06% & 0.09% to 32.50%, 35.50% & 23.2%. However, the detection rate ob-
tained are still below average, suggesting that a high classification error also con-
tributed to the poor system performance.

Most importantly, the experiments also demonstrated that the strength of a model
based on DL and/or ML algorithms within different domains may differ based on
the network parameter settings. It can be seen that a model that perform very well
in a specific domains does not always imply that it will yield the same good result
in another network environment when deployed in a different network with com-
pletely different network activities. This suggest that taking an advantage of the
combination of the strength of both algorithms detection capability to develop a
model based on hybrid of both DL &ML couldmake a good attack detectionmodel.
The research questions (RQ2), (RQ3) & (RQ4) [1.4.1)] in regards to the third study
objective (RO3) [1.4.2] are addressed within this contribution in part.

■ Application of APTDASAC on four Different Domains

Application of the developed model to four different domains as analysed and pre-
sented in Section [6.3], to demonstrate the designed framework performance and
also evaluate the detection capability of APTDASAC approach for defending and safe-
guarding the system operation by detecting attack steps is a great contribution of
this work. However, to the best of my knowledge from the reviewed literature work
on existing detection systems, DL detection algorithm based on stacked ensemble
RNN variants algorithms has not been applied to handle APT attackmulti-steps de-
tection, hence the introduction of APTDASAC model based on DNNs approach for
multi-steps attacks detection.

Series of experiments were carried out, to analyse the performance of this frame-
work in these domains including application to the NGP dataset collected by sim-
ulating real attacks and operators activity on a gas pipeline [53], to test the perfor-
mance with respect to detection capabilities in these domains. This study did con-
sider data injection attacks of gas pipeline, enterprise network, military domain en-
vironment network activities and simulated APT alerts data. The achieved results
suggested that the implemented approach has demonstrated good attack detection
capability. Effective performance of attack detection techniques applied can be in-
fluenced by the nature of network transactions with respect to the domain of ap-
plication. Also, a detection system in place may be good in detecting a particular
step of APT attack lifecycle than the rest of the steps. This was demonstrated by
the fourth case scenario, where ML-based approach was able to detect 100% deliv-
ery step on detecting disguised executable attack . This is the second step of APT
lifecycle but first detectable step of APT lifecycle. However, it did struggle with last
stage of data exfiltration step in detecting malicious tor connections as can be seen
in Figure [6.29].

Most of the reported contributions and results in this thesis have been produced and
presented as a poster, symposium, also published in journals and conference proceedings,
as well as a book chapter, all listed in Appendix [A].

7.2 Limitations and Future Work

This section highlights few of the limitations encountered over the course of this study,
and also, outlines some areas for future work considerations.
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7.2.1 Limitations

Someof the limiting factors encountered in this thesis include as explained in Section [3.3]
are;

■ Lack of standard available public datasets containing real APT attacks campaign,
sharing of information, multi-class problem, data imbalance, high classification er-
ror and difficulty in comparing detection system performance.

■ Running of the proposed model also, faced with GPU and CPU limitation of the
computer used in this study as the system intermittently crashes as a result of the
large data in use, in addition to the number of training iteration involved. Thus, a
high GPU-enabled TensorFlow platform and/or cloud-based system can effectively
accommodate a good number of batch size, and a higher number of epochs to suc-
cessfully train a model and ultimately achieve an effective detection capability.

■ Also, the APTDASAC framework has been validated on synthetic data from four dif-
ferent domains. However, it would be highly beneficial to test this framework in real
time and on real APTs steps data. Nevertheless, such data is not easily accessible, as
such, lack of relevant publicly available data sources contributes to themain reason
for using synthetic data for this study.

7.2.2 Future Work

Thework in this thesis has also demonstrated that implementation of the developed frame-
work can be very useful for threat detection. With that in mind, there are a number
of improvements that can be made to improve the system detection capabilities of this
APTDASAC framework. There are a number of difficulties and challenges that made APT at-
tack detection approaches highly inefficient. However, the current APT detection systems
face serious drawback in several ways, these includes but not limited to

■ Achieving real time APT campaign detection, detecting all steps (tactics) of APT at-
tack, able to manage large data in real time as a result of unevenly distribution of
APT steps events elements among network events, having a suitable balance be-
tween false positive rate and false negative rates, and been able to correlate the net-
work activities spanning over a long period of time as to determine full APTs sce-
nario.

■ Future work can be improved by utilizing an algorithm capable of managing big
data, handling uneven distributed network events, incorporated with the use of
search grid technique to loop through different settings to produce the best hyper-
parameter settings suitable for that particular system. Improvement can also be
made for the system to process the events in real time, and also be able to detect
any attack steps in real time over a long period of time.

■ Furthermore, since the experiments undertakenhave demonstrated that the strength
of a model based on DL and/or ML algorithms within different domains may differ
based on the network transactions, network parameter settings and capability in
detecting a particular step. A hybrid framework based on DL and ML that will take
advantage of the combination of the strength of both algorithms’ detection capa-
bility to develop a hybrid model could make a good attack detection model so as to
compliment each other’s strength in building a robust system capable of detecting
all possible APT steps
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■ Considering the negative impact and substantial financial loss caused by APT at-
tacks, and the fact that the current intrusion detection and preventionmethods still
struggle to detect APT in real time, there is a serious need for continuous research
in improving the existing method and research new approaches and techniques for
detecting,mitigating APT attack, safeguarding systems. Considering that the oil and
gas sector fuels every aspect of our daily life, the protection of this critical infras-
tructure cannot be over emphasized. We cannot afford to underestimate the conse-
quences of such attacks on the operations and systems that power our lifestyle.

7.3 Conclusion

This thesis has addressed the problem of detecting APT attack as a multi-steps attack
campaign type. I developed and implemented a multi-staged attack model for han-

dlingmultiple attack detection scenario. The implementedmodel utilized ensemble tech-
niques for optimizing detection accuracy through combining network results on RNNs
variants due to it’s capabilities as highlighted in Section[1.5]. The achieved result demon-
strated that using stacked ensemble model, configured with appropriate parameter set-
tings such as activation, optimisation, and loss functions; as well as the correct use of data
pre-processing will make a good choice towards developing a system capable of dealing
with this type of attack that are been executed in different stages in a real-time dynamic
problem environment. Thus, ensemble techniques with the probability combiner are
used to combine the approaches used to learn the model, the final decision of the model
is made based on the outputs of all the implemented approaches, where the strength of
each individual approach compliment the weakness of the other approach.

The first case study, achieved an average weighted precision, recall and f1-score of 88%,
86%, & 82% respectively for APTDASAC and 77%, 66% & 70% for ML-DT algorithm from the
first experiment. While obtained 88%, 86% & 81% on NGP_6 dataset with overall proba-
bility average prediction accuracy of 86.30% & 86.36%, with loss as 0.32% shown in Table
[6.5], for both experiments. ML-DT achieved weighted average precision, recall and f1-

score of 95% on the second experiment. While in the second case study, the precision,

recall, f1-score and overall average accuracy of 100% with TPR of 99.98% and FPR of 0.05%
were obtained with an overall average prediction accuracy of 99.92%. In the third case
study, the average weighted precision, recall and f1-score are 83%, 82%, & 80% respec-
tively for APTDASAC and 77%, 76% & 75% for ML-DT algorithm, with overall probability
average prediction accuracy of 82.19% and loss of 42% as shown on Table [6.5]. Lastly,
on the fourth scenario, the average weighted precision, recall and f1-score is 87%, for the
threemeasure when APTDASAC is applied, and 56%, 68%& 61% forML-DT algorithm. Both
achieved overall probability average prediction accuracy of 86.73% and loss of 0.69% and
68% for APTDASAC andML-DT respectively as shown on Table [6.5].

Also, the summary of individual attack step detection result recorded in Table [6.2],
shows that APTDASAC achieved a significant and commendable detection rate when pre-
dicting each individual APT detectable steps (A, B, C,& D). It achieved 93.50%, 80.98%,

85.19%, & 80.90% detection_rate for disguised_exe_alert, ip_alert, scan_alert & tor_alert

demonstrating the capability of this framework to detect each individual detectable step
of APT attack step, thus highlighting APT campaign.

Considering different results obtained from the application domains, the implemented
approach showed a significant attack detection capability and has demonstrated that per-
formance of attack detection approach applied in any domain, can be influences by the
nature of network transactions/events with respect to the domain of application. This
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suggest that the ability and resilience of operational system state to withstand attack and
maintain system functionalities are regulated by the safety and securitymeasures in place,
which is specific to that system/devices or application domain. The study also, suggests
that a hybrid of model based on combination of algorithms based on "DL" & "ML" ap-
proaches with focus on capturing every single step representing each detectable step of
APT lifecycle. Also has the capability to correlate those identified steps into group in other
to accurately ascertain presence of APT campaign, could make a good model for APT at-
tack steps detection. This is to take advantage of the combined effort of both models, to
achieve a more effective detection capability since both approach demonstrated signifi-
cant attack detection capability. Hence, this thesis main contributions are in the domain
of cyber security.
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Derivative of Los Function
***

This appendix contains the partial derivative1 of Loss L function (see: Equation (2.10))
with respect to the network parameters.

To derive the derivative of loss function L in Equation (2.10) with respect to the actual
true predicted class value ot as calculated with Equation 2.9. Assume L as the objective
function, L(t ) as output at current time t and L(t+1) as the output at time t +1, such that
L(t+1) = y(t+1)log o(t+1). The chain rule is utilized to perform the error backpropagation
as to derive the minimum partial derivative of this loss function of the hidden state. The
formula is expressed as follows;

∂L

∂ot
=−

∑

t

yt
∂l og ot

∂st
=−

∑

t

yt
1

ot

∂ot

∂st
(B.1)

From Equation (2.9), let’s set θ = (Wso st +b0), to have ot = s f (θ). Applying the chain
rule to derive the gradient of the s f in with respect to θ, and arrive at Equation (B.2).

∂L

∂ot
=−

(

yt −ot

)

(B.2)

Considering that the activation of each unit in a softmax layer depends on the net-
work input to every unit in the layer. Since the hidden state s and output o share the same
weight Wso across the whole sequence in each time step t reducing the amount of pa-
rameter to be trained, weight can be differentiated at each time step, then summarize all
together to achieve Equation (B.3).

∂L

∂Wso
=

∑

t

∂L

∂ot

∂ot

∂Wso
(B.3)

Then, derive the gradientwith respect to output bias bo term to achieve Equation (B.4).

∂L

∂bo
=

∑

t

∂L

∂ot

∂ot

∂bo
(B.4)

Also, let’s consider the previous time step t → (t+1) in Figure (2.12) to derive the gra-
dient with respect to weightWss as Equation (B.5).

∂L (t +1)

∂Wss
=

∂L (t +1)

∂ot+1

∂ot+1

∂st+1

∂st+1

∂Wss
(B.5)

To further the partial derivative with respect to Wss , where Equation (B.5) only con-
sider the time step t → (t+1). Also, considering that weight Wss and Wos shared across
all the time step t sequence are similar as indicated in Equations (2.8). Likewise, in RNN

1A detailed description of the derivation of these equations can be find in [199, 317, 318, 319] for a indepth
understanding.
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model, calculation of the subsequent hidden state st depends partially on the previous
hidden state st−1, BBTT can be applied to compute partial derivative of Equation (B.5).
Thus, at time step (t −1)→ t , to arrive at Equation (B.6).

∂L (t +1)

∂Wss
=

∂L (t +1)

∂ot+1

∂ot+1

∂st+1

∂st+1

∂st

∂st

∂Wss
(B.6)

Hence, the gradient with respect to ot+1 at time step t+1 can be calculated, then BPTT
is applied from t to 0 to calculate the gradient with respect toWss as illustrated with back-
ward blue arrow in Figure (2.12). However, if output ot+1 only is considered at time step
t +1, Equation (B.7) gradient can be achieved with respect toWss as;
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Furthermore, BPTTwas used to obtain the gradient as Equation (B.8) by clustering the
gradient with respect to weightWss , over the whole time sequence as;
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Adding up all the contributions from t to 0 using BBTT, gradient can be computed at
time step t +1 and obtain (B.9).
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Taking the gradient with respect to Wxs over the whole sequence, applied the same
process as from Equation (B.2) to (B.9) and get Equation (B.10).
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In Equation (B.10), ∂st+1
∂sk

indicates matrix multiplication over the sequence. RNN suf-
fer from vanishing and exploding gradient problems. Gradient value become smaller and
will eventually vanish after a few time steps as RNN backpropagate gradients over a long
sequence. Thus, the farther states from the current time step does not make any contri-
bution towards computing the parameters gradient [319].
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Codes and Snippets
***

C.1 Code Snippets

1

2 # Pre - processing Imports

3 from __future__ import print_function

4 from sklearn import preprocessing

5 import matplotlib . pyplot as plt

6 import numpy as np

7 import pandas as pd

8 import requests

9 import pickle

10 import shutil

11 import base64

12 import os

13 import csv

14 from collections import OrderedDict

15

16 # Process data

17 from process_data import process_data as pro

18

19 # Cnfusion Matrix

20 from sklearn . metrics import confusion_matrix

21

22 # ROC Curve

23 from sklearn . preprocessing import label_binarize

24 from scipy import interp

25 from itertools import cycle

26

27 # Decision Tree

28 from sklearn .tree import DecisionTreeClassifier

29

30 # Model Imports

31 from time import time

32 from sklearn .utils import class_weight

33 from sklearn . model_selection import train_test_split

34 import tensorflow as tf

35 import sys

36 np. random .seed (1337) # for reproducibility

37 from keras. preprocessing import sequence

38 from keras. models import load_model

39 from keras.utils import np_utils

40 from keras. models import Sequential

41 from keras. layers import Dense , Dropout , Activation , Embedding

42 from keras. datasets import imdb

43 from keras.utils. np_utils import to_categorical

44 from sklearn . metrics import ( precision_score , recall_score ,
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45 f1_score , accuracy_score ,

mean_squared_error , mean_absolute_error )

46 from sklearn import metrics

47 from scipy.stats import zscore

48 from sklearn import preprocessing

49 from sklearn . preprocessing import Normalizer

50 import h5py

51 from keras import callbacks

52 from keras. callbacks import ModelCheckpoint , EarlyStopping ,

ReduceLROnPlateau , CSVLogger

LISTING C.1: Used Libraries

1

2 # Encode text values to dummy variables (i.e. [1,0,0], [0 ,1 ,0] ,[0 ,0 ,1]

for proto , service , state) using get_dummies () function .

3

4 def encode_text_dummy (df , name):

5 dummies = pd. get_dummies (df[name ])

6

7 for x in dummies . columns :

8 dummy_name = "{} -{}". format (name , x)

9 df[ dummy_name ] = dummies [x]

10

11 df.drop(name , axis =1, inplace =True)

LISTING C.2: Feature Transformation

1

2 # Balance data in both training and testing set to have the same number

of columns using "Union Set"

3

4 def balance_df (train_data , test_data ):

5 train_data_columns = list( train_data )

6 test_data_columns = list( test_data )

7 column_union = list(set ().union(train_data , test_data ))

8

9 for i in column_union :

10 if i not in list( train_data ):

11 train_data [i] = 0

12

13 if i not in list( test_data ):

14 test_data [i] = 0

LISTING C.3: Balancing Data Features

1

2 # Encode a numeric column as zscores - This was used to normalize all

the numeric data

3

4 def encode_numeric_zscore (df , name , mean=None , sd=None):

5 if mean is None:

6 mean = df[name ]. mean ()

7

8 if sd is None:

9 sd = df[name ]. std ()

10

11 df[name] = (df[name] - mean) / sd

12

13 return df , mean , sd

LISTING C.4: Data Normalization
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1

2 # LabelEncoder (): Encode text values to indexes (i.e. [1], [2], [3] for

Normal , Backdoor and DoS)

3

4 def encode_text_index (df , name):

5

6 le = preprocessing . LabelEncoder ()

7 df[name] = le. fit_transform (df[name ])

8

9 return le. classes

LISTING C.5: Label Encoder

1

2 # Confusion Matrix Function

3 from sklearn . metrics import confusion_matrix

4 def plot_confusion_matrix (y_true , y_pred , classes , algo , cmap=plt.cm.

Purples ):

5

6 print ( y_true )

7 print ( y_pred )

8 # Compute confusion matrix

9 cm = confusion_matrix (y_true , y_pred )

10 print (cm)

11 fig , ax = plt. subplots ( figsize =[8 ,8])

12 im = ax. imshow (cm , interpolation =’nearest ’, cmap=cmap)

13 ax. figure . colorbar (im , ax=ax)

14

15 ax.set( xticks =np. arange (cm.shape [1]) ,

16 yticks =np. arange (cm.shape [0]) ,

17 # label with the respective list entries

18 xticklabels =classes , yticklabels =classes ,

19 title=" Confusion Matrix for " + algo ,

20 ylabel =’True label ’,

21 xlabel =’Predicted label ’)

22

23 # Rotate the tick labels and set their alignment .

24 plt.setp(ax. get_xticklabels (), rotation =45, ha=" right",

25 rotation_mode =" anchor ")

26 plt. rcParams . update ({ ’font.size ’:10})

27

28 # Loop over data dimensions and create text annotations .

29 fmt = ’d’

30 thresh = cm.max () / 2.

31 for i in range (cm.shape [0]):

32 for j in range (cm.shape [1]):

33 ax.text(j, i, format (cm[i, j], fmt),

34 ha=" center ", va=" center ",fontweight =’bold ’,

35 color=" white" if cm[i, j] > thresh else " black")

36 fig. tight_layout ()

37 plt. savefig ("./ ngpresults / dl_cat / cm_images /" + algo +"

_ngp_cat_cm_epochs .png",dpi =300)

38 return cm

LISTING C.6: ConfusionMatrix Function
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1

2 # Pre - processing Module

3

4 def process_data (df , missing_val_id =’?’):

5 # Replace missing values

6 dfc = df. replace (’?’, 1)

7

8 for i in list(dfc):

9 if i != ’categorized_result ’:

10 # print(i)

11 dfc[i] = dfc[i]. astype ( float)

12

13 cols = list(dfc)

14 cols. remove (’categorized_result ’)

15

16 stats = pd. read_csv (’./ data /4 b_ngp_cat - stats.csv ’)

17

18 for i in cols:

19 # print(i)

20 m = stats[i][0]

21 s = stats[i][1]

22 dfc , _, _ = encode_numeric_zscore (dfc , i, mean=m, sd=s)

23

24 x = np.array(dfc.iloc [:, dfc. columns != ’categorized_result ’])

25 y = np.array(dfc[’categorized_result ’])

26 scaler = pickle .load(open(’./ data /4 b_ngp_cat - trained_scaler .pkl ’,

27 ’rb ’))

28 X = scaler . transform (x)

29

30 return X, y

LISTING C.7: Process_Data Module

1

2 # Function to enumeration instances within the dataset

3

4 import matplotlib . pyplot as plt

5 import numpy as np

6

7 labels = cat_labels

8 no_instances = cat

9

10 #def plot_instances_graphs (history , algo):

11 index = np. arange (len( labels ))

12 print (index) # [0 1 2 3 4 5 6 7]

13 plt. figure ( figsize =[9 ,5])

14 plt.barh(index , no_instances )#, align=’ center ’, alpha =0.8)

15 plt. ylabel (’Classes ’)

16 plt. xlabel (’Number of Class Instances ’)

17 plt. yticks (index , labels )

18 plt.title(’7 Categorized Attack Type Group and Normal ’)

19 plt. rcParams . update ({ ’font.size ’:10})

20 #plt. tight_layout ()

21 fig = plt.gcf ()

22 for i, v in enumerate ( no_instances ):

23 plt.text(v, i, " "+str(v), color=’purple ’, va=’center ’, fontweight =

’bold ’) ## D63B59

24 plt. savefig ("./ enumarate_ngp / ngp_categorized_label .png")

25 plt.show ()

LISTING C.8: Enumeration_Function Module
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1

2 # ROC function for single - class

3

4 def plot_roc_curve_single_class (testY , y_pred , class_num , algo):

5 from sklearn . metrics import roc_curve , auc

6 fpr = dict ()

7 tpr = dict ()

8 roc_auc = dict ()

9 for i in range (len(testY [0])):

10 fpr[i], tpr[i], _ = roc_curve (testY [:, i], y_pred1 [:, i])

11 roc_auc [i] = auc(fpr[i], tpr[i])

12

13 # Compute micro - average ROC curve and ROC area

14 fpr["micro"], tpr["micro"], _ = roc_curve (testY.ravel (), y_pred1 .

ravel ())

15 roc_auc [" micro"] = auc(fpr["micro "], tpr["micro "])

16

17 plt. figure ()

18 lw = 2

19 plt.plot(fpr[ class_num ], tpr[ class_num ], color=’navy ’,

20 lw=lw , label=’ROC curve (area = %0.2f)’ % roc_auc [

class_num ])

21 # plt.plot ([0, 1], [0, 1], color=’navy ’, lw=lw , linestyle =’--’)

22 plt.xlim ([0.0 , 1.0])

23 plt.ylim ([0.0 , 1.05])

24 plt. xlabel (’False Positive Rate ’)

25 plt. ylabel (’True Positive Rate ’)

26 plt.title(’Receiver Operating Characteristic example for class ’ +

str( class_num ))

27 plt. legend (loc=" lower right ")

28 plt. savefig ("./ ngpresults / dl_cat / roc_auc /" + algo + "

_roc_curve_for_classNo_ " + str( class_num ) + ".png",dpi =300)

29 plt.show ()

LISTING C.9: ROC for Single-Class Module

1

2 # ROC function for multi -class

3

4 def plot_roc_curve (testY , y_pred , algo):

5 from sklearn . metrics import roc_curve , auc

6 fpr = dict ()

7 tpr = dict ()

8 roc_auc = dict ()

9 for i in range (len(testY [0])):

10 fpr[i], tpr[i], _ = roc_curve (testY [:, i], y_pred1 [:, i])

11 roc_auc [i] = auc(fpr[i], tpr[i])

12

13 # Compute micro - average ROC curve and ROC area

14 fpr["micro"], tpr["micro"], _ = roc_curve (testY.ravel (), y_pred1 .

ravel ())

15 roc_auc [" micro"] = auc(fpr["micro "], tpr["micro "])

16

17 n_classes = len(testY [1])

18 # Compute macro - average ROC curve and ROC area

19

20 # First aggregate all false positive rates

21 all_fpr = np. unique (np. concatenate ([ fpr[i] for i in range ( n_classes

)]))

22

23 # Then interpolate all ROC curves at this points

24 mean_tpr = np. zeros_like ( all_fpr )

25 for i in range ( n_classes ):
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26 mean_tpr += interp (all_fpr , fpr[i], tpr[i])

27

28 # Finally average it and compute AUC

29 mean_tpr /= n_classes

30

31 fpr["macro"] = all_fpr

32 tpr["macro"] = mean_tpr

33 roc_auc [" macro"] = auc(fpr["macro "], tpr["macro "])

34

35 # Plot all ROC curves

36 plt. figure ( figsize = [15, 10])

37 lw = 2

38 plt.plot(fpr["micro"], tpr["micro"],

39 label=’micro - average ROC curve (area = {0:0.2 f}) ’

40 ’’. format ( roc_auc [" micro"]),

41 color=’deeppink ’, linestyle =’:’, linewidth =4)

42

43 plt.plot(fpr["macro"], tpr["macro"],

44 label=’macro - average ROC curve (area = {0:0.2 f}) ’

45 ’’. format ( roc_auc [" macro"]),

46 color=’navy ’, linestyle =’:’, linewidth =4)

47

48 colors = cycle ([ ’indigo ’, ’yellow ’, ’green ’, ’purple ’, ’orange ’, ’

darkblue ’, ’aqua ’, ’darkorange ’])

49 for i, color in zip( range( n_classes ), colors ):

50 plt.plot(fpr[i], tpr[i], color=color , lw=lw ,

51 label=’ROC curve of class {0} (area = {1:0.2 f})’

52 ’’. format (i, roc_auc [i]))

53

54 plt.plot ([0, 1], [0, 1], ’k--’, lw=lw)

55 plt.xlim ([0.0 , 1.0])

56 plt.ylim ([0.0 , 1.05])

57 plt. xlabel (’False Positive Rate ’)

58 plt. ylabel (’True Positive Rate ’)

59 plt.title(’Receiver Operating Characteristic (ROC) for 8 Classes ’)

60 plt. legend (loc=" lower right ")

61 plt. savefig (’./ ngpresults / dl_cat / roc_auc /’ + algo + ’

_ngpcat_roc_curve_epochs .png ’,dpi =300)

62 plt.show ()

LISTING C.10: ROC for Multi-Class Module
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1

2 # Plot the graphs for loss and accuracy

3

4 import matplotlib . pyplot as plt

5

6 def plot_loss_graphs (history , algo):

7 loss = history . history [’loss ’]

8 val_loss = history . history [’val_loss ’]

9 epochs = range (1, len(loss) + 1)

10 plt.plot(epochs , loss , label=’Training loss ’)

11 plt.plot(epochs , val_loss , label=’Validation loss ’)

12 plt.title(algo + ’ - Training and validation loss ’)

13 plt. xlabel (’Epochs ’)

14 plt. ylabel (’Loss ’)

15 plt. legend ()

16 plt. savefig ("./ ngpresults / dl_cat / acc_loss /" + algo+"

_ngpcat_loss_epochs .png",dpi =300)

17 plt.show ()

18

19 def plot_acc_graphs (history , algo): # algo is used to pass the name to

function

20 acc = history . history [’accuracy ’]

21 val_acc = history . history [’val_accuracy ’]

22 epochs = range (1, len(acc) + 1)

23 plt.plot(epochs , acc , label=’Training acc ’)

24 plt.plot(epochs , val_acc , label=’Validation acc ’)

25 plt.title(algo + ’ - Training and validation accuracy ’)

26 plt. xlabel (’Epochs ’)

27 plt. ylabel (’Accuracy ’)

28 plt. legend ()

29 plt. savefig ("./ ngpresults / dl_cat / acc_loss /" + algo+"

_ngpcat_acc_epochs .png",dpi =300)

30 plt.show ()

LISTING C.11: Function to Plot Graphs for Loss and Accuracy

1

2 import numpy as np

3 import matplotlib . pyplot as plt

4

5 N = 8 # no of classes in the datasets

6

7 ind = np. arange (N) # the x locations for the groups

8 width = 0.3 # the width of the bars

9

10 fig = plt. figure ( figsize =[45 , 20])

11 plt. rcParams . update ({"font.size":30})

12 plt.ylim ([0, 1.2])

13 ax = fig. add_subplot (111)

14

15 lstmvals = lstm # lstm value ie predicted accuracy

16 rects1 = ax.bar(ind , lstmvals , width , color=’navy ’)

17 gruvals = gru # gru values

18 rects2 = ax.bar(ind+width , gruvals , width , color=’g’)

19 rnnvals = rnn # rnn values

20 rects3 = ax.bar(ind+width *2, rnnvals , width , color=’y’)

21 # cnnvals = cnn

22 # rects4 = ax.bar(ind+ width *3, cnnvals , width , color =’aqua ’)

23

24 ax. set_ylabel (’Accuracy ’)

25 ax. set_xlabel (’Classes ’)

26 plt.title(’Perfomance Accuracy of Each Algorithm on all Five Classes ’

)
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27 ax. set_xticks (ind+width)

28 ax. set_xticklabels ( class_names )

29 ax. legend ( ( rects1 [0], rects2 [0], rects3 [0]) , (’LSTM ’, ’GRU ’, ’RNN ’))

30 #ax. legend ( ( rects1 [0], rects2 [0], rects3 [0], rects4 [0]) , (’LSTM ’, ’GRU

’, ’RNN ’, ’CNN ’))

31

32 def autolabel (rects):

33 for rect in rects:

34 h = rect. get_height ()

35 ax.text(rect.get_x ()+rect. get_width ()/2., 1.05*h, ’%.3f’%float(

h),

36 ha=’center ’, va=’bottom ’, fontweight =’bold ’)

37

38 autolabel ( rects1 )

39 autolabel ( rects2 )

40 autolabel ( rects3 )

41 autolabel ( rects4 )

42 fig. tight_layout ()

43 plt. savefig ("./ ngpresultsdtb / com_res_inject / cm_images / ngp_acc_classes5

-3. tiff",dpi =300)

44 plt.show ()

LISTING C.12: Prediction Graph Function for Multi-classes Module

1

2 # Ensemble by Voting function

3

4 def voting_classif (X, y, est): # binary calssification , highest no of

votes

5 pred_y = {}

6 for j in est:

7 #print ("\n this is classifier ", j[0])

8 predict = j[1]. predict_classes (X)

9 pred_y [j[0]] = predict

10

11 print (" Predictions Done!")

12 print (" ================= ")

13 pred_df = pd. DataFrame (pred_y , columns = est [:, 0])

14 predictions = np.array( pred_df .mode(axis=’columns ’)[0])

15 #print (" mode done ")

16 acc = metrics . accuracy_score ( predictions , y)

17 print (" accuracy is", acc)

18 m_f1 = metrics . f1_score ( predictions , y, average =" macro")

19 print (" macro f1 is", m_f1)

20 return acc ,

21

22 # Ensemble prbability function

23

24 def prob_classif (X, y, est): # multi - clasiffication

25 pred_y = []

26 for i in est:

27 pred_i = i[1]. predict_proba (X)

28 pred_y . append ( pred_i )

29 p = np.array( pred_y )

30 meta_data = np. swapaxes (p, 0, 1)

31 sum_prob = sum(p)

32 preds = sum_prob . argmax (axis =1)

33 predictions = np.array(preds)

34 acc = metrics . accuracy_score ( predictions , y)

35 return acc , predictions

LISTING C.13: Ensemble Module
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APTD AS AC , 6, 151
APTs, 1
Architectural Design, 82

CMRI, 62
Command injection attacks, 63
Computer aided diagnosis, 38
cross-entropy loss, 96

Data analysis layer, 83
Data input and probing layer, 83
Decision Layer, 83
DoS attacks, 64
dropout, 97

Fabrication, 64

Interception, 64
Interruption, 64

MFCI, 63
Modification, 64
MPCI, 63
MSCI, 63
Myocardial infarction, 38

network topologies, 62, 105
NGP dataset, 83
NGP Raw Dataset, 64
NMRI, 62

parameterizing, 64
payload information, 62, 105
pseudocode, 83

randomizing, 64
Response injection attacks, 62

sigmoid/ReLU, 96
softmax, 96

UNSW-NB15 dataset, 83
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