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ABSTRACT

COMPUTATIONAL ASPECTS OF ON-LINE MACHINE MONITORING

The detection of 
induction motors,

the fault phenomena found on three phase 
as widely used in industry, from an

electrical engineering viewpoint has been investigated. 
Various transducers are used, on a real motor, to establish 
connections between known fault and measurable changes in the 
signals from these transducers. It is shown that these 
signals may be processed in a very powerful, yet conceptually 
simple way, to allow various fault conditions to be 
diagnosed. A fault condition may be due to one or more 
individual faults.
In this thesis, the development of a general purpose, user 
friendly minicomputer based system to carry out fault 
detection is reported. The establishment of such a system is 
necessary to provide a framework within which to develop 
signal processing regimes which are suited to the task of 
condition monitoring.
Having established the desired links between the controlled 
faults and measurable changes in the signals from the various 
transducers used, and the signal processing needed to detect 
these changes, a dedicated microprocessor implementation has 
been devised.
The results of this research are directly applicable to 
industry, and would allow considerable savings on maintenance 
costs. This is due to the continuous indication of the 
working state of the machine, so that maintenance may be 
planned in advance, thus saving on costly downtimes. It will 
also save time and costs on regular maintenance strategies, 
as it allows for a motor to be left in service, with complete 
confidence in its performance, without the need to withdraw 
it from service and examine it at regular, but possibly 
otherwise unnecessary intervals.



1.1 Introduction tO' the Thesis.

CHAPTER 1_

It is intended, in this work, to deveiop the techniques of 

computer and microprocessor based signai processing which are 

appropriate to the task of condition monitoring. This monitoring 

is to be carried out on three-phase asynchronous induction 

motors, and is to deal with eiectricai fauits.

Aithough considerabie work has been done in the fieid of 

condition monitoring, it has been confined to the diagnosis of 

pureiy mechanicai faults. Certain aspects of the signai 

processing developed for this end are very powerfui and are shown 

to be directiy appiicabie to the detection and diagnosis of 

eiectricai fauits. This is an important feature of the work, as 

it aiiows a grounding for the deveiopment of an instrument which 

wouid be capabie of handiing both mechanicai and eiectricai fault 

mechanisms, based on a common set of signai procesing techniques.

Because of the interest, here, in eiectricai fauits, the 

underiying mechanisms must be investigated, and the effects of 

mechanical and eiectricai phenom.ena thereby separated. This is 

done by the use of different test signals, which reflect features 

.of either source. For example, the vibration of the case of a 

motor may be caused by pureiy mechanicai means, as well as by the 

eiectricai conditions within the • machine, by way of 

electro-magnetic forces. To allow these to be separated, and 

thus the fundamental mechanl5fn involved to be understood, the 

current in the supply lines and the magnetic flux are also 

observed, these being electrical in their origins..



Investigation of these two aspects of a motor, in 

conjunction with each other aiiows the fundamentai fauit 

mechanisms to be estabiished, and thereby leads to efficient 

signai processing to monitor for faults, based on machine 

fundamentals. This property makes the diagnosis applicable to a 

range of motors, with the minimum of change to the processing.

Each chapter deals with a specific topic within this area. 

Chapter 2 gives a background to three-phase rotating machine 

theory, and provides an insight into the fundamentai mechanisms 

involved in the formation of the signals which are measured in 

the condition monitoring analysis, and the changes to be expected 

in these, under various fauit conditions. In Chapter 3, the 

various methods of signai processing which may be applied to the

problem are discussed and the reasons behind the choice of a 

particular solution are outlined. This includes a discourse on 

the use of Walsh Transforms as an alternative to Fourier 

Transform methods. The former have the advantage of being based 

on the values of plus and minus unity only, so being attractive 

for a microprocessor implementation. It is shown, however, that 

they also have dlseci vantages associated with them, which 

out-weigh the advantages for condition monitoring. Chapter 4 is 

concerned with the development of a general purpose, 

mini-computer based signai processing system. This is used for 

ail of the research into the fauit mechanisms investigated, and 

provides a flexible means of determining the signai processing 

which is required to diagnose eiectrlcaiiy based faults. The 

results of this investigation, along with details of the solution 

implemented for the detection of machine faults are discussed in



Chapter 5. This consists of a coiiection of signal processing 

units, configured to give singie figure "confidence factors" for 

each of the fauits. These are shown to give a reiiable 

determination of the presence, and type of fauit(s) under aii 

ioad conditions.

As the system for this is based on a general purpose 

mini-computer and a commercial spectrum analyser, a 

microprocessor implementation is then undertaken. Chapter 6 

discusses this, and gives details of the specific ways in which a 

microprocessor -can be applied to condition monitoring. This 

includes a careful consideration of the time involved in 

performing the analysis, and shows how steps can be taken to 

minimise this, by performing the operations in a particular 

order, and by the use of hardware to allow more than one 

operation to proceed at the same time.

1.2 Review of Condition Monitoring.

Aii items of machinery have a finite life span. This 

implies that no matter how reliable or well designed a system may 

be, it is likely to fail at some time. These failures cause 

.problems in production industries by reducing the capacity of 

plant, and also by occurring at random times.

Condition monitoring seeks to alleviate these problems. 

This is achieved by monitoring the condition of a machine - 

either continuously, or at intervals. The results of the various 

tests carried out during this process may then be analysed, to 

provide information on the health of the machine. To be



meaningful, the results must say more than just "a fault may be 

present". The nature and severity of the fault is also to be 

contained in the information given by the analysis.

This research intends to perform these tasks for electrical 

faults in three-phase induction motors. This is a new field for 

condition monitoring, as the majority of the work to date has 

been related to purely mechanical systems, as shown in references 

[1 - 12].

These forms of analysis have been channelled towards bearing 

and gear faults, and dynamic balance problems. The main input 

for the analysis in [ 1 - 12 ] has been vibration. This is due 

to the complex nature of its source - any movement within a 

mechanical system will be reflected by the vibration at some 

point. Choosing the correct point at which to take the 

measurements is of course part of the analysis, as for example, 

bearing vibration will be best sampled at a point as close as 

possible to the bearing pedestal. Acoustic noise has also been 

used [2], and has the same properties as the vibration, as it is 

the vibration of the casing and internal parts of a machine which 

will cause this noise. It is not generally as useful as 

vibration, though, as it may be easily contaminated by extraneous
I •

sources.

These ail deal with mechanical faults in mechanical systems. 

The work here is involved with electrical faults, and thus a
I

different set of signals has to be used. This has been done by 

investigating electrical signals, for example magnetic flux and 

supply currents, but also by investigating the machine vibration.



This is examined here, as it is a very good source of 

information, and aiso because of the fact that it is usefui for 

diagnosing mechanicai fauits. If proven to be effective for 

electrical fauits as weli, then both mechanicai and eiectrical 

condition monitoring may be possibie from a singie class of 

signal.

1.3 Conclusions.

A brief discussion of the research aims, and the contents of 

this thesis have been presented. These show the direction of the 

work, and point out that the field of electrical condition 

monitoring is a new one. The various machine parameters which 

are to be examined have been outlined, along with the reasons for 

their choice, as inputs to a condition monitoring scheme.



CHAPTER 2.

ASYNCHRONOUS INDUCTION MOTORS,

2.1 Introduction.

In this Chapter, three-phase induction motors and their 

theory, reievant to condition monitoring, are examined. This is 

done in order that the signai processing may be deveioped to 

diagnose fauits, based on the fundamentai mechanisms behind the 

fauits, so that it wiii be appiicabie to more than one machine. 

Had this not been done, and the processing deveioped mereiy with 

reference to one individuai motor, then the characteristics of 

this may aiiow an inferior process to give good results, in that 

particuiar case.

2.2 Induction Motors - A Summary of their Characteristics.

In industry, there is a need for a reiiabie source of rotary 

power. This, generaiiy, is provided through the use of 

asynchronous induction motors. These are the obvious choice due 

to their construction.

In such machines, a rotating magnetic fieid is set up by a 

set of stationary windings, no power being directiy suppiied to 

the rotor. There are thus no moving parts other than the rotor 

and its associated bearings. The rotor itseif is commoniy m.ade 

in a singie aiuminium casting, around the iaminated core. This 

construction, known from its shape as a "squirrel cage" motor is 

clearly very robust, relatively simple to manufacture, and free 

from electrical discharges, as would be found in brush-type



motors. They may also be sealed for longer life, or for use In 

hazardous areas, and are thus suitable for use when completely 

submerged.

These physical properties make It a very versatile machine. 

Its electrical properties, to a first analysis, are also 

desirable. The torque to turn the rotor is produced by the 

interaction of two magnetic fields, both essentially set up by 

the stator windings. These produce a uniform rotating field in 

the air gap between the rotor and the stator. This field couples 

with the rotor windings, normally bars shorted by solid end 

rings, and Induces currents in these by transformer action. This 

action takes place at ail times when the rotor sees a changing 

field. This means that torque is produced at standstill, so that 

the motors are always self starting. At the other end of the 

speed range, the rotor will turn in synchronism with the stator 

field. Thus the rotor is "locked" to the stator field, and so 

does not see a changing field. No transformer action can then 

take place, and the rotor field is lost. No torque is produced 

at synchronous speed which means that the maximum speed is known, 

for a given set of conditions, as discussed in the next section. 

At full load, the speed is determined by the design of the 

machine. In order to produce torque, the rotor must couple with 

a changing magnetic field, so that it must always turn at a lower 

frequency than the synchronous field of the stator. The rotor is 

then said to "slip" through the stator field . This gives rise 

to induced currents in the rotor conductors at the difference - 

or slip - frequency. This is commonly between one and five 

Hertz.



2.3 Machine Theory for Condition Monitoring.

Certain aspects of the theory relating to three-phase 

induction motors must be examined so that the mechanisms behind 

the faults to be investigated may be understood. This is under 

taken with reference to Alger [13].

Assuming that the machine is to be run from a 50Hz. supply, 

then the major component in any - frequency analysis would be 

expected to be at this frequency. If this were the only 

component, then little information would be available for

analysis. Because of the way in which a three-phase motor is

constructed, and any imperfections in its design or construction, 

other frequencies will be present. It is the study of these

which is of Interest in condition monitoring. Two major 

components have already been brought to light, namely the 

synchronous and slip frequencies. The slip frequency is

determined from the synchronous and full load speeds. 

Synchronous speed is found by considering the supply frequency 

and the number of pairs of magnetic poles in the machine - 

normally two. This gives a synchronous speed of

50 * 60 / 2 = 1500 rpm. for a 4-pole motor running on a 50Hz. 

supply. The full load speed is determined by the rating and 

design of the machine. This may be of the order of 1470 rpm. 

The slip corresponding to this condition is then found by the 

calculation:

1500 - 1470 

1500
s =

to give a Figure of 0.02. The slip frequency is then given by



twice the product of the slip and the supply ( Sf = 2sF ) to give 

2Hz. in this example.

The windings in the machine are not evenly distributed, but 

lie in discrete slots, to ease the problems of winding the stator 

coils. The presence of these discrete slots gives rise to 

further freqencies, known as the slot harmonics. These again 

depend on the design of the machine, in terms of the number of 

slots in the stator and rotor.

The flux in the air-gap may be calculated, and several 

principal components are seen to result. The number of slots in 

the stator and rotor are referred to by the letters "S" and "R" 

respectively. Taking the number of pairs of magnetic poles ( P ) 

into account, then five major rotating fields are set up, as 

indicated in Figure 2.1. As the force due to any magnetic field 

is proportional to the square of the flux density of that field, 

the magnetic forces within the machine may be represented by the 

equation shown in Figure 2.2, which is the square of the equation 

shown in Figure 2.1, taking only the low order products. 

Considering the terms inside the cosine components of this, all 

of which represent rotating magnetic fields, the slot harmonic 

frequencies are derived. Thus the principal frequencies are 

given by evaluating the expression given in Figure 2.3. For a 

typical machine, as used in this project, P = 2 pairs of poles, 

R = 51 rotor slots and S = 36 stator slots, and the principal 

slot harmonics are as shown in Figure 2.3, for a full load speed 

of 1430 rpm., giving a slip value s = 0.046.



In these caicuiations, the fields produced by the rotor and 

stator are assumed to be balanced and uniform. If however, the 

rotor contains a bar which is broken, then this will not be the 

case. This has the effect that the broken bar carries no 

current, and those on either side of it must carry more. This 

not only increases the heating of these bars, but also disturbs 

the flux distribution around the rotor. This is reflected in the 

machine forces again through a square law relationship. Thus an

extra term is placed in equation shown in Figure 2.2, and takes 

the form of a frequency modulation, at twice the slip frequency. 

It is at this frequency, as the current in the rotor will always 

be of slip frequency, and the squaring of this value to find the 

force results in a frequency doubling.

Thus, if a bar breaks, the slot harmonics become frequency 

modulated. In order to show this effect to good advantage, it 

has been necessary to used a technique known as "Zoom" 

transformation - this is a normal frequency analysis, but with 

the frequency scale expanded by a factor ( here ) of ten. This 

has two disadvantages for condition monitoring.

Firstly, it involves a significant increase in computation, so 

making the diagnosis time longer. More Importantly, however, it 

must be done around a slot harmonic. This implies knowledge of 

the machine design, so that a monitoring system cannot be applied 

to a range of machines, without some modification. A solution to 

this problem must therefore be sought.

10



In the equations discussed earlier, only the low order terms 

have been considered. There are components which extend 

throughout the spectrum. Further to this, the direct means of 

modulating the frequency spectrum of the machine, le by the 

changes in the flux and thereby in the force, is not the only 

route by which this effect can be seen in the vibration. As the 

force on the rotor has been changed from a uniform nature to a 

modulated one, the torque, and thus the speed will also be 

frequency modulated. This is then mirrored in the vibration. 

The end result of taking these further factors into the analysis 

is that the whole of the frequency spectrum may be expected to 

show the modulation resulting from a broken bar.

It is thus possible to relate the nature of a normal 

frequency analysis to the presence of a broken bar, without 

recourse to zoom analysis. This has only been considered with 

respect to the vibration. However, since the mechanism of the 

fault is electrically based, it will be reflected by other 

parameters. As the flux has been disturbed, then the effect 

should be visible in the stray and axial flux measurements. The 

flux also couples with the stator windings, and so should be 

reflected in the current. The vibration, however, has the 

expected advantage of containing a higher level of modulation, as 

it has more than one source, and is also easily measured by 

non-invasive techniques. This is important to condition 

monitoring, as any modification to a machine is to be avoided.

11



The motors In question are three phase types. This, under 

normal conditions, gives a single rotating field In the air-gap, 

due to the mechanical and electrical distribution of the stator 

windings. The three fields, one due to each phase, are combined 

by vector addition to give this result. If one of these phases 

should fail, then the addition becomes unbalanced, and the 

rotating field Is replaced by a static one, varying in amplitude 

at the supply frequency. This is the same as if a single phase 

supply were to be applied to two of the three connections to the 

stator, and so the fault is known as "Single Phasing". The motor 

will continue to produce a torque, providing that it is already 

running, but to a lesser degree than under normal conditions. 

This creates a heating problem in both the stator and the rotor, 

and must be detected as soon as possible.

The supply lines will normally be protected by over-current 

circuit breakers. However, in the interests of reliability, 

these may be set at too , high a level, particularly when the 

motors are started direct on line, and so drawing large surge 

currents on start-up.

The pulsating field will be mirrored in the parameters 

mentioned above, of vibration, current and flux. Thus it would 

seem feasible to detect this fault by analysis of these signals. 

The effect will be an increase in the supply frequency component, 

due to the unbalanced nature of the magnetic field - the steady 

field of a balanced supply system producing a much smaller 

component at the supply frequency. This will of course be at 

twice supply, in the vibration. Again, this is indeed the case, 

and is examined in Chapter 5.

12



2.4 Conclusions.

In order that the underlying mechanisms behind any fault 

investigated may be taken into account, the fundamental theory 

must be examined. This Chapter has done this, with reference to 

single phasing and broken rotor bars. The diagnosis of these 

faults may then be performed in relation to the basic causes of 

any changes in the signals from the machine. This must be done, 

so that the analysis developed is not coloured by the particular 

responses of an individual machine.

A short discourse has also been given on the general 

characteristics of these machines, to point out the reasons for 

their widespread use, and thus the benefits that would accrue 

from reliable condition monitoring.

13



The a i r - g a p  f lu x  density  w i l l  be g iv e n  by;

B = Bq cos ( Px  -  col )

+ cos (5  -  P)% + col J

+ B^cos (S -  P)x - col J

+ B^ cos i ( R - P ) %  + col 1 - R ( 1 - s ) / F ^

+ B ^ c o s  | ( R + P ) x -  cot [ l + R ( l - s ) / P

w h e r e

CO = su pp ly  freq u en cy  ( r a d s / s e c . )

X  = ro tor position ( r a d ia n s )

R = num ber of ro to r  s lo ts

5  = num b er of stator s lo ts

P = num ber of pa irs of poles

s = s lip

F i g u r e  2 - 1



=
Blo co s 2 ( Px -  col )

+  B2 B3 cos I  ( R -  S -  2 P  ) X + col [  2 -  R ( 1 -  s I /  P

+  (6^63+ 02  ̂ [ { R “ S ) x -  C O l P \ ( l - s ) / P

+  B, COS 1̂1 R -  S + 2 P  ) X -  col [  2  ̂ R ( 1 -  s | /  p] j +

F i g u r e  2-2



S u m m a ris in g  2-2 g ives the rolor slot harm on ic  
freq u en cies  as

R-S' ( Î n

w h e re  n  ̂ is the order of a su pp ly  harm o n ic  fo r  
v i b r a t i o n ,  n^ = 0,  2,  A, 8, . . , .

For a  motor wi t h;

P = 2, R = 51, 5  = 0-0A6, and f = 50Hz, 
the slot h a rm o n ic s  w il l  appear 
at>

n< = 0 1216-35HZ

P/ = ± 2 1116-35, 1316-35HZ

n^ = ± A  : 1016-35, 1A16-35HZ

n = ± 8 8 1 6 -3 5 , 1616-35 Hz

F i g u r e  2 - 3



CHAPTER 2-

SIGNAL PROCESSING TECHNIQUES.

3.1 Introduction.

It is the main objective of this research to develop the 

techniques of signal processing, with reference to electrical 

machine faults. There are several routes which may be followed 

to this end, and this Chapter provides a review of these, and the 

reasons for choosing a particular path. ' Although the chosen 

route is one based on frequency domain analysis, time domain 

procedures have also been considered. Both techniques are 

discussed.

3.2 Time Domain Analysis.

In this form of analysis, it is the signal itself which is 

processed. This entails recording, or sampling the signal, and 

performing a mathematical appraisal of this data. Frequency 

domain analysis, on th-e other hand, requires that a large number 

of calculations are done on the data before it is actually 

processed. Although this may seem to give time domain analysis 

an advantage it will be shown, for machine condition monitoring, 

that operating in the frequency domain is most appropriate.

If it is desired to consider the effects of a cyclic 

phenomenon, some form of correlation will have to be carried out. 

This involves the multiplication of a given signal with itself, 

as in autocorrelation, or with another, as in cross correlation. 

For a long time record, this obviously involves a large amount

14



computation. The result is then a new signal, whose peaks will 

correspond to the "sameness", or correlation between the two 

signals. This new data, has also to be interpreted, and does not 

normally give any direct information in the present environment - 

consisting mainly of related cyclic waveforms.

In some cases, there will be some foreknowledge of the 

signal being processed, and specific frequencies may be of 

interest. Defining the contribution of this particular frequency 

to a given signal may be carried out by the methods mentioned 

above, or more probably by some form of filtering. With the 

recent advances in micro-processor technology, this would 

normally be implemented digitally [15 - 17]. Digital filters can 

be given very well defined characteristics, and be very

selective. However, this very property ie. good selectivity may 

act against them. If the signal changes, so that the component 

of interest changes in frequency, then a new filter would need to 

be designed. Furthermore, this research includes the task of 

defining those frequencies that are of particular Interest, so 

that a filtering regime would be less desirable than other 

available methods, due to its inflexibility.

3.3 Frequency Domain Analysis.

As mentioned previously, frequency domain analysis cannot be 

carried out directly on a signal. Before any meaningful 

information can be obtained from the signal, it must be 

"frequency analysed", as shown in Figure 3.1. This 

pre-processing burdens the overall processing with a very large 

overhead of computation. There are benefits, however, in

15



choosing this path. An extra benefit of this is that many of the 

time domain techniques may be impiemented via the frequency 

domain. Although this may seem to give an even larger 

computational overhead, it does not. To illustrate this, a table 

is given in Figure 3.2 which contrasts the numbers of 

multiplications required by commonly used functions. The 

frequency domain ( FFT ) method is then seen to be more 

efficient, as less operations, overall, are required. This 

aspect is discussed in references [18, 28], and the data given in

Figure 3.2 was derived from [28]. It is known that the signal 

source is of a cyclic nature - the motor rotates in a fixed path, 

and so the signals obtained there from are to be expected to be 

repetitive. Thus the main advantage of frequency domain analysis 

is clear. In the time domain, a signal cannot be stationary, 

unless is is a direct voltage, which will contain little 

information. It is thus necessary to deal with ever-changing 

data, before any attempt is made at analysis. In the frequency 

domain on the other hand, a cyclic signal of a fixed period, and 

hence constant frequency will appear static, varying only in 

magnitude (and phase), as shown in Figure 3.3. It is then 

possible to observe a particular component of a signal, with no 

further post-processing. If this component should vary in 

frequency, perhaps as the motor speed changes with load, then a 

scalar movement along the frequency spectrum will allow its new 

contribution to be assessed.

When a signal is produced, it may consist of many sources, 

and be modified by its surroundings. An example of this is the 

effect of the flux within a machine on the case vibration. The

16



waveform of the flux will be modified by the response of the 

case, and will thus reflect characteristics of both. This 

modification may be modelled, and the various components 

convolved together to obtain the final signal. Convolution is a 

very complex operation, and to de-convolve a signal into its 

constituent factors Is even more Involved. It is a property of 

the transformation from a time to a frequency domain that 

convolution becomes multiplication, in the new domain. Further 

more, if the frequency domain result is scaled logarithmically - 

as it would on a decibel scale - this multiplication becomes 

addition. The large overheads Involved in producing the 

frequency domain representation of the signal therefore gives an 

advantage to any further procesing. If the case of a filter - as 

might be found in any part of an experiment - were to be 

considered, a time domain analysis would first have to account 

for the action of this filter. This would have to be done by a 

convolution calculation. In the frequency domain, however, the 

effects of the filter may be removed, simply by subtracting its 

own frequency response from the spectrum of the system being 

measured. If now, a filter is applied to a signal which has a 

rich harmonic content, only a single frequency can be extracted. 

If the same signal were to be analysed in the frequency domain, 

this harmonic nature would become apparent, as shown in Figure 

3.4.

It is clear, then, that when a complex signal is to be 

resolved into its component parts, a frequency domain route is 

more rewarding than a time domain one.
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3.4 Orthogonal Transforms.

It has been made clear, that although a frequency domain 

processing regime is most suited to condition monitoring, the 

signal cannot be processed directly, but must first be

"pre-processed". This processing takes the form of a

transformation from the time domain into the frequency domain. 

This is carried out by use of a set of functions known as

"Orthogonal Transforms".

Fourier analysis is an established member of this set of

transf orms.

An orthogonal function, derives its name by the property of 

having constituent phasors which are at right-angles to each 

other, as shown in Figure 3.5. A example of this property is

readily observable in sine and cosine functions. When all other 

properties are identical, these two can be distinguished by their 

right-angled - or Orthogonal - phase relationship.

If corresponding sine and cosine components are multiplied, 

in a vector sense, the result will be zero, as shown in Figure 

3.6. Thus, if a signal is composed entirely, and only, of these 

two, the contribution of each to the total signal may be assesed, 

by multiplying the signal by each of the constituents in turn. 

The result of each multiplication will be the product of the 

magnitudes of the signal and multiplying component, plus the

product with the other signal component. This latter part, as 

noted above, will be zero.
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If, instead of a single pair of sine and cosine functions, a 

continuous spread is considered, differing only in their 

frequency component, and the calculation performed for ail of 

them, then the amounts of each present in the signal will be 

defined. As mentioned earlier, this process is an established 

one, viz. that of a Fourier Transform.

Having defined the reason for using an orthogonal transform, 

it must be noted that Fourier analysis is only one member of a 

large family of transforms. It should also be noted that 

although a sine and cosine based analysis is normally the 

automatic choice from a mathematical point of view, it may not be 

entirely suitable in all fields. In computer technology, all 

data is stored in binary format. It is not possible, then, to 

store or calculate values for sine or cosine series, with 

absolute accuracy. This forces the problem of transform noise on 

the situation, since no matter what the word-length the

particular computer may have, truncation errors will result. It 

would seem desirable, therefore, to attempt to fit the problem to 

its solution, if possible. Here, this would entail the use of a 

transform which is based not on sines and cosines, with their 

irrational values, but on a simplified set of numbers. The set 

of orthogonal transforms contains within it several functions 

which meet this need. Not only are they based on two values, so 

immediately look attractive for a digital implementation, but 

these values are plus and minus unity. This gives the advantage 

that the process of multiplication, which consumes relatively 

large amounts of computing time and effort, is reduced simply to 

additions and subtractions. The savings in computational time.
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from this property are very large indeed.

3.5 Walsh Transforms.

A set of two valued functions were first described by Walsh 

in 1923 [29]. At that time, and for a lengthy period afterwards, 

they remained as a mathemetical concept, without any serious 

practical application. More recently, their basis on the values 

of plus and minus unity, have made them of great Interest in 

microprocessor-based environments, due to the absence, of 

multiplication computations. An overview of the general 

properties of Walsh transforms is to be found in Frankel [37]. 

As discussed earlier, any orthogonal transform will effect a 

change of domain, by analysing the original signal, in terms of 

the components of the particular transform. Such is the case 

with Fourier Transforms, where the signal is assumed to be 

composed exclusively of sine and cosine functions - the 

constituents of the Fourier transform. Walsh transforms, on the 

other hand, are based on a set of rectangular functions, and thus 

the signal will be analysed in these terms. The standard 

mathematical representation of both Fourier and Walsh Transforms 

are shown in Figure 3.7. The Important properties of both 

classes of function are summarised in Figure 3.8. In order to 

give a means of distinguishing between Walsh and Fourier domains, 

it has become customary to call the Fourier domain "frequency", 

and the Walsh domain "sequency". They have similar meanings, and 

allude mainly to the process used between the time and transform 

domains. The similarity between Fourier and Walsh components is 

strengthened by taking the Walsh terms in pairs, viz.
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0,1; 2,3; 4,5 and so on. These are then named "CAL" for the even 

and "SAL" for the odd numbered pairs. The new names are chosen 

to underline the similarity with Cosine and Sine and have similar 

properties in the Walsh domain as sine and cosine have in the 

Fourier domain. The first 16 Walsh functions, with both 

terminologies are shown in Figure 3.9. These two may be unified 

by the concept of "Generalised Frequency", as in Harmuth [36]. 

Here, the term "frequency" is defined, not in the normal sense as 

being the number of complete cycles in a given time, but as half 

the number of zero crossings per time period. For sine and 

cosine waves, this is evidently the same as "normal" frequency. 

In the case of the Walsh functions, with their more complex form, 

the new term has more meaning.

The set of Walsh functions, then, may also be used as a 

basis for a transform from the time to frequency domains. As the 

Walsh Transforms are based on a rectangular set of functions, 

they are more suited to analysing' signals which have a 

rectangular basis [39]. The signals considered for condition 

monitoring of electrical machines are, however, sinusoidally 

based and so the Walsh Transforms may not be suitable for their 

analysis. As an exapmle of this. Figures 3.10 and 11 show the 

Fourier and Walsh Transforms of a sine and a square wave. 

Further to this, the "energy" in a Walsh function is not constant 

with sequency. This is seen from the fact that a sine wave of a 

higher frequency may be formed simply by taking an existing one 

and "compressing" it in the time axis, until another, identical 

wave can be "fitted in at the end". There is no corresponding 

property between Walsh transforms, as is seen for example with
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Wai(13,t) in Figure 3.9. This has the effect that for a fixed 

ampiitude signai, swept in sequency, a varying amplitude will 

result in the sequency spectrum, thereby making the 

interpretation of the data a difficult task, as shown in Figure 

3.12.

This task is further impeded by the complex nature of the 

transform output. In Fourier analysis, the transform will 

generally result in a single peak, corresponding to a single 

input frequency. Such is not the case with Walsh transforms. 

This is illustrated in Figure 3.13, and can also been seen in the

actual transforms shown in Figures 3.10 and 11, and also in 

reference [40]. An area of higher sequency energy also appears, 

as shown in Figure 3.14. The presence of this higher sequency 

energy only hinders the interpretation of the data. If this 

contribution could be removed from its place in the sequency 

spectrum, and put where it would be "expected", then the 

advantages of the Walsh transform could be further realised. It 

is significant, that this area of higher sequency energy appears 

close to the third harmonic sequency of the main peak, with a 

pronounced trough at near the second harmonic, as shown in Figure 

3.14. As mentioned, the results are interpreted in a way which 

is biased, due to their more frequent use, towards Fourier 

transforms. If a Walsh function itself is Fourier transformed, 

it will appear in the frequency spectrum as an area of energy at 

the fundamental frequency of the Walsh function, plus energy at 

the third, fifth, and so on harmonic frequencies. This is 

similar to the case of a sine function being Walsh transformed, 

and underlines the importance of choosing the most suitable
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transform for any given application. This particular similarity, 

however, may allow for the area of higher sequency energy to be 

directly explained, and with further mathematical analysis, could 

lead to a modified form of the Walsh transform which will give 

the advantages of speed and accuracy of calculation, without the 

disadvantages of a more complex result.

Another property of Fourier analysis which is not mirrored 

in the Walsh domain, is that of cyclic invariancy [40]. If a 

signal to which a Fourier analysis is to be applied is given a 

pure delay, then this will be shown in the frequency domain as a 

change in phase, without effecting the amplitude spectrum in any 

way. In the Walsh domain, however, a pure delay cannot be 

directly modelled as it can in any Fourier analysis, as shown in 

Figure 3.15. It then becomes more difficult to interpret any 

data, unless some form of synchronisation is available, such that 

the signal can always be sampled at the same point in its cycle.

This will generally require that the machine under test will have 

to be modified. This is to be avoided if possible, as the 

condition monitoring system must be applicable to any machine, 

with as little modification as possible. When the signal is 

non-cyciic, the problem is aggravated, and although Fourier 

analysis does assume that a signal is exactly periodic within the 

sample time, the effect of this characteristic is very small by 

comparison.

The main attraction of Walsh analysis has been its speed of 

calculation, and its suitability for digital processing 

environments. They may be derived by several means [30, 34] and 

lend themselves to special purpose hardware Implementaions.
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These can give extremely fast execution times [38].

It has been concluded that any analysis based on Walsh 

transforms are most suited to signals of a stepped form, and that 

the sampling time needs to be synchronised closely with the data, 

to mininlse the unwanted side effects of the transform 

properties. As the signals dealt with are emanating from an 

electrical machine, driven by a sinusoidal supply and performing 

uniform circular motion, the signals will also have a sinusoidal 

basis. This fact makes the Walsh transform less applicable to 

condition monitoring.

It is, however, possible to perform a Walsh transform, with 

its high speed of calculation, and then post-process the results 

to find the Fourier transform. This is discussed in references 

[31, 32, 33, 35, 42]. These show that for small numbers of 

samples, that this route may be advantageous. Tadokoro and 

Higuchi [42] derive a formula for the number of multiplications 

required for this route. This is that for N sample points, ( 

N * N - S  ) / 6 multiplications are required to calculate S 

Fourier coefficients via the Walsh domain. Comparing this with 

the N log N form for a direct Fast Fourier transform, this method 

requires 174,762 as opposed to 10240 multiplications for the 

direct form, for the 1024 point transform which is to be used.

Also, when considering the transformed representations of a 

signal, Blachman [35] shows that a Walsh transform will require 

significantly more points in order to represent the signal to the 

same accuracy as a Fourier transform.
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The inherent properties of a frequency domain analysis can 

be exploited to yield information about the machine signals 

appropriate to condition monitoring. It was shown earlier that 

the complex task of convolution in the time domain is modelled by 

multiplication in the frequency domain. When a logarithmic scale 

is employed, this is further simplified to addition. A signal 

may then be examined in terms of related components, as are 

harmonics of a single fundamental, and in terms of different 

components - combined by superposition - to give the original 

signal. The possible harmonic structure is much more readily 

seen in the frequency domain. There are, however, effects which 

do not show themselves readily in this domain. Where a signal 

has been produced at source, and then modified by some filtering 

process, before it is analysed, a frequency analysis cannot be 

assured to separate the two effects, so that either could be 

examined. A further level of convolution is involved. Another 

situation which cannot be directly handled by a simple, i frequency 

analysis is that of a modulated signal. Here, there will be a 

fundamental signal, plus equally separated sidebands, as shown in 

Figure 3.16. These sidebands may be difficult to deal with, 

since they may lie very close to the fundamental, and have 

relatively little energy themselves. The fact that frequency 

modulating a signal does produce equally spaced sidebands is 

derived with the aid of Bessel functions, as is shown in 

equations 3.1 to 3.10, below.

3.6 Cepstrum Analysis.
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In both these cases, it is conceptually a simple step to 

perform a second frequency analysis - treating the output of the 

first as the input for the second. At a first sight, this may 

seem to return to the original signal, since two forward 

transforms are the same ( except for a phase inversion and a 

scale factor ) as a forward followed by an inverse transform. If 

ail the data were preserved throughout, then this would indeed 

result in the recovery of the original signal. The output of the 

first transform may, however, be logarithmically scaled. The 

second transform then gives its results in the time domain, but 

because of the logarithmic transform, the output of the overall 

process is not the original signal.

This process is called Cepstrum analysis [27, 42, 43], and, 

as with the Walsh transforms, a new terminology has been devised 

for its use. ( The name comes from "spectrum", with the first 

letters reversed. ) This modification is carried through all of 

the terms, some of which are listed below:

1. SPECtrum becomes CEPStrum

2. FREQuency Î! M QUEFrency,

3. PHASE M I f SAPHE,

4. HARmonic ri 11 RHAmonlc, ,

In machine condition monitoring, the resonance of the casing 

effects the original vibration signal; the process is similar to 

filtering. A Cepstrum analysis on such a complex signal enables 

the individual effects to be separated. ( An analogy can be
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found in the production of human voice signais. The sounds are 

created by two effects. The throat produces the initiai sound, 

which is then modified, or fiitered, by the cavities within the 

head. Applying a Cepstrum analysis to such a signal separates 

the two effects, so that each may be studied completely separated 

from the other, as shown in Figure 3.17. )

Where modulation is the effect to be considered, the 

justification is somewhat simpler. As the output from the first 

transform is used as the input to the second, it may be directly 

considered as a signal. It is known that a modulated waveform 

will have sidebands, and that these will appear as equally spaced 

peaks in the frequency domain. If this is considered as a 

signal, the fact that it contains evenly spaced peaks Implies 

that it is periodic. It is periodic, however in frequency. A 

further analysis of this signal will produce a single peak for 

each modulation frequency, as shown in Figure 3.18. It is thus 

possible to determine the effects of the fundamental and its 

modulating function quite separately. This is very powerful when 

the modulation itself is of interest, and is in a considerably 

lower frequency range to the carrier. In such a case, the 

carrier will be "lost" in the cepstrum, leaving the Information 

in the modulation completely separated from the carrier 

information.

A useful property of the cepstrum process comes to light 

when the scaling is considered. In the case of the first stage 

of a Cepstrum transform, the "x-axis" is scaled linearly in 

frequency. When the second transform is applied to this, this 

axis is scaled in time - and thus in frequency, with an inverse
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law. This gives the additionai property of compressing the high 

frequency components towards the origin, and the scale then 

gradually expands as the frequency fails. The result of this is 

excellent noise immunity, since the noise is generally high 

frequency, and thus becomes separated from the low frequencies 

which are of interest.

As an extension to this, any of the peaks in the Spectrum or 

Cepstrum may be removed during the processing, and the resulting 

data inversely transformed. It is then possible to study the 

effects on the signal of removing Individual components.

Signals from the test machine were Cepstrum analysed, and 

the results are presented in Chapter 5, where the power of this 

technique is clear when determining the modulated nature of the 

signal when a broken rotor bar is present in the machine, as 

compared to the much cleaner signal from a machine in good 

condition.

In terms of a Cepstrum analysis, a further disadvantage of a 

Walsh based transform becomes apparent. Any modulated signal 

will consist of two components - a "carrier" and "modulating 

signal". To obtain the final signal, these are multiplied 

together. In a sine based environment, this multiplication 

results in pairs of difference products, or sidebands, as shown 

in Figure 3.19(a). In the case of a Walsh environment however, 

these difference products do not occur, as shown in Figure 

3.19(b). Thus Walsh modulation does not exhibit the sidebands, 

and the technique thus not suited to the analysis of machine 

signals.
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3.7 Conclusions.

It has been shown that in relation to electrical machine 

test signals, which are cyclic, modulated and sinusoidal In form, 

a frequency domain analysis is the correct choice. Time domain

analysis is unsuitable due to its inflexibility and the lower 

overall computational overheads attainable by using frequency 

analysis. Although Fourier functions are normally chosen for 

this task, Walsh functions have also been investigated. These 

have the desirable properties of being capable of high speed 

calculation and of giving a "quiet" transform, due to the absence 

of multiplications and rounding errors, respectively. When 

analysing sinusoidally based signals, as here, the Walsh 

transform has many undesirable properties, such as cyclic 

non-invariance, and non-constant output in the sequency domain 

with varying frequency. This makes interpretation of the data a 

very complex task, when compared to their Fourier counterparts.

It has been shown, then, that frequency domain analysis, by 

the use of orthogonal transforms, is the preferable route. It is 

also shown that even with the penalties of complex calculation 

and inherent noise from truncation errors, Fourier transforms 

have advantages over other members of the set of orthogonal 

transforms which make them the obvious choice for the 

transformation of the signal from the time to frequency domain.

Cepstrum analysis is an extension to frequency domain 

techniques, and is well suited to the analysis of convolved or 

modulated signals. Its use In condition monitoring is in its 

power to determine the modulated nature of the signals under
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"fault" and "good" conditions.
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Figure 3-9 First 16 Walsh functions
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CHAPTER 4.

THE CASPAR PROGRAM.

4.1 Introduction.

The exact nature of the particular signal processing 

requirements for condition monitoring was unknown at the start of 

the research project, and so a flexible signal processing 

facility was required. This could have been achieved by the use 

of sophistocated programming techniques, and writing specific 

routines for each process to be tested.

Whilst this may be a good approach to the design of a suite 

of programs to perform some specific and predefined task, it is 

Impractical in this context. What is required is a main program 

framework, into which specific routines may be placed and tested. 

It must handle all necessary protocols, data flow and operator 

entry automatically. The normal form for such a framework is the 

so called "menu driven" program. The program developed for this 

research, named CASPAR (Computer Aided Signal Processing And 

Recording), is an example of such a scheme.
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As an introduction to the facilities allowed by the CASPAR 

program, a list is presented of the routines which it contains:

A) Read a full spectrum from the analyser.

B) Read a reduced spectrum from the analyser.

C) Set the analyser to display its memory.

D) Write a spectrum back to the analyser.

E) Produce a print out of the spectrum.

F) Produce a single plot of the spectrum.

G) Perform multi-plotting.

H) Walt for a time, then continue.

I) Use the "Recorder Start" button as a trigger.

J) Ring the terminal bell.

K) Set up the attenuators on the analyser.

L) Clear the interface.

M) Find the "energy" in the spectrum.

N) Normalize the spectrum.

O) Set a noise threshold on the spectrum.

P) Find the peak in the spectrum.

R) Perform autocorrelation on the spectrum.

S) Stop at any point and return to the start of the program.

T) Talk to the analyser

U) Produce a cepstrum.

V) Read a spectrum from disc.

W) Write a spectrum to disc.

X) Use the "RETURN" button as a trigger.

Y) Store a spectrum in memory.

Z) Recall a spectrum from memory.

4.2 The main routines in CASPAR.
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&) This allows continuation of a line, keeping all data 

valid.

A summary is now presented of the main routines suported by 

the program. Firstly, data must be acquired. Two routines are 

provided for this. As a first choice, the data is read from the 

analyser as two blocks of data. One of these contains the 

spectral values, and the other contains details of the settings 

on the analyser. These are used when interpreting and recording 

the data, and include the sampling frequency and full-scale 

amplitude settings. If a number of spectra are to be read 

without changing the settings, then the second routine would be 

used. This transfers the spectra only, and does so in a much

faster data format.

After the data has been processed, it must be examined. 

Several possibilities are presented. Firstly, the result may be 

passed back to the analyser for display. Again two data transfer 

protocols exist, and are exactly analogous to those for reading

data. If a paper record is needed, the data may be printed on

the operator's console (and thereby on a printer) in list form. 

When a graphical representation is desired, the plotter is

brought into action on the same IEEE interface as the analyser. 

This gives a plot of the data, fully annotated and scaled. A

further facility is allowed here. It may be necessary to observe 

a phemomenon which changes with time. For this, spectra may be 

recorded at intervals, each one individually processed, and then 

the group of them placed on the same plot, with offsets in the 

"X" and "Y" directions .This generates a "surface", and so 

simulates a pseudo-three-dimensional repsesentation of the data.
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As any condition monitoring exercise proceeds in time, long 

term records are needed. This facility is provided by recording 

the spectra on disc. The operator may request disc storage and

provided that a valid disc is in the computer, the data will be

recorded. This recording is permanent, and no means exists in 

the program for erasing or overwriting it. Thus, once on a disc, 

the results cannot be lost. To aid record keeping, the discs are 

ail provided with a unique number, recorded on the disc, and the 

spectrum is given a serial number as it is recorded. This number 

is displayed on the operator's console. To retrieve this data, 

the disc reading choice is placed in the input line, and the 

serial number will be requested by the program.

4.3 The Command Levei Loop.

The main control of the program is carried out by the

"Command Level Loop", as shown in Figure 4.1. It is the function 

of this part of the program to allow execution of a particular 

set of routines, selected from the "menu", and to control the 

program during this period.

The command structure is also able to allow extra

facilities, not offered as normal input choices.

At the start of every program run, the operator is given 

four choices of action:
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1. Y Yes, print the menu.

2. N No, do not print the menu.

3. C Continue, re-uslng the last choice.

4. S STOP.

All of these, as with the choices for the routine Input string, 

are entered as a single letter, so keeping continuity throughout 

the program.

The last of these, "STOP" Is self explanatory, and

terminates the program. It must be noted, however, that typing 

an "S" In the choice line will not terminate the whole program, 

but only the present Input string. This gives the operator a 

simple route back to the start of the command loop, should this 

become necessary. This Is shown In Figure 4.1 by the "reset

route". The other three choices have the following functions:

1. Yes, print the menu. This gives a listing, on the operator's 

console, of the currently available processing routines.
I

2. No, do not print the menu. This gives the means of entering 

a string of routines, without the menu being printed each

time. I ,

3. Continue, and re-use the last choice. This allows' a simple 

method of repeating a given process, without the need to 

retype it every time.
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Once the desired reply is given to these questions, and the 

menu given, if requested, the operator is free to design a 

process. This is done by entering a string of characters which 

relate to the process, in the appropriate order. There are no 

restrictions on what may be typed in - all necessary protocols 

are handled by the program, and illegal characters (anything 

other than letters and numbers) are reported to the operator, so 

that the string may be corrected without any processing taking 

place.

Having entered the command string, the operator is prompted 

for the number of times that it is to be repeated. This differs 

to the "C" response above, in that it is specified before, rather 

that after the processing, and allows for any number of repeats, 

as shown in Figure 4.2. The "C" respone is intended to allow for 

the re-use of a past process, without the need to explicitly 

re-type it.

4.4 Program Framework.

If any processing is to take place on the signals read from 

the spectrum analyser, there must be some simple and fixed means 

by which these may be gathered, processed and either displayed or 

recorded. CASPAR allows for this, and other features suited to 

research in signal processing.

Firstly, the spectra produced by the spectrum analyser must 

be transferred into the computer. This is done here via an IEEE 

standard interface bus, all the software for running this having 

been writen as a part of this work. This allows the whole system
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to be automated. The software that drives the interface is 

written in a mixture of FORTRAN and machine language. This gives 

the advantages of both. The machine coded section allows access 

to the computer at a level suited to driving the hardware for the 

interface bus, whilst the FORTRAN sections allow ease of access 

to the bus, and greatly simplifies the passing of large amounts 

of data.

When developing such a program, it is normal practice to 

perform the tasks of interfacing between instruments and general 

data transfer by the use of subroutines. These may then be 

nested until whole blocks of data can be transfered by a single 

statement. CASPAR extends this approach, so that the data is 

handled entirely automatically. The advantage of this is that a 

standard has been set, and any future process has only to conform 

to this to ensure correct data flow.

When writing a program, the input and output of data has to 

be considered, as essentially, the function of the program is to 

transform one into the other. This data will be stored in 

memory. The operator specifies the particular routines by typing 

in a string of characters, which define the routines to be 

accessed, as shown in Figure 4.3. When the data is read from the 

analyser. It is stored in a one-dimensional array, without the 

operator having to define a memory area for this purpose. An 

extension of this is then to have similar arrays for storing the 

data within each routine for processing it. This will require 

large amounts of memory. It is an Improved solution, thus, to 

hold the data in Just one single storage area, and allow every 

routine to have access to this area, as shown in Figure 4.4. The
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savings made by such a move are not only in storage space, but 

also in execution time, as it is no longer necessary to actually 

transfer the data between routines. The disadvantage of this 

approach is that the original data will be lost. This, however 

is of little consequence in a processing regime which is formed 

of a string of routines, one passing its result as the data for 

the next. If it is desired to keep the original data, a separate 

routine is provided to transfer the data from the common area to 

one of five Identical, but protected areas, as shown in Figure 

4.5. In addition, spectra can be stored on a magnetic medium. 

The data is then permanently recorded. This was useful for 

maintaining records throughout the project. Access to these, via 

the CASPAR program' is protected; once a spectrum has been 

committed to disc, it cannot be erased or overwritten from the

program. Each disc can accommodate 280 spectra, as shown in 

Figure 4.6. The drives, however, are not fixed, so that a 

library of discs may be created. Using this facility, 

approximately 850 spectra have been archived.

The program, then, has a modular basis. This simplifies the 

inclusion of extra processing routines, as they are developed. A 

new routine is assigned a letter for identification, and this is 

placed in a table, along with the routine's location. As shown 

in Figure 4.7, access has then to be specified to the common 

memory area, and the unit is fully operational.
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4.5 Operator Input Handling.

It is the main feature of a "menu driven" program, from the 

operator's viewpoint, that the function of a particular process 

is chosen from a list, or "menu" which is provided by the program 

itself, or in the instruction manuals. This allows an operator 

to configure a complex signal process procedure from a number of 

sequential processing kernels.

In the field of machine monitoring, it is the combinations 

of different routines which is of Interest. To allow for this, 

each routine is identified by a unique letter. A series of such 

letters, henceforth referred to as a "command string", can be set 

up to control the selection and sequencing of a particular set of 

routines. For example:

AW

This command string will read a spectrum from the analyser 

( A ), and write it to disc. A serial number will be allocated 

to It, so that this particular spectrum may be recalled.

VUCD

This command string recovers a spectrum from disc ( V ), 

prompting for the serial number of the desired recoring. It then 

performs a Cepstrum analysis of the signal ( U ), selects the 

display function of the analyser ( C ) and writes the processed 

data to the analyser for viewing.
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AY1&

This reads a spectrum from the analyser and stores It In 

memory area number 1 ( Y1 ). The character Instructs the 

program to hold all data valid, rather than clearing all of the 

processing areas at the start of each command loop, and allows 

spectra to be held In the memories, for reference purposes.

The command string may also contain digits, as some routines 

may need numerical Input. Any routine which needs numerical 

parameters Is given default values. These may not fullfll the 

operator's requirements, and so, new values may be entered by 

typing them In the Input string, after the letter Identifying the 

routine In question. The command string Is read by CASPAR, and 

separated Into classes, as shown In Figure 4.8. Valid letters 

for Identifying the routines to be selected are removed, as are 

any parameters for these routines. All other characters are 

Ignored. An exception to this occurs, should any Illegal

characters be encountered In the line. These would be control 

characters, dollar signs, quotation marks etcetera. If any of 

these Is found, then the whole line Is rejected, and a message 

given to Identify the character at fault. Rejection of the whole 

line gives the advantage of avoiding confusion, as could arise 

when a command line has several sets of similar routines In It. 

The charatcter could have been found In any of these, so that Its 

exact position, and the action to be taken would be unclear.

It may be required to repeat a given process - eg. to 

re-apply the same processing on a variety of signals. For this 

to be achieved, the command string must be stored. In CASPAR,
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this is done in two separate arrays, as shown in Figure 4.9. 

Parameters are easiiy removed from the command string, as the 

string is stored as characters, in ASCII format - the numerals 

are then in a different range to the letters. They are then 

stored in a separate array. The function of this is to simplify 

the process of executing a given routine with the correct 

parameters - either the defaults, or those entered in the input 

string. The array that contains the letters of the string is 

then within a known number range, since the letters, stored as 

ASCII codes, occupy the range 65 to 142. As the array now 

consists exciusively of letters, the numbers 0 - 6 4  V7ill be 

unused, as they can never appear. It is possible, thus, to use 

these as pointers to the parameters, held in a separate array. 

This approach is used, as the parameters must be allowed to be in 

any numerical range. As the letter array is stepped through by 

the program, any value less than 65 is obvious, and easily 

detected. It is then used as a pointer to the location in the 

parameter array, of any numbers that followed the particular 

letter.

A further requirement of this area of the program now 

becomes apparent. It is foreseeable that the number of 

parameters called for by the many routines will,differ, so that 

the number of numerical inputs will vary. This is easily handled 

by the system decribed, by having not one, but two pointers in 

the letter array. These consist of the location of the first 

parameter, and also that of the last. It thus becomes a process 

of reading through the parameter array until all of the numbers 

entered as being associated with a particular letter are found.
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Also, it then becomes feasible to enter more or fewer parameters 

than may be required for a particular routine. If fewer are 

entered, the defauits can be used for the missing information, 

and any extra can be ignored and safely left in the parameter 

array. To do this with'out the double pointer system could mean 

that excess parameters from one routine would be used as 

parameters for the next. Since the succeeding routine will have 

Its own pointers to its specific input, no problems will occur.

4.6 Data Handling.

As each new choice is entered, marked by re-entering the 

command levei loop, all previous data is lost (unless recorded on 

disc). This was implemented as a failsafe mechanism, as it gives 

a fixed condition at the start of every process. This also 

allows a certain amount of error checking to be carried out. The 

most useful of these is to check whether or not a spectrum is 

resident in the system. If this is found to be the case, then 

the process continues as entfered. If, on the other hand, no new 

spectrum has been fetched, either from the analyser or from disc, 

then the program automaticaliy reads one from the analyser. It 

is then possible to (say) plot a spectrum by typing the plotting 

choice as the input line. A spectrum will be read and then 

plotted with no further operator intervention. It may be 

required, however, to store the data from one process for 

comparison with that of a later one. This would not be possible 

if the above were the only regime available. It is posible, 

however, by entering an ampersand (&) in the choice line; this 

gives a "continuation" facility, whereby all past data Is held
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valid, until it is explicitly overwritten by the operator.

4.7 CONCLUSIONS.

As there is a need for a general-purpose research tool, some 

time has been spent on the deveiopment of such. The end product 

performs the tasks of data handling, processing and recording, 

and ail operator requirements. This entaiis that a certain 

amount of programming time be spent on the interactions with the 

operator, as distinct from that spent on actualiy processing the 

data. The rewards' for this approach, however are in the speed of 

process deveiopment, and of adding new routines to a given set, 

with the minimum of extra overheads in complex protocols.
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CHAPTER 5.

CONDITION MONITORING TEST RESULTS.

5.1 Introduction.

The preceeding chapters have discussed the characteristics 

of the induction machines and the direction to be foiiowed for 

condition monitoring of them. This chapter describes the testing 

faciiities used, and presents the results of the signal 

processing. It is shown that the approach taken is very powerful 

in diagnosing single and multiple fault conditions.

5.2 Machine Testing Facilities.

Having developed various signal processing systems for the 

purpose of condition monitoring of electrical machines, some 

means must be available to test them. The route for this may 

take several directions. The "expected" data may be modelled on 

a computer. This will only give reliable results if the exact 

nature of the problems is known in detail, and as such is not the 

case here, this route cannot be foiiowed. Previous work, as 

discussed in the Conference papers, (see the Appendix ) has been 

done with the aid of special purpose motors, which have been 

modified, constructed or designed from the start as research 

vehicles. This does not give a true representation of an 

industrial situation, within which a condition monitoring 

instrument would be used.
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In order to overcome these problems here, a special test rig 

has been designed and constructed [44]. The purpose of this is 

to allow control of the operating condition of the motor which is 

being tested. The most important feature of this test rig is 

that the drive unit is a standard industrial drive - it will 

thereby reflect the actual conditions under which a test 

procedure would be used, rather than some modified set of machine 

characteristics.

The motor is provided with a number of small studs, onto 

which a standard accelerometer may be placed, to sample the case 

vibration. This transducer may be placed in a position which 

will show the vibration at points of interest, such as on the 

bearing pedestals, or in the centre of the length of the stator 

core. In addition to this, a small air-cored coil may be placed 

at any position around the outside of the machine case. This is 

normally positioned near the end casings, where it will sample 

the magnetic flux which strays from the end of the stator 

windings. These transducers may be attached with a minimum of 

modification, to any motor, and so allow non-invaslve testing to 

be carried out.

The signals from these transducers, along with those from an 

air-cored and thus linear current transformer around any of the 

supply lines, and from a coil placed around the drive shaft to 

sample the axial flux, are fed into the signal processing 

equipment. This consists of a commercial audio-frequency

spectrum analyser which is part of a mini-computer based system. 

This consists of a PDF 11/03 computer running the CASPAR program, 

the spectrum analyser, a graphics plotter and a high-quality
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instrumentation tape recorder. The whole test system is shown in 

Figure 5.1.

5.3 Test on _a Machine in "Good" condition.

In order to perform condition monitoring, various 

transducers may be placed on the machine, and changes in the 

resulting signals detected. This entails a knowledge of the form 

of these signals In a "good" or fault free machine, so that any 

changes may be evaluated. In this section, the frequency spectra 

from a good machine are presented. The signals used for this 

investigation are vibration from the bearing pedestals, and the 

centre of the machine casing ( for stator vibration ), stray and 

axial flux and supply current. Typical spectra are presented in 

Figures 5.2 to 5.7.

It will be seen from these that, in general, the signals 

change with load, the stator vibration signal contains more 

information than the bearing pedestal vibration signals, and 

there Is a similarity between the flux and current signals.

Consider the vibration signals. These may be expected to 

show certain characteristics, depending on where the transducer 

has been mounted. Those on the bearing pedestals will contain a 

larger proportion of the bearing vibration than will the centre 

measurement, whilst this latter signal will show more of the

stator vibration, due to the proximity to these sources. The

signal from the drive—end bearing pedestal is also nearest to the 

load. This implies that it is the most likely to be contaminated

by load vibrations, and is thus of less interest as a source of
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information on the motor itself. The overall information content 

of the stator vibration signal also can be seen to be greater, as 

the bearing vibration signals have a smoother form.

Whilst the vibration can be considered to give an overall 

picture of the motor state, the electrical conditions are of 

prime Interest. To enable these to be monitored, three signals 

are used, which reflect purely the electrical phenomena. These 

are the stray and axial flux, and the supply current. As the 

current sets up the flux, and the flux then cuts those coils 

through which the current flows, all three signals may be 

expected to be similar. Comparing Figures 5.5, 5.6 and 5.7 this 

is seen to be the case. Further to this, the current will be 

composed mostly of a 50Hz. component and harmonics thereof, as 

the supply current is larger than any secondary effects caused by 

the conditions within the motor. Again, the spectra clearly show 

that the current signal contains less information than the flux 

signals.

5.4 Choice of Analysis Parameters.

Six signals from the machine test-set have been 

investigated. It is clear that the vibration signal contains the 

most information, from more sources than any of the other five, 

so making it a first choice for analysis. Three measures of the 

vibration have been used. As it is desired to look at electrical 

faults, all of the analysis should be biased towards this, so 

pointing to the accelerometer being placed in the centre of the 

case, where it will contain information which is coupled through 

from the stator core. This will then contain the required
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information, with a larger content of electrically and 

magnetically Induced vibration, than will the positions above the 

bearings.

The vibration signal, however, is easily "contaminated" by 

sources outwith the machine being monitored. On an oil 

production platform, for instance, the whole structure will be 

vibrating. To give a good indication that any fault detected is 

actually in one particular machine, more signals must be 

employed. Of the three other signals consideredj the current is 

the least attractive. This is due in part to its content being 

mainly supply-frequency related, but mostly because it cannot be 

monitored as a non-invasive test. To sample the current, a 

transformer must be placed around at least one supply line. 

These may be enclosed in a conduit and .so be InacceSsilbe, and the 

transformer would be difficult to install. This directs 

attention towards the flux sensing coils. Those used on the test 

rig consisted of air cored coils wound on a small plastic bobin. 

These are insensitive to fields, except ones which are produced 

close to them, and so are not as easily contaminated as the 

vibration signal. This narrows the choice to two signals. The 

need for non-invasive test procedures dictates which of these is 

used, as the axial flux is sampled by a coll which is placed 

around the drive shaft. This requires a modification of the 

motor / load system, as space must be allowed for it. The stray 

flux on the other hand, is sampled by a small coil which may be 

placed on the outside of the machine, just above the ends of the 

stator windings. In this position, it sees the flux from the 

windings along with leakage from the airgap, which is exactly the
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required information. It may be heid in place by any means which 

is convenient, and is therefore a much more attractive

proposition than a coil placed around the shaft.

Two test signals, namely stator vibration and stray flux 

have been selected. These must now be analysed in the most 

ecconomicai and meaningful way. For the two faults to be 

considered, viz. broken rotor bars and supply failure, the 

fundamental mechanisms were diseased in Chapter 2. This showed 

that supply failure will be reflected as a large increase in the 

twice-suppiy component of the vibration, and that the broken bar 

will be seen as a frequency modulation at twice the slip 

frequency. The modulation appears as equally spaced sidebands, 

as discussed in Chapter 3. For sidebands at twice slip 

frequency, the minimum resolution will have to be half of this, 

ie IHz. for the 28 slot rotor, with full load speed of 1470 rpm. 

This requirement comes from the need to perform Cepstrum analysis 

to evaluate the sideband content - so that the spectrum must 

itself be sampled. Applying Shannon's theorem, this must be at 

twice the frequency of interest. As discrete Fourier transforms 

are to be carried out on the signal, the output of the transforms 

will also be discrete. The sampling for the second transform 

cannot, then, be done at a "rate" which is "higher" than the 

resolution of the first transform. These criteria, together, 

dictate the size ( resolution) and bandwidth of the first Fourier 

transform. Since it is the combination of these two parameters 

which is of importance, a third criterion is necessary to fix the 

solution. To this end, the lOOHz. component ( supply induced 

vibration ) is chosen to be at half the full scale bandwidth, so
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giving rise to a 200Hz. bandwidth for the first transform. If a 

wider bandwidth were chosen, then the "sample rate" in the 

frequency domain, for performing the second transform, would be 

lower. This then leads to the cepstrum bandwidth being 

decreased. This may not be a problem, as it can be overcome by 

using a larger sample for the transforms, which effectively 

increases the sampling rate in the frequency domain. However, 

these extra samples have to be stored, they will take longer to 

acquire and longer to process.

Thus a compromise is reached between size and bandwidth. 

The result of this is a 200Hz. bandwlth with 1024 samples. This 

gives a frequency spectrum with 512 points, as the Real and 

Imaginary points are combined to give a "Power" spectrum. When 

the second transform is performed, the result is 256 points. 

Choosing the bandwidth and sample size as described then places 

the quefrency of interest ( corresponding to 2Hz. ) in the upper 

region of the cepstrum. This gives a good deal of noise i-nftunity, 

as the noise, as discussed in Chapter 3, will be concentrated in 

the lower region, which is compressed, due to the inverse 

frequency scaling of a cepstrum. The calibration of the "X" 

scale of the cepstrum is in time, or by an inverse law, in 

frequency. The frequency represented by any line is given by a 

simple formula. This also takes into account the fact that these 

tests are carried out with the aid of a commercial spectrum 

analyser. This produces its results by way of a 1024 point 

transform, giving 512 results. Only 400 of these are used, 

however, as an aid to anti-aliasing, since the rejection of the 

top 112 points acts as an additional low-pass filter. Thus a
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factor of 400/512 comes into the cepstrum calibration, as the 400 

results must be padded with 112 zeros, before the second 

transform can be done. The calibration from cepstrum line number 

to modulation frequency is thus given by:

B.W. * 512

Line L.N. * 400
= Modulation Frequency.

Where B.W. is the bandwidth of the first transform, and L.N. is 

the number of a line in the cepstrum.

This means that for the 51 slot rotor, with a full load 

speed of 1430 rpm. and thus a slip frequency of 4.67 Hz., will 

give a peak at line 55 in the cepstrum.

5.5 Broken Rotor Bar Test Results.

Having chosen the parameters for the analysis, ie stray flux 

and stator vibration, analysed with a 200Hz. bandwith over 1024 

sample points, the case of a rotor with broken bars may be 

considered. Previous chapters have discused the effects that 

such a fault would be expected to have on the spectra. These 

effects are borne out by the results.

As it is anticipated that the spectra will be frequency 

modulated, Cepstrum analysis has been applied. This will assess 

the side-band content of the spectra, and thereby give an 

indication of the severity of such a fault. These results are 

presented below as a spectrum and its associated cepstrum, on the 

same page, for ease of comparison. Full and no load tests are 

reported, in both good and bad condition.
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Comparison of the various spectra does indeed show that the 

rotor with a broken bar exhibits a modulated nature, with 

sidebands at twice the slip frequency. Turning then to the

cepstra, and looking at the area around this frequency, a very 

significant change is seen. As the load increases, so will the 

rotor current. This would imply that the amplitude of the 

modulât i on, and thus the size of the peak in the cepstrum should 

also increase with load. Comparing the vibration spectra in 

Figures 5.8 and 5.9 or 5.12 and 5.13 this is the case. However, 

considering the change in level between the cepstrum in Figure

5.9 with that in Figure 5.13, the change is less than would be 

anticipated. This effect is discussed later.

It has been demonstrated that performing a cepstrum analysis 

on the vibration signal is a powerful technique for detecting 

broken rotor bars. The change in the component at twice slip 

frequency is significant and thereby easily detected by a 

threshold based on the "new" value, measured when the motor is 

installed. This is important, as each machine is an individual 

case, and some may exhibit the characteristic sidebands even when 

running normally.

This is the explanation for the small change between Figures

5.9 and 5.13. This particular rotor has several of the bars 

broken, and a connector made In their ends. This allows them to 

be "made" or "broken" at will, to enable these test to be carried 

out. However, this has the unfortunate 'side-effect of high 

resistance at these joints. This disturbs the flux distribution 

around the rotor, as does the fault in question. The basic 

nature of this test, then, is to assess the effect of the
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resistance in the rotor bars - a broken bar merely being an 

extreme case of this generality.

A model of the two types of joint - one via the connector 

and one soldered showed that the "connector" joints do exhibit a 

high resistance, so accounting for the results of these tests. 

The high resistance of these joints shows up in the tests as 

would a breaking bar. This shows that condition monitoring for 

this fault does have to be done in relation to the "new" state of 

the machine, and the diagnosis based on trend analysis or a 

threshold, added to the original value.

A test procedure is thus established and proven for broken 

rotor bars. This is performed by a non-invaslve test of the case 

vibration, and results in a single "confidence factor" for the 

fault. The vibration signal, although a good source of 

information is easily contaminated, and so a second source is 

used. For this, the stray flux is analysed, and these results 

are presented along with those for the vibration. The effects 

are exactly the same.

To test the procedure's ability to determine the severity of 

the fault, a full load test was done on a rotor with five broken 

bars, and the spectra and cepstra of these are given in Figures 

5.16 and 5.17.

To prove that the major peak in the cepstrum is related to 

twice the slip frequency, a second rotor was tested. This 

consisted of a standard production type, and the fault in this 

case was a broken end-ring. The effect is to unbalance the rotor 

field in the same way as does a broken bar, as the current and
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thus the flux distribution is altered. The full load speed for 

this rotor ( In the same stator ) is 1470 rpm. This gives rise 

to a peak at line 128 in the cepstrum. The results for these 

tests, corresponding to those on the 51 slot rotor, are given in 

Figures 5.18 to 5.25.

As this rotor, in good condition, had not been modified in 

any way, there were no high resistance joints to upset the 

process, and so a very good distinction is seen between the 

"good" and "bad" condition. The characteristic sidebands are 

again seen in the spectra, and a peak appears in the cepstrum at 

the predicted line number, so proving that the technique is 

applicable to more than one motor. This is the desired case, and 

the processing has been based on the fundamentals of the machine 

in order to achieve this end.

5.6 Table of Broken Bar Results.

In order that the results of the broken bar tests can be 

compared easily, the levels of the peaks in the cepstra have been 

measured form the Figures, and are now presented as a table of 

results.

51 slot rotor, full load.

Vibration 

46 dB. 

48 dB. 

52dB.

Stray flux. 

13dB.

45dB.

65dB.

Good.

1 Bar broken.

5 Bars broken.
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51 slot rotor, no load.

Vibration Stray flux.

28dB. 8dB.

28dB. 13dB.

Good •

1 Bar broken.

28 slot rotor, full load.

Vibration Stray flux.

8dB. lldB.

23dB. 42dB.

Good.

1 Bar broken.

28 slot rotor, no load.

5dB.

17dB.

2dB.

6dB,

Good.

1 Bar broken.

This cieariy shows that the test is effective, and is more 

so with increasing load. As most motors to which condition 

monitoring wouid be appiied wili be running at full load, this is 

an advantage of the procedure.

5.7 Singie Phasing tests.

The remainder of the test results refer to a supply failure. 

This results in an unbalanced magnetic field, with a large 

increase expected in the supply Induced components. The spectra 

In Figures 5.27 - 5.29, show that this is the case, and this 

fault can again be detected by a threshold set above the "new" 

level.
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These Figures also show Cepstra of the fault spectra, which 

indicate no significant change. ■ Thus the two tests are 

independent - the faults may be diagnosed separately, or 

together.

5.8 Conclusions.

The results of the signal processing which was developed for 

condition monitoring have been given. It has been demonstrated 

that electrically based faults can be reliably detected, singly 

or in combinations. The processing, based on machine 

fundamentals, has thus been proven to perform the required 

monitoring and diagnosis.
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CHAPTER 6_.

A DEDICATED MICROPROSSESOR INSTRUMENT.

6.1 Introduction.

Although the system developed so far has many virtues, it 

also has major drawbacks. These essentially are its size and 

cost. A simpler system is required, for the Implementation of 

the final Instrument. The chosen route to this solution is to 

use industrial microprocessor technology. This allows the 

development of equipment which is cheaper and smaller, but which 

still possesses the ability to diagnose machine faults.

6.2 Instrument Architecture.

Having developed the necessary signal processing regimes on 

a general purpose instrumention system, attention was diverted 

towards a self-contained micro-processor based instrument to 

automatically carry out condition monitoring. As there are a 

great number of involved processes to be carried out, there are 

several possible solutions.

A multi-processor system may be used. Such a system was 

described by Penman et ai [45], but for the present task, it has 

considerable disadvantages. Because it uses three processors, 

there will inevitably be times when they may conflict with each 

other for the hardware resources of the system, such as the 

memory. To overcome this, complex protocols have to be devised 

and implemented, which takes some time, both in the development 

and the run-time environment. In the system described in [45],
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one processor is solely dedicated to handling protocols.

This approach has further disadvantages in the development 

stages. Each subsystem has to be designed, constructed and 

commisioned, with reference to the others, so that the whole 

system is homogeneous. When the subsystems use different type of 

microprocessor, these problems become even greater.

A much simpler approach is to adopt a single processor 

solution, as shown in Figure 6.1. Whilst it is true to say that 

a multi-processor system can, when used efficiently, provide a 

greater throughput than a single processor, it will now be shown 

that for the diagnostic processing involved here, the extra speed 

would be wasted, and thus the effort in developing a more complex 

system is not justified.

One of the first advantages of a single processor system is 

in that it forms one contiguous unit, and as only a single 

microprocessor is in use, the development stages will be similar 

for all sections. In addition, with only one processor, there 

cannot be any conflict for the hardware. This normally forces 

the condition of serial working, as only one task can be carried 

out at any one time. If, on the other hand, the hardware is 

designed so that it can operate to some extent Independently to 

the processor, the disadvantage is reduced. In the system 

developed here, this is the case in the most important area. It 

was shown earlier that the Incoming signals need only be sampled 

at 400 samples per second. In terms of the time taken to perform 

the mathematical analysis, this is a very slov7 rate. If the 

processor had to directly oversee the s”ampllng process, the
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analysis would be very slow Indeed.

In order to overcome this, two pieces of specialist hardware 

are utilised. Firstly, the sampling must be timed. This could 

be done by a counter on the processor, but a better approach Is 

to use an external timer. This then gives a pulse every 1/400 

seconds, regardless of the processor state. These are used to 

Initiate fresh samples of the signals, which are taken by the 

second part of this hardware. This device produces a new sample, 

after a delay of approximately 33 microseconds. Having done 

this, the processor Is Interrupted and the sample stored. In the 

mean time, the analysis will have progressed without any 

hlnderance from the reading of fresh data.

To fully utilize the processor, two data buffer areas are 

used. While- one area Is being processed, the other Is filled 

with new data samples. Interrupting the processor only when the 

sample Is ready to be stored. This has little effect on the 

processing speed, as the work Involved In storing the data Is 

Insignificant beside the Fourier Transform mathematics, and the 

time Involved In sampling the signals at the correct rate Is 

Invisible to the processor. This Is the point at which any extra 

speed obtained from the multi-processor approach Is seen to be 

wasted. Since the analysis Is dependent on new data being 

available. It cannot. In overall terms, progress any faster than 

the sampling rate. As the Fourier Transforms run In less time 

than the sampling, no advantage Is to be gained.
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6.3 Processor Choice.

The choice of the particuiar microprocessor to be used is 

based on several factors. The main of these are:

- Word length,

-■ Execution speed,

- Special hardware features, eg hardware multiplication and 

division,

- Input/output facilities,

- Supporting hardware.

The prime factor for a condition monitoring instrument, 

other than accuracy of diagnosis, is speed. Knowledge of the 

number of operations involved in a single diagnosis, along with 

the time taken to acquire a complete set of data samples can be 

used to determine the required execution speeds of the processor 

to be utilized. For a complete set of samples, a time of 

1024/400 ( number of samples divided by the sampling rate ) will 

be required. It is desirable that the processing is carried out 

within this period, such that each multiplication should be. 

executed in less than 128 microseconds, since the Fourier 

Transforms perform approximately 20,000 such operations for a

1024 point transform.

Consideratlng these facts, a decision was taken to use an 

INTEL 8086 microprocessor. This is a 16-bit processor, and is 

capable of executing a multiplication Instruction, in hardware, 

in around 100 microseconds, for a clock frequency of 5 MHz. This 

processor also has advanced addressing facilities which make the 

handling of data arrays more efficient, and are used to improve
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the speed of the Fourier Transforms, as discused in Section 6.5. 

Devices are readily avails tie for this processor, as it uses all 

of the standard INTEL peripheral integrated circuits, without the 

need for specially designed 16-blt devices, so making system 

development easier. The facilities which are Inbuilt makes it 

eminently suitable to a task which involves a large amount of

complex mathematical manipulations on large amounts of data. 

Supporting the advanced architecture of the device are other 

large-scale Integrated circuits are available to support it, 

further expanding its capabilities, eg to allow automatic 

generation of functions such as sine and cosine, exponentials and 

iogarlth ms.

These devices, however, are not utilized here. This is due 

to the desire for as small an execution time for the program as 

is possible. Although these special support devices are much 

faster than direct software generation for, say, sines and 

cosines, they are not as fast as a look-up table approach. Here, 

all the neccessary values are stored in memory, so that the 

generation of the value is no more time consuming that a single 

memory read operation. This however requires additional memory, 

and is yet another example of the inevitable trade-offs between 

various program parameters - here, speed and memory size.

6.4 Analogue to Digital Converter Choice.

The selection of the analogue to digital converter ( ADC ) 

is partly determined by the accuracy of representation required 

of the signal processing. The data here are the electrical 

signals derived from transducers on the periphery of the machine
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under test. These must be converted, by some means, into 

numerical values which the microprocessor can then manipulate, as 

shown in Figure 6.2. In this choice, the actual level of these 

signals need not be considered - an amplifier will allow signals 

of any desired level to be handled. It is the difference between 

the smallest and largest possible signal - its dynamic range -

which is of concern.

If this is known, then a device which can look at the level 

of the signal and produce a numerical representation of it can be 

selected. The difference between the various types of converter 

available are in their speed of conversion. Internal accuracy, 

and in the overall accuracy of them. For this application, 12 

bits are used, giving a dynamic range of 72 dB. This decision is 

based partly on the fact that a 12 bit converter is used in the 

commercial spectrum analyser used to develop the processing, 

partly on the fact that a 16-bit processor is being used, and so 

can use the extra range from this convertor, and also from 

observation of the signals from the machine. The sidebands which 

are to be detected may have little energy themselves, and so be 

difficult to detect alongside the main spectral components. The 

higher accuracy of a 12 bit converter is necessary to allow their 

separation.

If the data is then considered to have a 12-blt resolution 

throughout, the effects of truncation within the mathematics 

performed by the processor can be limited to insignificant 

proportions by the use, as described earlier, of a 16-bit 

microprocessor. By performing all of the processing to this 

degree of accuracy, a further 24dB is added to the overall range.
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so that in essence, any noise produced by truncation wlli be at 

least 24dB down on the signal, in a range of 72dB.

As a finite time is taken for the ADC to convert a signal 

sample, errors may occur, due to the signal amplitude changing 

during the sampling time, as shown in Figure 6.3. Because of 

this, the signal must be held constant during this period by a 

"sample and hold" circuit. If, however, the present situation is 

examined, its use is seen to be unnecessary. The signal is band 

limited to 200Hz. by an analogue anti- uilasing filter. This is 

a requirement of the Fourier transform. Its effect is to prevent 

unwanted higher frequencies degrading the performance of the 

transform. If it is then considered that the ADC in use will 

perform a full 12-bit conversion in a maximum of 33 microseconds, 

the signal change during the conversion may be determined. A 

cosine wave will have its maximum slope at the zero crossing 

point. For a signal which is band limited to 200Hz., the maximum 

change during the sample period may be calculated as:

2*PI*33 microseconds 

5 miiiisconds
COS = 2%.

The fact that this is only two percent shows that a sample 

and hold circuit wlli not be needed, as the changes in the 

signal, reported in Chapter 5 for the difference between "good" 

and "fault" conditions is of the order of hundereds of percent. 

The error due to conversion times is thus minimal.

63



6.5 The Fourier Transform.

Having sampled and digitised the signal, a table of its 

values is available. In order that frequency domain analysis may 

be carried out on this signal, It must be transformed into the 

frequency domain. This is the function of the Fourier Transform. 

It was noted earlier, that this is based on sine and cosine 

functions. Accordingly, values of these are tabulated within the 

program. These are stored in a form which allows maximum use of 

the processor's 16-bit resolution, but in one 16 bit store (or 

word) only. This representation H  used throughout the 

processing, and is thus referred i-'o ag "integer" representation, 

since only integer values are considered, stored in two's 

complement form.

The reason for performing integer arithmetic in the 

processing is one purely of speed. If the instrument is to be of 

any great use, it cannot spend lengthy periods of time in 

analysing the signals, without producing any results. Thus, for 

this area of the analysis especially, speed is of prime 

importance. To produce a single 1024 point transform, requires 

of the order of 20,000 multiplications. It is this operation 

which is used as a guide to computation time, since it Itself 

uses the most time for its execution. There are several methods 

of producing a frequency spectrum, as discussed in references [18 

- 26, 28]. These include special purpose hardware 

implementations [23, 25, 26]. As a flexible approach is 

required, in order to develop a complete system, an FFT algorithm 

was chosen in this application, to run on a general purpose 

microprocessor. The algorithm which performs the Fourier
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transform is then standard, and Is known as the "fast Fourier 

transform", or FFT, described by Brigham [46]. This algorithm 

was first described in 1942 [ 21 ]. It enables great savings in 

computation time to be made, due to the use of a factorisation of 

a matrix which may be used to represent the transform, and thus 

dramatically reduce the number of multiplications. This performs 

a large transform by operating on a combination of smaller ones. 

This process, known as decimation [46] may be carried through 

until the smallest unit - called a "Butterfly", as shown in 

Figure 6.4 - is reached. The overall transform consists of 

groups of butterflies. A simplified version of this process, for 

a four point transform is shown in Figure 6.5. If this 

separation into smaller units is carried out on the time series 

data, the method is known as "Time Decimation" transformation. 

If the time series is taken as two units, and these then 

processed in succesiveiy smaller units, the term used is 

"Frequency Decimation" transformation, and this form is used 

here.

As the time series data has thus to be accessed in units of 

varying size, the advanced addressing facilities of the 8086 

microprocessor can be utilised to improve the speed performance 

of the transform.

The algorithm used here, from Eckhouse and Morris [47], uses 

two separate data arrays - one for the Real and one for the 

Imaginary components of the signal. This requires the use of 

four data pointers. One pointer has to be set at half the total 

number of data points, and decreased by a factor of two after 

each stage of the transform. This is because of the decimation
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of the data. Further to this, a pointer has to be added to this 

to aiiow access to the individual data points within each section 

of the transform. Both of these pointers are required for each 

of the arrays. A better approach, made possible by the 

architecture of the 8086, is to store the data in a single array, 

and to use an extra "offset", or fixed-value pointer to fetch the

Real or Imaginary data. If these two quantities are stored in 

successive locations for each point, (as shown in Figure 

6.18(a)), then this offset is zero for the Real points, and two

for the Imaginary ones, since they are one word, or two bytes

further into the array. The problem of the remaining two 

pointers is then solved by using two registers within the 

processor as further offsets. The data is then fetched from an 

address defined by the addition of these two registers to the

constant zero or two, for each point. The number of pointers has

thus been reduced, saving the time otherwise needed to set up 

their values and also freeing a register in the processor, as 

there is no longer any need to point to a separate data array for 

the Real and Imaginary points.

I

In order to achieve high processing rates, efficient 

programming methods are necessary, and this predetermines the

language to be used - every part of the transform must be written 

in assembly language. This allows the programmer to control
I

exactly the operation of the processor, and to eliminate all 

unnecessary work from its task.
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This choice makes the deveiopment of the program generaliy 

slower and more difficult. A further increase in speed is 

possible by choosing the correct format for the algorithm. Due 

to the nature of the FFT, the actual mathematics can be broken 

down into six types of butterflies. This caters for the special 

cases where the value of the sine and cosine functions have a

particular values. Obvious savings can be made where these 

values are unity or zero, as the multiplications can be removed. 

In other cases, the value can be stored "in line" with the 

program code, thus saving on time spent fetching it from further 

afield. Having split up the program into these units, they must 

be used in the correct order. This could be achieved by a 

secondary program, working out which butterfly to use and then 

calling it as a subroutine. To call them as subroutines is 

inefficient, since certain operations must be carried out on each 

subroutine call, operations that have nothing to do with the data 

- the so called "data Independent" operations. These operations 

are removed from the time involved in the transform by 

calculating and storing them beforehand. The program has then 

only to look at a list to see which operation to perform next. 

This list also contains the address of the data to be used, as 

well as the entry ponits of the butterflies. Further to this, it 

contains markers, zeros in this case, which are known never to 

appear otherwise, as shown in Figure 6.6.

Since the action of calling the butterflies as subroutines 

is so time consuming, a different approach is used. The list of 

the addresses described above is called a "Thread", as the 

program threads its way along a pre-defined list of operations.
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The program is so arranged that the butterflies . are used on 

several successive occasions, so that to call one, return from it 

and find that it is to be called again would waste even more time 

in a subroutine version. This Is an advantage where the program 

is written in threaded code. The thread tells the processor 

which butterfly to use. Once it has performed this task, it

looks again at the thread. It is expecting to find the address 

for the next data point, as the butterflies are used on groups of 

data. The thread, then, will contain a pointer to this next data 

point, and the butterfly loops round on itself to process this 

point. It was stated earlier, however, that special pointers are 

also included in the thread. If one of these is encountered, a 

new butterfly is to be executed. The test for this is one of the 

fastest available on a microprocessor - a test for zero, and 

branching or not, on the result, as shown in Figure 6.7. The 

processes involved in calling the butterflies as subroutines have 

thus been reduced to a single test-and-jump, which is much 

faster, and ail of the data-independent calculation of deciding 

which butterfly to execute has been removed to the program 

development, rather than execution phase.

Having placed these special pointers in the thread, it 

becomes what is known as "knotted code". This is due to the fact 

that the thread loops round on Itself - executing the same 

butterfly on successive data - before continuing. This is said 

to have "tied knots" in the thread, and hence the term for the 

program form.
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Its use here Is well justified, and the approximately 20,000 

complex multiplications required for the transform are executed 

at a rate in excess of 5 points per millisecond. This is less 

than the time which coV.id be predicted by adding the execution 

times of the operations involved, again due to the architecture 

of the 8086. Instructions are fetched ahead of the need to 

execute them, allowing a "pipeline" effect to reduce the overall 

execution time* A table of the execution speeds of the six 

butterflies developed here is given in Figure 6.8, run on a 5MHz. 

8086. As the thread which drives the transform is a very large 

unit, its generation can be carried out automatically, by a 

further computer program. This may, however, be modified to 

produce other information on the transform. Based on the 

execution times in Figure 6.8, this program was modified to give 

an estimate of the execution time for a transform of any desired 

size. These estimates are presented in Figure 6.9. For the 

condition monitoring processing, the desired transform uses 1024 

points, and is estimated to run in 435ms, based on the execution 

times of the butterflies alone.

The initial development of the microprocessor system was 

carried out on a small INTEL SDK86 development system. This 

allowed useful experience to be gained in its use, and the signal 

processing techniques and execution speeds to be confirmed. An 

enhanced 8086-based system with 128K of read/wrlte memory and 

five Input/output channels was used to test the full 1024 point 

transform. A comparison of thesetwo systems is shown in Figure 

6.10. The execution time of this, including all data transfer 

overheads was 890 ms. This differs markedly from the estimate of
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435 ms., especially as the new system runs naoriy twice 

the clock speed. This is accounted for by the pipelining effect 

of the 8086 architecture. This fetches several instructions in 

advance, so that the time involved in fetching them is 

parallelled with the execution time of the present Instruction. 

This enhances the.iexecution speed, provided that the program does 

not contain any branches, as the pipeline has then to be 

re-fiiied on every branch. There is still a significant 

improvement in speed though, as shown by considering that the 

20,000 multiplications for a thousand point FFT would require 2 

seconds without the pipeline, whereas the whole transform is done 

in less than one second.

6.6 Ancillary functions.

As all of the software for the condition monitoring system 

is to be written in assembly language, it is comm.on to use a 

microprocessor development system to aid the writing. This 

normally consists of an editor, which allows entry and 

modification of a program, an assembler, which converts the 

assembly language so written into machine code, and a linker, 

which allows a group of sub-programs to be concatenated, to form 

the final executable code. The equipment used to develop the FFT 

signal processor consisted of an HP64000 system, with assembler 

and linker packages for the INTEL8086.

To transfer the program code from the HP64000 to the 8086 

system a serial loader program was written. This overcame all of 

the problems associated with developing software using PROM's. 

Once the code had been finalised on the development system, it
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was converted ( by the HP64000) Into an ASCII file, suitable for 

display on a terminal, or printer. The resulting file contained 

all necessary information on the code written, including the 

number of bytes produced, and their intended locations in the 

8086 system memory. The loader program read this file.

Along with the desired information, there are also control 

and other unwanted characters. The loader had thus to strip 

these from the file as it read it - checking for errors in the 

data format as it did. This resulted in the ability to directly 

transfer the program code from the HP64000 to the 8086 by a fast 

and straight-forward means. Further to this, two extra 

advantages were gained. Since the development system produced a 

file which included the intended location of the code, any part 

of a program could be selectively modified, without the need to 

re-load the whole program. This was important when developing 

large program units, as the time involved in repeatedly 

re-ioadlng the program could be large. As the loader stored the 

program, the storage area must implicitly be read/write memory. 

This meant that it was then possible to change individual 

locations by hand, a facility not available in a PROM based 

system.

The loader itself, however, resided in PROM, as its code was 

fixed, and was required to be available at all times, without 

having to be loaded itself. The larger 8086 system, does not 

allow any space ,for PROM. This led to the design and 

construction of a new circuit board, for this purpose. To 

overcome the problem of the SlOO bus being an 8-bit bus, whilst 

the 8086 is a 16-blt processor, both the data-in ( DI ) and
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data-out ( DO ) busses were used as a single 16 bit 

bi-directional bus.

In order to utilize this facility, the PROM area was split 

into a high and a low byte bank. The data from these was then 

routed, via buffers, to the DT bus for 8 bit transfers, and to 

the DI and DO busses for 16 bit transfers. These buffers were 

controlled by the SlOO status signals, and the AO address line,

as this was used to select which bank of PROM's was to be 

accessed - the devices being in parallel. A block diagram of 

this board is shown in Figure 6.11.

It is a property of Fourier Transforms, that the data is 

assumed to be exactly periodic within the sampling time. This is 

a condition which is rarely satisfied in real systems, as shown 

in Figure 6.12, so that steps must be taken to modify the sampled 

data to make it appear to be so. This is performed by the use of 

a windowing function, two of which are shown in Figure 6.13. 

Since the data is produced by sampling a signal at known 

intervals, for a fixed period, it is already windowed, by the 

rectanguiar or "box car" function. The process of modifying the 

data in this way also modifies the frequency domain 

representation of the signai, as it affects the bandwidth of the 

filters, of which the Fourier transform can be assumed to 

consist. The equivalent bandwidths for a rectangular and a 

Hanning window are shown in Figure 6.14. This shows that

although the Hanning window has a shallower initial cut-off than 

the rectangular window, its sldelobes are of a lower amplitude 

and decay at a faster rate. The use of this window is common for 

steady state signals, as it greatly reduces the effects of a
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signal being non-periodic within the sample time, whilst its 

smooth form does not unduly complicate the resulting spectrum. 

The effects of a Hanning window may be seen by comparing the 

transform shown in Figure 6.16 with those in Chapter 5. This is 

the spectrum of a lOOHz. sine wave, with a rectangular window, 

whereas all those in Chapter 5 use the Hanning window. The 

Hanning window utilises a cosine squared function, making the end 

points small and the centre points large, by comparison with the 

simple rectangular function. The resulting envelope of this

windowing process is shown in Figure 6.16.

As the necessary values for the cosine function are already 

stored, for use by the Fourier Transform, the implementation of a 

Hanning window requires little extra program space.

As it is intended to perform cepstrum analysis, a 

logarithmic function is also needed. This may be done by a 

series of calculations on values obtained from tables stored 

within the program. This not only consumes large amounts of 

memory space, but also large amounts of time are required for the 

calculations. It was decided, therefore, to use an algorithm 

which would directly calculate the logarithm of any number.

In the normal definition of a cepstrum, it is a logarithm to 

base ten which is used. This is convenient, since the first 

transform may then be scaled in decibels. The algorithm used is 

due to Knuth [48], and directly generates the logarithm of any

number for which a logarithm exists. Since it is the properties 

of a logarithm which are desired, it matters little which base is 

used, and in any case a conversion from one base to another needs
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only a simple scaling operation. This allows the logarithms to 

be generated to base two, thus reducing the problems of 

truncation which would otherwise result from decimal 

representation In a finite word length.

When a number Is squared. Its logarithm is correspondingly 

doubled. Functions involving factors of two - doubling and 

halving - are easily handled in a binary system, by shifting the 

number one place left or right. Also a property of logarithms Is 

that multiplying by the base will add one to the logarithm, 

whilst dividing by it subtracts one. These factors may be 

combined, and are used as the basis of the logarithm routine.

Two storage locations are required, as shown in Figure 6.18. 

The required number is placed in the first of these, and shifted 

so that it is less than the base - in this case, divided by two 

until in the range of zero to two. The number of shifts needed 

to get it with in the desired range is recorded for later use. 

It is then squared and compared with the base. If it is larger 

than the base, a bit in the second number is set., and the square 

is then divided by the base. If it is smaller, the same bit in 

the second number is cleared. This ' is the kernel of the

algorithm, as shown in Figure 6.17. Squaring one side of the 

equation gives a factor of two on the other side. The doubling 

is carried out by setting or clearing the next least significant 

bit of the result at each test. It is the next least significant 

bit which is set or cleared, rather than the next most 

significant, because it is the next fractional part of the number 

which is calculated, so that the result at each stage represents 

a half, a quarter, an eighth and so forth, until a given
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accuracy, in terms of the number of bits in the fraction is 

achieved. This gives the fractionai part of the iogarithm, and 

the number of shifts needed to bring the number in range is now 

added, to find the final value of its logarithm.

To clarify this, an example Is now given. If 8 bits are 

assigned to the fractionai part, then the iogarithm of 123, in 

decimal form may be calculated by:

123 is greater than the base ( 10 ) so divide to get 12.3 

this is still greater, so divide again, to get 1.23.

Storing the 

follows:

number of divisions ( 2 ), the algorithm proceeds

1.23 * 1.23 = 1.51. Less than 10, so clear MSB of result

1.51 * 1.51 = 2.28. Less then 10, so clear 2nd MSB.

2.28 * 2.28 = 5.24. Less than 10, so clear 3rd MSB.

5.24 * 

27.44

5.14 = 27.44. 

/ 10 = 2.74.

Greater than ten so set 4th MSB,

2.74 * 2.74 = 7.53. Less than 10, so clear 5th MSB.

7.53 * 7.53 = 56.74. Greater than 10, so set 6th MSB,

56.74 / 10 = 5.67.

5.67 * 5.67 = 32.19. Greater than 10, so set 7th MSB,

32.19 / 10 = 3.22.

3.22 * 3.22 = 10.36. Greater than 10, so set 8th MSB.

The desired accuracy of 8 binary places has now been 

achieved, and the result is 2, for the number of shifts, and 

00010111 binary, as the fractional part of the logarithm. Taking 

this binary number into decimal form, with each bit representing 

half the value of its left hand neighbour and the MSB having one
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half as its value, the final result is given by:

2 + 1/16 + 1/64 + 1/128 + 1/256 = 2.0898.

The logarithm to base ten of 123, given by tables Is 2.089. The 

algorithm yields results sufficiently accurate for the processing 

being carried out.

This routine could be modified to directly calculate 

logarithms to any base, by changing the diyislon factor to the 

base concerned. The algorithm Itself is independent of the base.

As the logarithm is a non-integer quantity, some bits of the 

original and result numbers have to be assigned to be integer, 

and the rest to be fractional - in other words, the binary point 

must be defined.

The position of the binary place is open to the user of the 

algorithm. Since twelve bit quantities are being handled, it is 

logical to put the binary place between the fifth and sixth bits, 

so that equal range is assigned to the integer and fractional 

parts, in order that the algorithm may be tested. The ADC has a 

dynamic range of 72dB. As the result of this algorithm is the 

logarithm, the integer part of the result should be chosen to 

match this, ie 72. This may be represented in 7 bits, but using 

6 bits does not truncate the range to a great extent, whilst 

giving an extra bit, and thus greater accuracy to the fractional 

part of the logarithm.
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6.7 Two Channel Fourier Transforms.

In condition monitoring , all the signals are real, so that 

the sampled data will consist only of a real part. Since the 

Fourier Transform makes no definition between real and complex 

signals for its Input, this implies that the input data is half 

filled- with the sampled data, and the remaining half with zero, 

representing the imaginary components, as shown in Figure 

6.18(a). This is wasteful of space, and of calculation time. To 

overcome this, two signals may be transformed at the same time. 

This is achieved by taking one signal and storing it in the real 

values, the other signal being stored in the imaginary values. A 

complex signal has thus been formed, as shown in Figure 6.18(b).

This new signal is then transformed as normal. The output 

must now be re-arranged so that tha original two transforms may 

be recovered [49], as shown in Figure 6.19. Each point in the 

composite transform has a real and imaginary part. The points in 

the first half of the transform are taken, and their complex 

conjugates formed. The corresponding point, from the opposite 

end is then added is and subtracted from the conjugates of the 

first points. The two new values formed are the transform values 

for the signal in the real and imaginary parts of the composite 

complex signal.

As the magnitude of the transforms is required, rather than 

the complex representation, the real and imaginary parts of the 

transform values may be squared and added. The square root need 

not be taken, since it is the comparison of components within a 

single transform which are to be compared, so that a scale factor
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is the only result of not taking the root, remembering that a 

logarithmic transform is also performed. Squaring the terms of 

each final point, it becomes clear that a number of values are 

common to both points. This allows factorisation to be used to 

reduce the number of calculations needed at each point. This is 

similar to the method used to reduce the computational work

involved in the transform itself..

The result then is two transforms performed within the 

space, and very nearly within the time, of one.

The program code for the FFT is a large unit, as is shown in 

Figure 6.20, and thus is obviously going to be relatively slow to 

execute. To avoid the further time delay of waiting for a 

complete set of new data samples to be taken before the start of 

each transform, the sampling is done at the same time as an FFT. 

The ADC is controlled by a clock generator which exists as 

external hardware to the processor as discussed earlier.

To facilitate this, two data buffer areas are used. One of

these may be processed, whilst the other is filled with the new
1

samples, so that the two operations can run in parallel. At the 

end of each cycle, the channels are swapped, so that the new data 

is processed, and the old overwritten with the next set of

samples. This change-over ■ can be implemented iin three 

microprocessor instructions as .the 8086 uses an extra set .of 

special-purpose or "Segment" registers to access the memory. 

This technique enables four areas of 64K bytes to be addressed 

independently. Using this, the FFT fetches and stores its data 

with reference to one register, and the samples are stored with
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reference to another, as shown in Figure 6.21. To change

channels, the contents of these registers are swapped. The 

program code needs no modification, and there is no speed 

difference between the two chañéis. Since the transform is

capable of handling two signals at the same time, both arrays 

could be stored and transformed together. This would be wasteful 

of time, since both channels would need to be filled with fresh 

samples before transforming could take place, and no time overlap 

would be possible.

Instead of this, one channel Is transformed, whilst the 

other is filled. It Is then possible to take the output of this' 

first transform and produce the first cepstrum from It. If this 

were done in the imaginary sample space of the first data array, 

the cepstrum would always be one transform behind. If, on the

other hand, the result of the first transform is placed in the

imaginary sample space of the second channel array, the cepstrum 

is available sooner. This is another feature of the software 

which is made possible by the architecture of the 8086. It is 

used to good effect, since the transforming takes approximately 

one second, whereas the sampling takes over two seconds. Had the 

cepstrum been performed by Its own channel, it would be necessary 

to wait for this to fill again, which would need, overall, more 

than six seconds. When the channels are interleaved, however,

the first cpestrum is produced after 5 seconds, and subsequent 

ones after only three.

79



6.8 Conclusion.

For condition monitoring to be practical on a large scale, 

the cost of individual parts of any monitoring system must be 

kept as low as possible. It is also an advantage if the 

equipment is small, as space may be at a premium in some 

applications.

The Initial test system developed here, consisted of large 

and costly general-purpose equipment. Such drawbacks have been 

overcome by the development of a self-contained instrument. This 

is based on a single microprocessor, and is capable of performing 

all of the diagnostic functions of the larger system, but in a

much smaller space.

In addition to the reduced size and cost, the microprocessor 

system is faster, as the algorithms used to implement the 

analysis of the machine signals have been developed with 

execution speed as a high priority. As a part of the development 

of this, a complete 8086 program development system has been 

created. This consists of a commercial editor/assembler/llnker, 

the 8086 Itself, and a loader program which allows the two to be 

directly linked together. This saves considerable amounts of 

time in the development of the software, as an effective means of 

performing program changes is made available. Without it, the 

stages of testing and improving the software would involve much 

time and effort being spent in the re-programming of large PROM 

devices.
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X ( f )  = Z ( k ) ,  k = 0 - N - l ,

Z ( k )  is  com plex

th e  tw o  separate tra n s fo rm s  a re  th e n  recovered w h e n :

A ( f )  = V 2 ( z ' * (  N - k )  .  Z ( k )

B ( f )  = l ^ i z *  N - k )  - Z ( k )

w h e re  -iji m eans th e  com p lex c o n ju g a te
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8 K b y te s 18K  b y te s 3K  b y te s

T h e  FFT p ro g ra m  needs th re e  d is t in c t  m e m o ry  a re a s

F ig u r e  6 - 2 0

D S : ------> C ha nn e l 1 E S :------ > C h a n n e l 2
d a ta d a ta
b u f fe r b u f f e r

T he  DS; and E 5 : segment registers of the 8086 a re  used  
a s  pointers to the  two b u ffe rs , c h a n g in g  c h a n n e ls  is  
a c h ie v e d  b y  s w o p p in g  the  co n te n ts  of th e s e  r e g is te rs

F i g u r e  6  -21



CHAPTER 1_.

7.1 Overview of Project »

This project has endeavoured to advance the application of 

signal processing techniques to the condition monitoring of 

asynchronous induction motors. Many techniques have been used 

successfully on the monitoring of mechanically based faults in 

gears and bearings, but little has appeared on the diagnosis of 

electrically based faults.

The underlying mechanisms in these faults have been 

investigated, and the effects caused by mechanical and electrical 

means separated. This was achieved by the use of signals which 

reflect different aspects of the motor - viz. vibration for the 

combined mechanical and electrical effects, and flux for the 

electrical effects. Correlation of these allows a further

understanding of the mechanisms behind the faults to be gained. 

Having achieved this, the necessary processing, to be applied to 

carefully chosen signals from transducers mounted on a machine, 

has been developed. It has been shown that considerable 

information is available as to the machine's running condition, 

purely from external measurements. This has the advantage that 

the machines need not be modified in any way to allow the 

techniques developed here to be applied.

The signals used to develop the condition monitoring 

processing were derived from a test rig consisting of a real 

machine. This gives greater validity to the results than would a 

mathematical simulation of the situation, or simulation by a 

modified machine.
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Single phasing faults - associated with severed supply lines 

have been catered for. The importance of detecting such failures 

as a part of condition monitoring is in the speed of detection. 

It is normal practice to protect motors by the installation of 

over-current circuit breakers. However, to obtain reliable 

service under conditions such as direct on-line starting, these 

may be set at too high a level. As the detection of such a fault 

is easily implemented within the monitoring system, its inclusion 

is justified.

Broken rotor bars, on the other hand are a more serious 

application of condition monitoring techniques. The nature of 

such faults - being internal, and not easily seen on visual

inspection, makes them difficult to detect by conventional

maintainance strategies. Their presence may not be immediately 

fatal to the motor, but they will reduce its performance and 

increase the losses, and may contribute to premature failure by 

overheating before the rotor itself fails. The detection of

these by Cepstrum analysis of the vibration and stray flux 

signals from a motor is a very powerful technique - allowing a 

direct indication of the state of the motor in these terms,

although longer term monitoring is always desirable. This is 

especially true when it is considered that a motor, whilst being 

in perfectly sound running order, may give a positive result to 

this test. This is based on the mechanism that is being 

observed, namely the resistance of the rotor bars. Some motors 

exhibit the characteristic sidebands even when in good condition, 

because the process by which the rotor was manufactured has 

resulted in high resistance joints in the rotor. Long term

monitoring based on trend analysis is then the only reliable
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method of detecting broken bars.

7.2 Conclusions.

The power of signal processing applied to machine condition 

monitoring has been demonstrated in this thesis. A standard 

motor has been investigated in a controlled environment, and the 

mechanical and electrical nature of fault mechanisms determined. 

This then allowed the form of a signal processing regime to 

detect and diagnose these faults to be developed.

Due to their basis on irrational functions, viz. sinusoids 

and cosinusoids, the method of Fourier Transformation from the 

time domain to frequency domain is not the most desirable for a 

digital implementation, due to the inherent presence of 

truncation errors. In an attempt to overcome this, a second set 

of orthogonal functions was investigated. The Walsh Transforms 

which result from these are based on the values of plus and minus

unity only. This removes the problems of truncation, caused by 

finite word lengths in a microprocessor, and also leads to a much 

faster transform, as there are no multiplications, but only

additions and subtractions. However, they give an output which 

is generally more complex than a Fourier Transform, and have 

other properties which do not lend themselves to condition 

monitoring. It is concluded that Walsh Transforms are not 

appropriate to this application.

The processing used to detect and diagnose the machine 

faults are existing ones, but have not found application to 

electrically based phenomena. Their use has proven to be very 

powerful in the field of mechanical faults, and this thesis has
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shown that they may also be applied to electrical faults with 

good effect.

A system of test procedures, all of which may be performed 

automaticaliy was thus deveioped to diagnose these faults. They 

are constructed in a sequential fashion, so that one test may 

foliow directiy from the previous one, using the data produced as 

input for further processing. This saves time in processing new 

data, and also Improves the data reduction capabilities of the 

monitoring.

To this end, a single figure may be extracted from the 

processing for each fault investigated. These "confidence 

factors" may then be stored for future reference.

7.3 Future Work.

As this research has preceded, new areas for study have 

become apparent. This further work can be placed in three main 

categories:- trend analyses, investigation of further fault 

conditions and in the application of new signal processing 

devices, to condi'̂ ion monitoring.

Trend Analysis.

Although the "confidence factors" have been found to change 

significantly between "good" and "fault" conditions, a reliable 

means of fault diagnosis cannot rely on this alone. Many other 

factors can influence the signals derived from a machine in 

normal working conditions, other than actual faults. This means 

that the results from test must be recorded over a period of 

time, and any diagnosis based on an evaluation of the trends in
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these results rather than a single test.

Other Faults.

The work here has covered two faults, ie supply failures and 

broken or cracked rotor bars. Whilst these are Important, they 

are by no means the only conditions which should be considered by 

a general condition monitoring system eg. rotor-stator 

eccentricity.

New Signal Processing Hardware.

In recent years, the increase in interest in signal 

processing, and the rapid developments in large scale integration 

have opened up many possibilities. Amongst these are devices 

which may be configured to perform a specific signal processing 

task, such as Fourier Transforms, at a very high speed. This 

allows more powerful processing within a given time, or 

conversely a faster turn-round of test results.
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Introduction

In offshore oil and gas production platforms and in onshore 
refinery installations the three-phase squirrel-cage 
induction motor (SCIM) is used to drive gas compressors, sea 
water injection pumps and oil exporting pumps. Consequently, 
the assessment of the condition of the motor and its future 
availability are important, since failure caused by one of a 
number of fault conditions is costly and potentially 
dangerous. This is particularly evident when oil production 
and refinery installations are being considered. Here the 
handling costs associated with plant removal and loss of 
production makes down-time unacceptable unless absolutely 
necessary.. It is essential therefore that the operator knows 
the condition of the motor while it is in service and if 
possible is able to predict when a motor might fail.

It has generally been believed by many engineers responsible 
for plant monitoring that damage and wear in rotating 
machines can be detected by analysing vibration signals and 
by monitoring shaft motion. It is true that the vibration 
signal contains information relating to damage and wear but 
the spectrum also contains information about the normal 
operation of the motor. The inherent difficulty is the 
separation of these two aspects of signal information. This 
is particularly difficult with a three-phase squirrel-cage 
induction motor since the resulting vibration spectrum is a 
by-product of electromagnetic forces and the normal 
mechanically transmitted forces.d) Due to the motor being 
a complex electromechanical device, the fault mechanisms can 
be electrical, mechanical or electromechanical in nature. 
This means that the normal on-line protection devices for 
sensing overload and earth leakage currents and excessive 
bearing, winding and core temperatures are insufficient, and 
additional on-line monitoring techniques are required. One 
approach involves time consuming analysis of vibration data 
coupled with an in-depth appreciation of plant behaviour



assisted by historical records of performance.(2) This leads 
to a monitoring system based essentially on experience and 
can be particularly difficult to operate in an offshore 
installation due to such factors as the staff working shift 
cycles, 'hot' work permits being required and the generally 
hostile environment. A second approach and the one being 
considered as the main objective of the work referred to in 
this paper seeks to identify the fundamental causes of 
various electromechanical faults and to develop an on-line 
data processing system for detecting faults and predicting 
the availability of the motor.

The initial results of the research work are presented in the 
paper and are primarily concerned with providing a data base 
for identifying faulty SCIMs, with a view to developing fast 
and efficient processing techniques which are particularly 
applicable to SCIM fault recognition. The results of a 
survey carried out to determine the existing monitoring 
techniques and data collection methods currently being used 
for 3-phase induction motor fault recognition is presented, 
and the types of failure and their frequencies of occurrence 
are also reported. A brief discussion of the fault 
mechanisms and the development of a fault producing test rig 
is presented. The data acquisition and computer processing 
system is described, a data bank of the processed signals 
for 'healthy' and 'unhealthy' machines is presented and the 
results discussed.

Survey of Monitoring Techniques and Failure Mechanisms of 
3-phase Squirrel-cage Induction Motors

A survey of a variety of major industrial organisations using 
large SCIMs in the offshore and onshore environment was 
conducted to gain information about the types of failure of 
SCIMs and the methods used for monitoring the condition of 
the machine. A questionnaire was sent to each of the 
operators and consisted of two sections. The first was 
concerned with identifying what types of condition monitoring 
techniques are currently being used and to also test the 
operators' reaction to the concept of on-line condition 
monitoring as part of an‘on-condition maintenance strategy. 
The second section consisted of specific questions on the 
types of failure to assess if there is a real need for 
developing on-line diagnostic techniques for SCIM fault 
recognition.

All of the industrial organisations completed Section 1 and 
six out of the eleven operators provided specific information 
about motor failures. The results are presented in Tables 1 
and 2 respectively. A 100% response was not expected in 
Section 2 because the collection and compilation of the data



required a considerable effort in terms of man hours. Since 
the information gives details on the types of failure and 
frequencies of occurrence of eighty-two SCIMs in the range 
from 425 kw to 6.3 MW, the results are able to provide 
sufficient information for deciding whether or not a problem 
exists in SCIM fault recognition.

The main conclusions from the survey and personal discussions 
with the operators are ;

(a) There can be considerable savings in maintenance 
procedures, outage time of plant and loss of 
revenue if reliable condition monitoring techniques 
are available as part of an On-condition maintenance 
strategy.

Cb) Due to the number of failures reported by the
operators, there is a need for fundamental studies 
of various types of fault mechanisms to be •undertaken, 
and to also develop signal processing techniques to 
provide a data base for classification of ’healthy' 
and 'unhealthy' motors.

(c) The operators would welcome the development of a
flexible microprocessor-based instrumentation system 
capable of performing an on-line analysis of 
different types of signal Ce.g. vibration, current, 
stray flux) whic.h could also identify -the various 
types of fault mechanisms and assess the availability 
of* the SCIM.

Fault Mechanisms

In response to -the survey and additional discussions with 
other industrial users it was decided to investigate the 
following faults :

(a) Inter-Tum Winding Faults
The insulation between tuins of a coil can breakdown 
due to contamination, thermal ageing or vibrational 
stresses. The breakdown process causes heating in 
the winding and a change in the current distribution 
which leads to a complete failure of the motor's 
insulation svstem.

(b) Broken Rotor Bars
This usually occurs when one of'the conducting bars 
which forms part of the 'squirrel-cage' rotor 
winding breaks where it is joined to the conducting



(c)

end ring. The bars adjacent to the broken one carry 
extra current and overheat which in turn generally 
leads to additional broken bars. This results in 
torque pulsations, speed fluctuations and changes 
in the vibration spectrum and can lead to mechanical 
damage of the rotor, stator bore or bearing assembly.
Static Rotor-Stator Eccentricity
In this situation, the axial centres of both rotor 
and stator are not coincident. This results in 
increased vibration levels and could lead to bearing 
failure.

(d) . Single-Phasing
This is the term used when one of the supply lines or 
windings becomes open circuited. This is a severe 
fault condition and results in high current and 
vibration levels.

The results of the survey also indicate that bearing failure 
in SCIMs is a major problem. This is rather surprising since 
bearing fault detection has received considerable attention 
from researchers and industrial operators C3-7) . 
difficulty of operating a vibration monitoring programme in 
a hostile environment has been mentioned and it is here that 
there is a need for the development of bearing monitoring 
techniques and instrumentation suitable for the offshore 
environment.

Previous investigators have tended to look at individual 
machine signals to determine the existence of a fault. 
ErlickiO) has shown how axial flux could be used to indicate 
non-symmetric supply conditions. Penman^^'^^^ has clearly 
shown’ how inter-tum faults can be detected with axial flux 
but found the use of axial flux inconclusive for detecting 
broken rotor bars and dynamic rotor-stator eccentricity. 
Gaydon^H/^2) has developed instrumentation techniques using 
shaft speed fluctuations as the signal source for the 
detection of broken rotor bars but has stated that "inherent 
asymmetries were found to give period fluctuations of the 
same magnitude as when one bar was deliberately open 
circuited." Hargis has considered changes in the currant
and vibration spectra for detecting broken rotor bars but 
has only presented one set of results for a good rotor and 
one with three broken bars. Steeled!) has monitored current 
for the detection of electromechanical faults in small-power 
motors. His results clearly show the potential of the method 
but he states that "much further work is required to fully 
explain the current spectra and to produce a commercially 
viable system. "



Hence the authors consider that further work is required 
under controlled experimental conditions for the following 
reasons :

(i) to evaluate the effectiveness of monitoring 
various types of signal

(ii) to explain fully the changes in the spectra
(iii) to develop signal processing techniques to.

highlight the fault conditions
(iv) to discriminate between the effects of high 

resistance joints, broken bars or end rings 
in squirrel-cage rotors

(v) to try and quantify the degree of severity of 
the different-faults.

The philosophy proposed in this paper is to monitor various 
interrelated motor signals such as vibration, current, end. 
winding leakage flux and axial flux during fault conditions 
and to present a data base of spectra. It is envisaged that 
an on-line monitoring system which utilizes three of four 
types of signals for identifying a particular fault will 
prove to be more useful than existing techniques which tend 
to look for changes in only one type of signal.

Test Rig and Signal Processing Ecuipm.ent

Figure 1 shows the test motor and associated processing 
equipment. The test rig comprises an 11 kW SCIM loaded 
by a d.c. dynamometer and has been specifically designed 
for carrying out controlled experiments with the fault 
mechanisms described in the previous section. A number of 
transducers positioned on the test rig sense various 
parameters for determining the condition of the motor, viz :

AX

is an air-cored toroidal coil used to sense the 
electrical current in the main supply lead.
is a coil situated on the exterior casing of 
the motor to sense the extent of the end 
winding leakage flux.
is a coil wound on the main shaft of the 
induction motor to sense the degree of axial 
flux.

'V is an accelerometer positcned to respond to 
mechanical vibration of the casing or bearing 
cedestais.



The electrical signals emanating from the transducers are 
pre-amplified, filtered and undergo frequency and time-domain 
analysis in a high-resolution spectrum analyser. The 
analyser exists as a peripheral device to a PDPll-03 
minicomputer system, comprising an 11-03 processor, dual 
floppy-disc storage unit, keyboard, visual-display unit, 
printer and high-resolution plotter. The experimenter 
controls, via the interactive terminal, the operation of the 
analyser and the subsequent secondary processing of the 
analysed signals. A library of data processing programs is 
available to the experimenter to distil the data produced by 
the analyser in such a way as to highlight particular machine 
faults. Typical library programs are :

(i) control the analyser, write and read spectral 
values to and from the analyser and provide 
automatic scaling of all data values.

(ii) measure the energy content of the whole, or any 
part of the frequency spectrum of the signal 
emanating from any selected transducer.

(iii)

(iv)

(v)

determine the peak value of any frequency 
spectrum.
compute the autocorrelation coefficient of 
frequency spectrum for any given offset.

:he

carry out a Fourier transform on a frequency 
spectrum, providing a Cepstrum of the original 
signal.

(vi) control the plotting facility so that single 
and multidimensional plots of the processed 
data can be produced.

(vii) control the allocation of storage areas on the
disc storage units so that historical records of 
experiments carried out on the induction motor 
can be accessed at a later date for inspection 
and comparison.

Test Results

There are various frequency components in each signal which 
are expected from Induction- machine theory. For the
current, end winding leakage flux and axial flux signals 
the, expected frequencies are :

f^ = F(Hz).................... . (1)
V h " FCH/P Cl - s) + n)(Hz). . . .  (2)



and for the vibration signal ;

■IV
■SHV

2FCHZ) ...................... (3)
FCR/P Cl - s) + 2Cn - l))(Hz) . (4)

where F = f-undamental supply frequency (50 Hz]
R = number of rotor slots (28)
P = number of pole-pairs (2)
s = slip, 0.02 for full-load
n 1 , 2 , 3 . . . »
SH = slot harmonic

An FFT analysis was initially applied to all the transducer 
signals. Where it was difficult to identify the difference 
between signature patterns for normal and abnormal conditions, 
a zoom analysis was applied around specific frequency 
components. The frequency at which the zoom analysis is 
applied depends on the type of fault and signal being 
analysed. Equations 1 to 4 can be used for this purpose. 
Figures 2 to 37 show spectra of the signals for normal and 
fault conditions.

Preliminary observations of the results indicate that the 
spectra for the broken rotor bar fault contains many sidebands. 
These sidebands can be explained by the application of rotor 
asymmetry theory. (15) useful technique for. determining 
the sideband content is cepstrum analysis. 1̂^  ̂ The main 
observations from the data bank of soectra are as follows :

(i) Broken Rotor Bar
The tests were done under full-load operating conditions using 
two production type die-cast rotors. Both rotors have the 
same degree of dynamic balance but one has a broken bar. A 
spectr-um analysis of the vibration signals is shown in 
Figures 2 and 3. The 0-2 kHz bandwidth spans the range of 
interest for detecting changes but it is difficult to observe 
any significant differences. However, using zoom analysis 
techniques, sidebands become apparent around the slot harmonic 
for the faulty rotor as indicated by comparing Figure 4 and 5, 
The same 'signature' patterns occur for the current, end 
winding leakage flux and axial flux signals, as shown in 
Figures 5 to 17. A cepstrum analysis was applied,, to highlight 
the increased sideband content, a sample of the results is



presented in Figures 39 to 46. The results clearly 
demonstrate that this fault can be identified from four 
signals. Based on the work so far the techniques will be 
used for discriminating between the effects caused by high 
resistance joints, number of broken bars or end rings.

(ii) Inter-tum Winding Faults
A comparison between Figures 18 and 19 show that the 100 Hz, 
200 Hz and 300 Hz vibration components increase when a 
coil is short-circuited in the stator winding. In the axial 
flux spectrum the 50 Hz, 100 Hz and 150 Hz components 
increase, while in the current spectrum it is the 150 Hz 
and slot harmonic frequencies which increase significantly, 
as shown in Figures 20 and 21 and Figures 2 4 and 25 
respectively. It was found that although there were changes 
in the end winding leakage flux spectrum the sense (increase 
or decrease) of the change was a function of transducer 
position as indicated in Figures 22 and 23.

(iii) Single-Phasing
Figures 23 to 33 indicate that the 100 Hz component has 
a pronounced increase in both the vibration and axial flux 
spectra. The 150 Hz component in the current spectrum is 
also increased. As in (ii) the change in the end winding 
leakage flux is a function of transducer position.

(iv) Static Rotor-Stator Eccentricity
The only significant changes occurred in the slot harmonics 
of the vibration spectrum as shown in Figures 34 to 37, and 
that the sense of the change was a function of transducer 
position around the motor's frame, as indicated in Figure 38. 
Further work is required on the signal processing side to 
try and detect changes in the other signals.

Conclusions

A study of the failure mechanisms of squirrel-cage induction 
motors has been carried out and reported. The fault 
mechanisms have been investigated under controlled 
experimental conditions and a computer-based instrumentation 
system has analysed signals representative of a motor's 
supply current, axial flux, end winding leakage flux and 
mechanical vibration. A comprehensive data bank of different 
types of spectra for SCIM fault recognition has been 
presented. The authors believe that this is the first time 
a data bank of spectra in this form has been put into print. 
The resulting data patterns reveal that different 'signatures' 
exist .for 'healthy' and 'unhealthy' motors. In addition,



three or four different types of signal may show a particular 
pattern for one fault condition. The concept of looking for 
changes in four signals as opposed to only one, has the 
distinct advantage that an industrial user of SCIMs is more 
likely to believe the former as an indication of a fault- 
The tests have therefore been used to establish a data bank 
of machine signatures for use in predictive maintenance 
operations. Overall system reliability can then be improved.
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^ r c n ta p e  c i  Tgigilnw scarBed 3 .0 .1«  ■ 98%

Tabi» 2 Sutv ev  a i  P a ilu r »



TESrRlG,DûJA/COLJlSiTlCN /W FfïXESSlNG EQUIPMENT
Figure 1



Tcf»■33t
■mf

S - .xreeleratlin xocm som arotsn 'â
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MONITORING STRATEGY FOR DISCRIMINATING BETWEEN DIFFERENT 

TYPES OF ROTOR DEFECTS IN INDUCTION MOTORS

W T Thomson, N D Deans, R A Leonard, A J Milne 
Robert Gordon's Institute of Technology, Aberdeen AB9 IFR

INTRODUCTION

A recent survey (1) of industrial companies using large 3-phase squirrel- 
cage induction motors (SCIM) in offshore and onshore installations 
indicated that rotor cage faults can lead to motor failures. Pulsating 
loads or the undesirable effects of direct-on-line starting can result in 
rotor bar fractures.(2,3) The fatigue mechanism causes a poor electrical/ 
mechanical connection, arcing develops and this usually results in a 
broken bar. Torque pulsations, speed fluctuations and vibration changes 
occur and can cause rotor bearing failure(l) or stator core damage. There 
is a need for reliable on-line monitoring techniques for discriminating 
between high resistance bar to end ring joints, number of broken bars and 
end ring faults. It is proposed that a monitoring strategy which uses 
three or four interrelated types of signals for fault diagnosis is more' 
credible than existing instruments monitoring only one signal.

REVIEW OF PREVIOUS WORK

Gaydon('+j5) has developed instrumentation techniques for rotor fault 
detection based on shaft speed fluctuations but has stated that "inherent 
rotor asymmetries can give period fluctuations of the same magnitude as 
when one bar was open circuited". HargisC4) has presented a set of 
spectra of vibration and current for two nominally identical motors, one 
with a normal rotor, and one with three broken bars but the early 
detection of one broken bar is important so that further degradation can 
be avoided. Pozanski(6) has shown that acoustic noise measurements 
indicated a 1 dB - 3 dB change between a motor with a good rotor and one 
with a single broken bar. The application of noise measurements for 
condition monitoring is not really suitable for offshore installations or 
hostile onshore situations Cl). Jones(/) has developed an equivalent 
circuit for modelling the effect of an open-circuited rotor phase and 
shows that induced e.m.f. and current signals appear at a frequency of 
|l-2s!fi in the stator winding. The model was verified experimentally for 
an open-circuì ted rotor phase. Vas(8) has presented a similar approach 
but no experimental results were given. Williamson(9) has calculated the 
variation in rotor bar currents when broken bars or a broken end ring 
exists, but the experimental motor used to verify the analysis had a high 
resistance cage in the stator core. The analysis was verified by 
experimental tests for the cases of two/three broken bars and end ring 
faults but the test motor was untypical of those commonly used in industry. 
The on-line monitoring of bar currents is of course not a practical 
proposition. Williamson applied his analysis to a large SCIM and 
predicted that it may be difficult to detect a single bar fault in terms 
of the |l-2s|f]_ component of current or the 2sfi component of pulsating 
torque. Williamson's prediction has still to be verified by experimental *• 
tests. Penman(lO) has reported that the use of axial flux monitoring was 
inconclusive for detecting a rotor bar fault. Steele(H) has monitored 
current for the detection of one broken bar in a small-power motor but did 
not present results for the cases of two or three broken bars. Controlled 
experimentation is required if rotor cage faults are to be quantified in 
terms of the magnitudes of specific frequency components or by using



242
Cepstrum a n a l y s i s t o  identify the sideband content of spectra.

PRINCIPLES

A l g e r ( 1 2 )  has shown that the air-gap flux density in a SCIM consists of 
five principal rotating fields. If time harmonic fluxes of the 
fundamental are included then a general expression for the slot harmonic

f l  Cl -  s) n). If J o n e s ' analysis isfrequency components is
applied to the fundamental and third harmonic time components of the stator 
flux then upper and lower sidebands occur at ¡1 + 2s|fi around the 
fundamental. The slot harmonic frequencies for a rotor with asymmetry 
become : fq(n _+ R(1 - s)/P) _+ 2s fq, where fq = fundamental frequency; 
s = slip; R = No. of rotor slots; P = pole pairs; n = 1, 2, 3...

These effects can be detected in the current, end winding and leakage flux 
spectra(l) using simple external pick up coils and spectrum analysis.
Since magnetic forces are proportional to flux density squared, then 
sidebands occur around the principal slot harmonic vibration components. 
These sidebands appear in four interrelated^!) spectra and can be used as 
a basis for identifying various types of rotor fault.

EXPERIMENTAL EQUIPMENT AND TEST RESULTS

A test rig has been developed to investigate the effects of faults on the 
current, flux and vibration spectra of a machine. A 3-phase, 50 Hz, 11 kW, 
4-pole SCIM, loaded by a d.c. dynamometer, has transducers attached to 
sense current, leakage and axial flux, and vibration. The sensed signals 
are amplified and filtered and subjected to spectral analysis in a high- 
resolution spectrum analyser acting as a peripheral device to a mini­
computer. A suite of programs in the. minicomputer control the analyser 
and present the processed data to the experimenter in graphical or 
numerical form. Figure 1 shows the test rig and associated processing 
equipment.

Tests were initially done using two 28-slot production type die-cast 
rotors, one as the normal reference and the other for introducing 
controlled rotor cage faults. For the experiments with the 28-slot rotors, 
the motor developed its nominal full-load torque at 1470 r.p.m. An FFT 
analysis was applied to the vibration, current, end winding and axial flux 
signals. Upper and lower sidebands appeared around various frequency 
components when the rotor with one broken bar was tested. An FFT zoom 
analysis of the vibration and end winding flux signals is presented in 
Figures 2-5. The spectra for the faulty rotor have a pronounced sideband 
content around the principal slot harmonics. A Cepstrum analysis was used 
to obtain a value for the sideband content. Figures 6 and 7 show that 
this technique can detect a single rotor bar failure. Several bars were 
broken adjacent to the single broken bar and the resulting Cepstra are 
shown in Figures 8 and 9. A similar pattern occurred for the other 
signals and a sample of Cepstra for the end winding flux signals is given 
in Figures 10 and 11.

A standard type 51-slot rotor was redesigned to investigate the effects of 
high resistance bar to end ring joints. A number of the bars could be 
broken-and reconnected in situ via special bolted connections. The 
remaining 43 copper bars were soft soldered into the end rings. A high- 
resolution micro-ohmme.ter was used to measure the resistances of a number 
of similar soft soldered joints and bolted connections on a separate rotor 
cage, and it was found that they were of the order of 5 to 6 liS7 and 21 to 
22 uQ respectively. The 51 slot rotor developed the motor's nominal full­
load torque at a speed of 1430 r.p.m. and is typical of a standard
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production model. The transducer signals were analysed when the rotor had 
no broken bars and sidebands appeared in the vibration, current and flux 
signals. This suggests that high resistance joints can be interpreted 
as broken bars. Figure 12 shows the pronounced sideband content. With a 
bar disconnected from the end ring, the changes in the current and flux 
signals were inconclusive. However, the s.ideband content in the vibration 
signal increased as shown in Figure 13. A further increase occurred with 
two broken bars.

CONCLUSIONS

A study of different rotor cage faults has been carried out under 
controlled experimental conditions and a set of spectra and cepstra 
presented. The results show that cage faults can be identified in four 
interrelated signals and that Cepstrum analysis can provide a single value 
for the relevant sideband content. Sidebands also appear in the spectra 
when the rotor cage has high resistance bar to end ring joints and it was 
observed that only the vibration signal showed a significant change when 
bars were subsequently broken. The concept of looking for changes in four 
different signals as opposed to one or two, has the distinct advantage, 
that an industrial user of SCIMs is more likely to believe the former as 
an indication of a fault. This is particularly relevant in the offshore 
oil industry where loss of production is extremely costly. Further work 
is required to study the effects of decreasing/increasing the number of 
high resistance joints compared to broken bars, and end ring faults 
compared to broken bars.
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FAILURE IDENTIFICATION OF OFFSHORE INDUCTION MOTOR SYSTEMS 
USING ON-CONDITION MONITORING

W.T.Thomson, R.A.Leonard, A.J.Milne 
Robert Gordon's Institute of Technology, 
Aberdeen.

and J.Penman
University of Aberdeen.

This paper reports on a study carried out into the 
identification of faults in 3-phase squirrel cage induction 
motors. The reasons for monitoring vibration, current and 
stray flux signals in a unified approach are presented and a 
fault producing test rig and computer-based signal processing 
system are described. The changes which occur in the signals 
during single-phasing, broken rotor bar, rotor-stator eccent- 
ticity and inter-turn winding fault conditions are discussed 
and a sample of the signature patterns is presented. The 
results show that a malfunction can be identified from various 
signals and in certain instances the reliability of fault 
diagnosis could be improved by the monitoring strategy 
proposed in this paper.

INTRODUCTION
In offshore oil and gas production platfoinns the 3-phase squirrel cage induction 
motor (SCIM) is used to drive gas compressors, sea water injection pumps and oil 
exporting pumps. The assessment of the condition of the motor and its future 
availability and reliability are important since failure caused by one of a 
number of faults is costly and potentially dangerous, Thomson et al (1). It is 
desirable that fault mechanisms can be detected at an early stage so that planned 
outages can take place to prevent catastrophic failure. In offshore power 
installations the majority of SCIMs are started direct-on-line, this results in 
large starting currents and torques which can contribute to end winding, rotor 
cage or bearing failures. (1) Voltage unbalance in the supply system may occ-ur 
and cause premature failure of the windings. Sea water contamination of the 
stator windings has been reported as being one of the causes of insulation 
failure.(1) A recent survey has shown that the methods used for on-line fault 
diagnosis tend to look at sources of information in isolation.(1) Vibration 
monitoring is traditionally done by mechanical engineers and insulation monitoring 
by electrical engineers. However, the SCIM is a complex electromechanical device 
and the fault mechanisms can be identified from various types of signals, Thomson 
et al (2). The motor may fail because of a faulty bearing but the fundamental 
fault mechanism could be electrical, for example, bearings can fail due to 
electrical bearing currents, Verma et al (3). From the results of the survey 
and discussions with the operators of SCIMs it was clear that the present 
techniques used for fault diagnosis in electrical machines are not always 
successful. (1,2) It is proposed that an on-line monitoring strategy which 
utilises vibration, current and stray flux signals in a unified approach will 
prove to be more successful than existing techniques. This paper reports on an 
experimental investigation into various fault mechanisms and the development of 
data acquisition and signal processing techniques for fault identification from 
non-invasive measurements of interrelated signals.
FAULT MECHANISMS
The fault conditions being considered in this paper are as follows ;
Unbalanced Voltage Supply
In offshore installations where the power supply system is relatively small, the
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3-phase voltage supply could become unbalanced due to such factors as single- 
ohasing of primary/secondary circuits or unbalanced single-phase loads, Howell and 
Hogwood (4). When a SCIM is fed from an unbalanced supply the motor currents are 
unbalanced and at full-load the current unbalance is usually six to ten times the 
voltage unbalance.(4) This leads to excessive heating of the windings, thermal 
ageing occurs and can result in insulation failure. Brighton and Ranade (5) have 
reported that the normal protection circuits which operate when the temperature 
or current increases above a pre-set level are not always reliable for protecting 
against failure due to unbalanced voltage supply. From a sample of 380 break­
downs of standard a.c. drives up to 25 kV, Vincent (6) has reported that 12% of 
the total failures were due to the worst unbalanced supply condition known as 
single-phasing - occurs when one of the supply lines is open-circuited.
Broken Rotor Bars
This occurs when one of the conducting bars of the squirrel cage rotor winding 
breaks where it is joined to the conducting end ring. Burns (7). Adjacent bars 
carry a higher than normal current and overheat which usually leads to additional 
broken bars.(2) Rotor cage faults can cause torque pulsations, speed fluctuat­
ions and changes in the vibration signal. Gaydon and Hopgood (8) have reported 
that these factors can cause mechanical damage to the rotor or stator winding.
Rotor-Stator Eccentricity
Static eccentricity exists when the axial centre of the rotor and stator are not 
coincident, this causes unbalanced magnetic pull {Binns and Dye (9)) and may lead 
to bearing damage.
Inter-turn Winding Faults
If the insulation between adjacent turns of a coil breaks down due to contami­
nation or other causes, then shorting can occur and a hazardous situation results. 
This is because the shorted coil now lies in the main air-gap field due to the 
rest of the machine circuits and consequently has a voltage induced in it. The 
induced voltage drives current around the coil, and its magnitude is limited only 
by the resistance and inductance of the local circuit. The resulting currents 
can be very high, leading to insulation gassing with the possibility of explosion 
if and when sparking occurs.
The unbalance that occurs in the stator electrical circuits results in changes in 
the harmonic content of the air-gap flux, and this can be related to changes in 
the current time harmonics. One of the authors has investigated this and 
predicted the harmonic changes to be expected under such conditions. Penman et al 
(10,11). They have also shown that although such changes could be observed in 
the line currents of the machine, this would require the sensing of terminal 
quantities and the measurement of small changes with respect to the fundamental. 
The alternative proposed (10,11) is to monitor the axially transmitted fluxes, 
for such a signal effectively magnifies the effects of small unbalance in the 
raagnetic or electric circuit of the machine, and can also provide information 
concerning other fault conditions such as eccentric running and phase unbalance.
test rig and processing equipment
The fault producing test motor and associated processing equipment are shown 
in "Figure (1)". The test motor is a standard 11 kW, SCIM, which has been 
redesigned to carry out controlled experiments with the fault mechanisms 
described in the previous section. A number of transducers positioned on the 
test rig sense various signals for on-line analysis and fault diagnosis, namely :

- is an air-cored toroidal coil used to sense
electrical current in any of the main supply lines 

Teb - IS a coil situated on the exterior casing of the 
motor in an appropriate position to sense the end 
winding leakage flux
is a coil wound on the main shaft of the motor to 
sense the axial flux' ab

is an accelerometer positioned to sense the 
vibration on the casing or bearing pedestals

2C/3/2



FOURTH NATIONAL RELIABILITY CONFERENCE - RELIABILITY '83

The transducer signals are pre-amplified and then subjected to spectral analysis 
in a high resolution spectrum analyser acting as a peripheral device to a 
minicomputer. A suite of programs in the minicomputer control the analyser and 
present the processed data to the experimenter in graphical or numerical form.
The system can control the allocation of storage areas on the disc storage units, 
so that historical records of experiments carried out on the induction motor can 
be accessed at a later date for inspection and comparison.
TEST RESULTS AND DISCUSSION
Alger (12) has shown that the air-gap flux density in a SCIM consists of five 
principal rotating fields. If time harmonics of the fundamental flux are 
included then the basic equations are as follows :

'1
'shl = f

supply frequency..
s) + n)(- (1 P (Hz)

( 1 )

(2 )

These frequency components can be detected in the current and stray flux signals. 
Since magnetic forces are proportional to flux density squared, then the following 
components appear in the vibration spectrum :

'1v
"shv

2f^ (Hz)

t  ' t  ” s) + 2 (n - 1 ) ) (Hz)
(3)
(4)

If the rotor cage winding is asymmetric then sidebands appear around the 
fundamental current component and the slot harmonics of the current, end winding 
and axial flux, and vibration signals. (1,2). An EFT analysis was initially 
applied to the transducer signals and a study made of the signature patterns.
Where it was difficult to identify the difference between signature patterns for 
normal and abnormal operation, a zoom analysis was applied around specific 
frequency components. The frequency at which the zoom analysis is applied depends 
on the type of fault and signal being analysed. "Equations (1) to (4) should be 
used for this purpose. Cepstrum analysis can be used to determine the sideband 
content of spectra. (2)
Test conditions. The spectra shown in "Figures (9) to (12)" were obtained using 
a specially designed 51-slot rotor (2) and the other experiments were conducted 
using a 28-slot rotor. The results shown in "Figures (2) to (15)" were recorded 
when the motor was delivering full-load output at the rated speed, the motor 
specification is as follows :

3-phase, 11-1<:W, 415-V, 50-Hz, 4-pole, squirrel cage induction motor
28-slot rotor; full-load rated speed 1 470 r.p.m.
51-slot rotor; full-load rated speed 1 430 r.p.m.
36-slot stator
air-gap length - 0.381 mm (0.015 inches) ^

In addition, a 4-kW, SCIM was also used to investigate inter-turn winding faults. 
Sinqle-Phasinq/Unbalanced Voltage Supply Fault Detection
A comparison of "Figures (2) and (3)" indicates that the 100-Hz component of 
vibration increases when one of the supply lines to the motor was open-circuited. 
The 100-Hz component of vibration also changes when a stator coil is short- 
circuited. In addition, the (2 - s)f component (approximately 100-Hz) of the I 
axial flux increases with single-phasing or a short-circuited stator coil.(l)
Hence the reliability of diagnosing a particular fault mechanism is suspect. 
Conversely, if the 100-Hz component changes in various interrelated signals then 
it can be used as a reliable indicator that a malfunction exists in the machine.
If fundamental electrical machine concepts are considered then the condition of 
single-phasing will produce a standing wave flux pattern which should be reflected 
into the 100-Hz component of vibration. Further tests were conducted and "Figure 
(4)" shows the variation of the 100-Hz component between normal 3-phase operation 
and with one phase open-circuited. The curves indicate that during the fault 
condition the level of the 100-Hz component varies dramatically with transducer
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Dosition - a standing wave pattern occurs around the periphery of the motor. The 
other phases were open-circuited in turn and the resulting curves were nearly 
coincident with the one shown in "Figure (4)". If this fundamental knowledge 
is used in a condition monitoring system then it is possible to improve the 
reliability of detecting a single-phasing fault. Further work is required to 
study the effect of varying the amount of supply voltage unbalance, motor 
mounting arrangements and pole numbers.
Identification of Broken Rotor Bars
The slot harmonic frequencies in the current and stray flux signals emanating 
from an induction motor with an asymmetric rotor can be calculated using 
"Equation (5)". (2)

'sh2 '1 (R (1 s) /p 2sf (5)
The sidebands at twice the "slip" frequency" also appear around the principal slot 
harmonic vibration components. This means similar signature patterns occur in 
four interrelated signals and can be used as a basis for identifying a rotor cage 
fault. Experimental tests have shown that this is the case, "see Figures (5) to 
(8)". However, one of the problems is the discrimination between rotor bar/end
ring failures and inherent rotor asymmetries such as high resistance bar to end 
ring joints. In a recent paper by Thomson et al (3), a preliminary study of the 
effect of high resistance joints indicated that similar signature patterns 
occurred in four signals but when one bar was broken it was only the vibration 
which showed a significant change in the sideband content. A further series of 
tests have been conducted and the results show that as the number of high 
resistance joints is reduced the sideband content drops, and consequently the 
relative difference between the sideband content of a rotor having few high 
resistance joints and one broken bar is larger, "see Figures (9) to (12)". The 
reliability of fault discrimination is still suspect but it can be concluded 
that if all four signals exhibit this signature pattern then the rotor cage is 
asymmetric. If this condition develops while the motor is in-service it should 
be put under close surveillance.
Rotor-Stator Eccentricity
In contrast to the previous fault mechanisms the only significant change occurred 
at one of the slot harmonic components (885-Hz) of the vibration spectrum. The 
sense of the change was a function of transducer position around the periphery 
of the motor frame as shown in "Figure (13)". The results show that at least 
one of the four interrelated signals is sensitive to rotor-stator eccentricity. 
Further work is required to try and detect changes in the other signals and to 
investigate the effects of different motor mountings and dynamic eccentricity.
Inter-Turn Winding Faults
A comparison between "Figures (14) and (15)" shows that the 100-Hz, 200-Hz and 
3 0 0 - H z  vibrât ion components increase when a coil is short-circuited in the stator 
winding, whereas in the current spectrum it was the 150-Hz and one slot harmonic 
component which'increased. In the axial flux signal the 50-Hz, 100-Hz and 
1 5 0 - H z  components increased and the changes in the end winding leakage flux were 
a function of transducer position. Further test results taken from a 4-kW SCIM 
with a 4-pole winding show that it is possible to identify specific harmonic 
components in the axial flux signal when an inter-turn fault occurs. Using the 
methods suggested (10,11) it is predicted that time harmonics of order 1, plus 
all even orders should appear in addition to the usual 6n + 1 orders. "Figures 
(15) and (17)" show that this is the case, particularly with reference to the 
fundamental and even harmonics. There is also growth in the third harmonic, 
most likely caused by local saturation effects in the vicinity of the shorted 
turns.
conclusions

An investigation into the effectiveness of monitoring vibration, current and 
stray flux signals for detecting faults in a 3-phase squirrel cage induction 
motor has been carried out and reported. The fault mechanisms have been studied 
under controlled experimental conditions and a set of spectra presented for 
Identifying a "healthy" and "unhealthy" motor. It has been verified that a 
Similar signature pattern occurs in four interrelated spectra when a rotor cage
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fault exists, consequently, this unified approach could improve the reliability 
of rotor cage fault detection. The results also show that the 100-Hz component 
of the vibration signal changes instantaneously when a single-phasing or inter­
turn winding fault occurs, if the transducer is correctly positioned it is 
possible to discriminate between the two fault mechanisms. It has been verified 
by experiment that the predicted harmonic components (10,11) do appear in the 
axial spectrum when an inter-turn fault exists. In addition, the slot harmonic 
components in the vibration spectrum can be used to detect static rotor-stator 
eccentricity, further work is required to try and detect changes in the other 
signals and apply the techniques for detecting dynamic eccentricity. Finally, 
the concept of looking for changes in four interrelated spectra as opposed to 
only one, can, in certain cases, improve the reliability of fault detection.
ACKNOWLEDGEMENTS
The authors wish to acknowledge the support of the Science and Engineering 
Research Council Marine Directorate in this work. Thanks are also expressed 
to Mr.A. J. Low for his advice and assistance in the design and development of 
the experimental test rig. In addition, Mrs.M. Gordon and Mr. B-Davidson are 
thanked for their assistance in the preparation of the manuscript.
SYMBOLS
B = flux density (Tesla)
1̂ = supply frequency (Hz)

ŝhl = slot harmonics of the flux (Hz)

^1v = fundamental vibration component due to magnetic forces (Hz)

^shv = vibration slot harmonics (Hz)

f UT sh2 = slot harmonics of the flux with an asymmetric rotor cage (Hz)
n = integer - 0, 1, 2, ---
P pole pairs
R = rotor slots
s = per unit slip of the induction motor
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Figure 16 Axial flux signal versus 
frequency with normal winding

Figure 17 Axial flux signal versus 
frequency with an inter-turn fault
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