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A B S T R A C T

Systematic Review (SR) are foundational to influencing policies and decision-making in healthcare and
beyond. SRs thoroughly synthesise primary research on a specific topic while maintaining reproducibility
and transparency. However, the rigorous nature of SRs introduces two main challenges: significant time
involved and the continuously growing literature, resulting in potential data omission, making most SRs
become outmoded even before they are published. As a solution, AI techniques have been leveraged to simplify
the SR process, especially the abstract screening phase. Active learning (AL) has emerged as a preferred method
among these AI techniques, allowing interactive learning through human input. Several AL software have been
proposed for abstract screening. Despite its prowess, how the various parameters involved in AL influence
the software’s efficacy is still unclear. This research seeks to demystify this by exploring how different AL
strategies, such as initial training set, query strategies etc. impact SR automation. Experimental evaluations
were conducted on five complex medical SR datasets, and the GLM model was used to interpret the findings
statistically. Some AL variables, such as the feature extractor, initial training size, and classifiers, showed
notable observations and practical conclusions were drawn within the context of SR and beyond where AL is
deployed.
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1. Introduction

Evidence-Based Medicine (EBM) involves systematically identifying,
valuating, and applying contemporary research findings to influence
olicies and bolster clinical decision-making and practices [1]. This is
chieved through a well-structured approach known as a Systematic
Review (SR). An SR aims to provide a comprehensive synthesis of
all primary research relevant to a specific research question, ensur-
ing the inclusion of all potentially relevant studies while preserving
transparency and reproducibility [2,3]. Thus, an SR is the ‘‘heart of
EBM’’ [3]. The SR paradigm typically involves: (i) the formulation of a
protocol; (ii) comprehensive exploration of all potential databases for
relevant studies; (iii) screening through titles and abstracts of the stud-
ies yielded from the search; (iv) meticulous full-text screening; (v) data
extraction and synthesis of successful studies from the previous stage;
and (vi) interpretation and publication of the findings. We refer readers
to work done by Kitchenham et al. [4] for a more comprehensive
understanding of SR steps.

However, the rigour of the SR process simultaneously introduces
two main substantial challenges [5,6]. Firstly, the complex nature of the
SR demands both a significant time investment and considerable mental
exertion from researchers given the stringent guidelines governing the
process [7]. Empirical evidence reports that an SR typically requires
approximately 15 months to reach completion and publication [8]. Sec-
ondly, researchers confront the daunting prospect of an ever-expanding
body of published literature daily at a rate that poses significant chal-
lenges to conducting an SR [9]. Thus, recent published and possibly
pertinent studies might be overlooked during the search phase, thereby
creating a ‘‘missing data’’ dilemma [10]. Consequently, many SRs
become obsolete after completion, necessitating major revisions and
updates [10,11].

As a countermeasure to these challenges, artificial intelligence (AI)
techniques have been harnessed to alleviate the pressures associated
with SRs [5,12]. In the multitude of steps in the SR process, the
abstract/citation screening phase has been identified as particularly bur-
densome [5,11,13]. From literature, three widely utilised AI techniques
have been proposed to automate this stage—text classification, screening
prioritisation, and active learning (AL), with AL demonstrating domi-
nance [5]. To cite an example, among the 16 abstract screening SR
software on the SR Toolbox [14]1 with detailed and readily avail-
able literature explaining its AI methodology, 11 out of these tools
use AL. AL, a subset of machine learning (ML), involves a dynamic
interaction between ML algorithms and human users, where the al-
gorithm is equipped to actively select its learning data by querying
the user for data labelling [15]. As such, it is known as a ‘‘human
in the loop’’ method. Various AL strategies have been implemented
in abstract screening tools such as AsReview [10], Abstrackr [16],
Rayyan [17], Colandr [18], Research Screener [19], SWIFT Active
Screener [20], among others [5]. Nonetheless, it remains unclear how
these AL techniques, such as the size of the initial training set, query
strategies, balancing method, and the classifier chosen by the reviewer,
affect the performance of these tools, based on the documented studies

1 http://systematicreviewtools.com/.
2 
and reports on these tools [12,21]. Moreover, in some newer abstract
screening such as AsReview and Robot Screener, which allow a va-
riety of different AL strategies, end users often lack clarity on how
these varied AL combinations impact the performance for citation
automation [22]. Consequently, users often resort to the tool’s default
configurations without a solid comprehension of how the different
combinations influence the tool’s performance [21].

Thus, this study aims to comprehensively examine some of the
widely adopted AL strategies used for citation automation through
an ablation study. We aim to elucidate to the general public, par-
ticularly non-technical systematic reviewers, how these different AL
combinations impact the performance metrics of screening tools. To
help us understand better these AL techniques proposed, we focus on
the AsReview software. We selected this tool because it is recent, and
current studies attest to its efficacy and ability to surpass other tools
in case study analysis [12,23]. Additionally, unlike other AL tools,
which offer a restricted selection of classifiers and vectorisation/feature
extraction techniques (converting the abstracts to numeric values),
AsReview provides greater flexibility by allowing different types of
classifiers and vectorisation approaches [10], rendering it particularly
advantageous in this ablation study research.

A related study done by Ferdinands et al. [24,25] focused on the
effects of AL strategies using the AsReview tool. They investigated how
AL strategies such as the impact of two different vectorisation methods,
and two different query strategies, different classifiers perform across
six SRs datasets. However, this study extends their research scope to
evaluate how factors such as the number of ‘‘relevant’’ and irrelevant’’
instances chosen in the initial training size, the sample size of the initial
training data, the query strategy and the chosen data sampling impact
the overall performance of the AL model. Ultimately, this paper aims
to address the following research questions:

1. How does the sample size of the initial training set/prior knowledge
chosen influence the performance of AL models?
To answer this question, we investigate three distinct initial
labelled training sample sizes: 20, 60, and 100. These sizes are
selected based on estimations from reported studies [26]. For
instance, 100 is selected because some existing SR AL software
requires a minimum of 100 labelled training samples for training
to begin [18]. 20 is selected to represent the smallest feasible
training sample size range that can be chosen for training the
model, while 60 is selected to depict the intermediate sample.

2. What is the impact of the number of ‘‘relevant’’ and ‘‘irrelevant’’
instances in the initial labelled training sample size on AL models?
Given that SR datasets often exhibit class imbalance ratios, with
more irrelevant studies than relevant ones [27], we investigate
two distinct divisions (relevant:irrelevant) within the labelled
initial training sample. For the 20 sample; 2:18 and 5:15. For
60; 6:54 and 15:45-while with the 100 sample size 10:90 and
25:75, giving a 0.1 and 0.3 class imbalance ratios in all the sets.
We investigate these divisions to capture the potential range
of relevant studies/abstracts that a user may label for training
which are based on estimations from reported literature [28].

3. What is the impact of different feature extraction methods on AL
models?
We investigate three possible varieties of feature extraction
methods proposed for abstract screening—a traditional method,

http://systematicreviewtools.com/
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Term frequency-inverse document frequency (TF-IDF), a word
embedding technique, Document to Vector (Doc2Vec) [29] and
a more advanced transformer approach Sentence Bidirectional
Encoder Representations from Transformers (S-Bert) [30].

4. How do abstract screening AL models perform across four traditional
classification techniques? We scrutinise the performance of AL
models with the two most common query strategies used in
citation screening, namely certainty and uncertainty queries [15,
26]. Additionally, we explore four traditional ML algorithms:
Support Vector Machine (SVM) [31], Naive Bayes (NB) [32],
Logistic Regression (LR) [33], and Random Forest (RF) [34].

5. Do data balancing strategies influence the overall performance of AL
models?
To address this, we explore two different data balancing strate-
gies, undersampling and a combined variant of oversampling
and undersampling called Double [28].

In summary, the primary contributions of this paper are as follows:
1) We investigate how the various AL combinations affect the overall
erformance of the tool for citation screening, (2) we perform a statis-
ical experiment to detail and buttress the influence of the variables
aised in the five research questions on the performance metrics of
hese tools. To the best of our knowledge, this might be the first study
o examine the impact of these variables in a statistical context and
rom this particular perspective, (3) we carry out experiments across

total of five systematic medical review datasets—two private and
hree public—to evaluate the efficacy of these variable combinations,
4) a comprehensive discussion of experimental findings supported by
tatistical results. All source codes used for this study are found on the
riginal AsReview software GitHub repository.2 In this work, we used

the latest version at the time of the study, that is v1.4.3 of the AsReview
software. The AsReview GitHub repository cloned which was used for
the analysis can be found on Google Colab can be found on this Open
Science Framework (OSF)4

2. Active learning tools for abstract screening

AL is a semi-supervised ML technique predicated on the assumption
that a learning algorithm can perform better with less training if it
can choose the data from which it learns. Thus, prompting the learner
to query a human or an oracle for labelling [15]. Hence, AL is often
referred to as a ‘‘query learning’’ or ‘‘human-in-the-loop’’ strategy.

Contrary to passive learning methods, such as supervised and un-
supervised learning, AL enables the classifier to selectively choose the
data points from which it can learn most efficiently instead of learning
from a randomly collected dataset [35]. The advantage of this method
is underscored by the fact that passive learning techniques typically
require a substantial amount of randomly collected data for training,
potentially leading to increased time and resource costs. For instance,
supervised learning necessitates labelled data for training, which could
significantly increase the manual labour required to create the training
set. Conversely, AL utilises strategic querying to selectively identify
the documents from the pool of unlabelled data that require labelling,
thereby necessitating fewer labelled data to make predictions about
unseen data [36]. This explains why most SR citation tools opt to
implement AL strategies for citation screening over supervised and
unsupervised methodologies.

The AL cycle typically involves the following steps: (1) data collec-
tion, where a given labelled sample data is used as a starting point to
train the model, (2) training the model with the initial labelled data,
where the model then makes predictions on new, unlabelled data by

2 https://github.com/asreview/asreview.
3 https://zenodo.org/records/10393445.
4
 https://osf.io/kas2c/.

3 
ranking its relevancy, (3) querying the human from the subset of the
predicted unlabelled data points that it is either sure about or has
low confidence of its predictions, (4) the human/oracle labels those
selected data brought forward by the model, (5) integration of the
newly labelled data by the human into the initial training set, (6)
repetition of the cycle from step 2 until the desired performance is
achieved or the cost of additional querying and labelling outweighs
performance improvements [15].

Various tools leveraging these AL steps have been deployed for SR
review automation. According to the research done by Yu et al. [26],
these tools seek to address the following: (1) when the classifier should
commence training, (2) how the classifier should select studies to
inquire about (query strategy), and (3) how to balance the training
data to solve the class imbalance. A summary of these methodolo-
gies and their implementation in existing AL citation screening tools,
along with their various classifiers, is presented in Table 1. To begin,
AsReview[10]5 is a free, open-source desktop application written in
ython. As one of the newest tools available, it stands out for its
bility to incorporate a wide range of ML techniques, such as classifiers,
eature extractors and query strategies, accommodating the varying
Rs projects with greater flexibility. This feature sets AsReview apart
rom other AL SR tools. AsReview implements a variety of classifiers,
oth traditional and advanced neural networks, such as SVM, NB,
R, RF, Deep Neural Networks (DNNs), and Long Short-Term Memory
etworks (LSTM) [37] with NB as the default classifier. The software
llows Bag of Words (BoW), TF-IDF, Doc2Vec, sBERT and embedding
DF for vectorisation with TF-IDF as the default. Regarding query
trategies, the AsREview software offers uncertainty-based; certainty-
ased; random sampling; mixed sampling with certainty query strategy
s the default allowing the user to label citations that AsReview is most
onfident about the class, thus ranking the relevant citations first. This
ecision is fed as the input to the selected/default classifiers, which
hen rank the remaining citations, and the process continues until the
eviewer decides to stop screening. Thus, saving training and human
ime. Another merit of the AsReview software is that it does not require
substantial number of initial training labelled citations. Users need

nly to label at least one relevant and one irrelevant citation for the
L cycle to begin.
Rayyan [17]6 is a free, cloud-based, closed-source application for

oth mobile and web, developed using Ruby on Rails and running
n Heroku. Feature extraction is conducted using a Bag of Words
pproach, encompassing unigram and bigram along with MeSH inputs
rom the user. Rayyan uses only SVM for classifying uploaded citations
s relevant or irrelevant. Though the type of query strategy is not
xplicitly stated, Rayyan uses a five-star ranking to suggest how likely
citation is to be included or excluded, thereby guiding the user on its

elevance. Abstrackr [16]7 is another free open-source web application.
t employs the uncertainty query strategy, presenting the user with
itations/abstracts for which the system has the least confidence re-
arding their classification (as either relevant or irrelevant). The user’s
nnotation (classifying as either relevant, borderline, or irrelevant)
orms the training data for the SVM to rank the remaining citations.
bstrackr utilises the concept of N-Gram and TF-IDF for feature ex-

raction. Additionally, the tool incorporates aggressive undersampling
o handle dataset imbalance. The AL cycle only begins when the user
abels a fair number of citations presented by the uncertainty sampling
echnique, which can lengthen the classifier’s training time to make
redictions, unlike AsReview. Research Screener [19]8 is a free, open-
ource, cloud-based recent AL SR tool. It leverages state-of-the-art
ext mining approaches, notably paragraph embedding, representing

5 https://asreview.nl.
6 https://www.rayyan.ai/.
7 http://abstrackr.cebm.brown.edu.
8
 https://researchscreener.com/.
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Table 1
Summary of features in existing AL SR citation automation tools.

AL systematic tools Year Feature
extractor

Classifiers Query strategy Balancing

Abstrackr 2012 N-Gram
TF-IDF

SVM Uncertainty Undersampling

AsReview 2021 TF-IDF
S-Bert
Doc2Vec

NB
RF
DNN
LR
LSTM
SVM

Certainty
Uncertainty
Random sampling
Mixed sampling

Double
Triple
Simple
Undersampling

Colandr 2018 Word2Vec SVM with SGD Certainty Weighting

EPPI Reviewer 2010 BoW SVM Not Stated Not Stated

FastRead 2018 BoW
TF-IDF

SVM Uncertainty Mixed

Rayyan 2016 BoW SVM Not stated:
Uses a five-star
score rating

Not stated

Research Screener 2021 Doc2vec
N-gram
TF-IDF

SVM Certainty Not stated

Robot Analyst 2018 TF-IDF SVM
LDA

Uncertainty Not stated

SWIFT Active Screener 2020 N-gram
TF-IDF

Log-linear model Uncertainty Not stated
abstracts as word embeddings rather than counting sequences of words
in the form of n-grams. Similar to AsReview, in Research Screener, the
AL begins after manually labelling at least one article relevant to the
review, helping to prioritise relevant articles. The tool uses a certainty-
based sampling query strategy with AL algorithms, which include SVM,
and deep learning models for th classification.

The SWIFT Active Screener tool [20]9 on the other hand, is a closed-
source web AL SR application. The tool utilises certainty-based sam-
pling as its query selection strategy and with an L2-regularised log-
linear model as the classifier. Feature extraction is performed using
BoWs in combination with TF-IDF. These extracted features are then
used to train the log-linear model after manual annotation by the
user. Similarly, Colandr [18]10 is a free, closed-source web application
offering dual functionality by automating both the screening and data
extraction phases. For the screening process, Colandr employs an AL
SVM with a Stochastic Gradient Descent (SGD) linear model. SGD is a
variant of gradient descent that iteratively uses one observation at a
time to minimise the cost function and updates the parameters until
all the training data has been utilised. In Colandr, the AL process
starts after the user labels 100 citations, thus an initial training size of
100. Feature extraction is performed using a variant of Doc2Vec, and
the query strategy is certainty-based sampling. Additionally, RobotAn-
alyst [38]11 is a request-based, closed-source web AL SR application.
The tool involves the development of topics using the Latent Dirichlet
Allocation (LDA) concept from the abstract document. Feature extrac-
tion is performed via BoW and TF-IDF methodologies. These features
are then passed to an SVM classifier.

EPPI-Reviewer [39,40]12 is a paid, closed-source web application
that uses Tri-gram and TF-IDF for rating the importance of each word
in the document, with extracted features passed onto an SVM classifier.
Lastly, the SySrEV [41]13 is a free, closed-source web application with
a paid version for private projects. However, it lacks a well-detailed
explanation of its framework. Nonetheless, it has been reported to
deploy the concept of AL.

9 https://www.sciome.com/swift-activescreener/.
10 https://www.colandrapp.com/.
11 http://nactem.ac.uk/robotanalyst/.
12 http://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3396.
13
 https://sysrev.com/.

4 
3. Methodology design

This section outlines the research methodology used in this study,
encompassing the datasets, feature extraction techniques, query strate-
gies, classifiers, training methods, and evaluation metrics implemented.
Fig. 1 visually represents the proposed methodology used, drawn from
the methodology in the AsReview Software [10].

3.1. Dataset

We employed five health-related datasets to train, evaluate, and
analyse the diverse AL strategies implemented. Two out of these five
datasets are private, while the remaining three are publicly acces-
sible on GitHub.14 For reproducibility and contribution, the private
datasets are available on this OSF repo.15 The two private datasets
used were the Aceves-Martin_2022 dataset, investigating the nutritional
status and disparities among imprisoned populations, and the Aceves-
Martins_2021 [42], exploring oral health among Mexican children. On
the other hand, the three public datasets included the Angiotensin-
converting-enzyme (ACE) Inhibitors dataset authored by Cohen et al.
[13], the van de Schoot_2017 dataset [22] focusing on post-traumatic
stress disorder (PTSD), and the Kwok dataset [43] discussing Virus
Metagenomics in animals. Table 2 provides a detailed description of
these datasets. Among the five datasets, the Aceves-Martin_2022 has
been reported as the most challenging dataset because of how words
were used in generating the query for search to capture the prison
population, thus capturing a wider number of papers. Different terms
were used to define the population and the problem; thus, the search
databases dropped many ‘‘relevant references’’, which gave a lot of
‘‘irrelevant papers’’. In all, the total number of papers for this dataset
was 13,002. However, in performing the experiments, the number
of irrelevant studies was reduced in this study due to computational
resources.

To further provide additional details on the private datasets, there
exists only one experimental study performed with this dataset, specif-
ically the AM_2021 by [44]. In the study, the authors proposed the

14 https://github.com/asreview/systematic-review-datasets.
15 https://osf.io/kas2c/.
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Table 2
Summary of datasets used in this study with their Imbalance Ratios (IR).

Dataset Focus Total papers Papers excluded Papers included IR

Aceves-Martins_2022 (AM_2022) Nutritional status of Prisoners 5069 5000 69 1:73
Aceves-Martins_2021 (AM_2021) Oral Health in Mexico children 807 789 18 1:44
ACEInhibitors_Cohen_2006 (ACE_2006) ACEInhibitors 2544 2503 41 1:62
Kirsty_Kwok_2020 (KK_2020) Virus Metagenomics 2481 2361 120 1:20
van_de_Schoot_2017 (VS_2017) PTSD Trajectories 6189 6146 43 1:143
Fig. 1. Summary of the methodology design with the default variables proposed in
the AsReview tool except for the training size/prior knowledge, which is left open to
the end user.

use of an attention based LSTM and Bi-LSTM for the abstract screen-
ing classification tasks. However, the study focused on treating this
task as a text classification task, hence not allowing humans in the
loop as in the AL cycle. On the other hand, experimental studies on
the public datasets (ACE_2006, KK_2020 and VS_2017) dataset have
ranged from treating the task as a screening prioritisation [45] to
text classification [13,44,46,47] and to AL tasks [10,20]. Diving into
the AL strategies proposed for VS_2017, prior research highlighted
issues such as the class imbalance, computational requirement, and
the complexity of accurately modelling PTSD symptoms, which can
be highly variable and influenced by numerous external factors [10].
Also, common challenges reported for the KK_2020 include the dataset’s
limited size and the difficulty in accurately annotating viral sequences
due to the vast diversity of viral species. However, our study specifically
addresses the underexplored area of how active learning (AL) strategies
can optimise the screening process in systematic reviews related to
these dataset. We investigate the impact of different AL parameters on
the efficiency and accuracy of identifying relevant studies, a topic not
thoroughly covered in previous research.

3.2. Feature extraction/vectorisation

The transformation of abstract texts into a machine-readable format
is necessary to make them interpretable by ML models. This conver-
sion is accomplished via the vector space model, transforming these
texts into vectors, thereby capturing sentence semantics by identifying
word similarities. Feature extraction is the method through which
these vectors are created, playing a pivotal role in achieving this
objective. Vectorisation can be either a classical (traditional) or a
distributed representation approach. To answer RQ3, we analyse three
distinct vectorisation techniques: TF-IDF (traditional), Doc2Vec [29],
and Sentence-Bert (Distributed representation) [30].
5 
3.2.1. TF-IDF
It is a statistical technique used to rank the significance of words

within a body of text [48]. This method is more advantageous than
other traditional methods as it comprises two primary stages: Term
Frequency (TF) and Inverse Document Frequency (IDF). The TF stage
scrutinises the frequency of words to establish how frequently they
appear throughout the document. For instance, if the word ‘‘Quality
Control’’ is present 100 times in a 1000-word sample document, the TF
score would be determined as 100

1000 = 0.1. Mathematically, the TF core
is written as:

𝑇𝐹 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡𝑒𝑟𝑚 𝑎𝑝𝑝𝑒𝑎𝑟𝑠 𝑖𝑛 𝑎 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
(1)

On the other hand, to assess the importance of each word in a
document, the IDF Term applies weights to them through a logarithm
function. The weight assigned to a word is greater when the word
appears more frequently in the corpus. The IDF score ranges from 0
to 1, with higher values indicating that the word is more crucial in the
document. Mathematically, it is represented as:

𝐼𝐷𝐹 = 𝑙𝑜𝑔
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑤𝑖𝑡ℎ 𝑡𝑒𝑟𝑚 𝑖𝑛 𝑖𝑡
(2)

By merging the TF and IDF terms, the resulting TF-IDF probability
score falls within the 0 to 1 range. This score is utilised to evaluate the
significance of a specific word despite its risk of producing in sparse
matrices.

3.2.2. Doc2Vec
Doc2Vec is widely used in NLP applications and has shown promis-

ing results in many tasks [49,50]. This sophisticated vectorisation tech-
nique creates fixed-length feature representations for variable-length
documents, including entire documents, sentences, or paragraphs. It
builds on the popular Word2Vec [51] technique, which generates
vector representations for individual words in a corpus.

In Doc2Vec, each document is assigned a vector representation
that captures its semantic meaning. This is accomplished by training a
neural network on a corpus of documents, where the network learns to
anticipate the context of a given word within a sentence or document.
The document vector is updated during training, along with the word
vectors, to reflect the meaning and context of the words in the doc-
ument. The resulting document vectors can then be used for various
downstream tasks such as text classification, document clustering or
information retrieval.

3.2.3. S-Bert
It is a modified version of the pre-trained language model BERT

[52], which is specifically designed for generating fixed-length vec-
tor representations, known as sentence embeddings, that capture the
semantic meaning of sentences. To achieve this, S-BERT employs a
Siamese network architecture. This architecture consists of two BERT
models with shared weights that independently process a pair of input
sentences. The final hidden states from both models are concatenated,
and the resulting vector is passed through a feedforward neural net-
work to obtain the sentence embeddings. We refer readers to the study
done by Reimers et al. [30] for a detailed explanation.
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3.3. Query strategy

The query strategy (QS) constitutes a critical aspect of AL, facili-
tating the selection of the most informative or pertinent samples from
a collection of unlabelled data for annotation by a human. In AL, QS
aims to choose samples that would improve the performance of the ML
model when added to its initial training data. From literature, various
query strategies have been proposed e.g. Query-by-Committee, Cer-
tainty, Uncertainty, Diversity Sampling, and Expected Model Change,
among others. For a comprehensive description of the various types of
QS, we refer readers to the study conducted by Burr [15].

In the context of SR citation screening, the most popular query
strategies proposed in citation screening tools are Certainty and Uncer-
tainty QS. Thus, in this study, we explore these two QSs to address the
first aspect of the research question RQ4.

3.3.1. Uncertainty query strategy
Uncertainty QS is a strategy in AL that selects data from the un-

labelled pool of examples where the model needs more clarification
or is uncertain about its prediction. Uncertainty QS is done either
by Maximum Entropy, Least Confidence, and Margin Sampling ap-
proaches [15]. However, this research focuses on the Maximum En-
tropy approach since it the approach proposed in the AsReview soft-
ware. This approach selects samples that maximise the entropy of the
predicted probability distribution over the possible labels. The entropy
of a probability distribution is calculated using the formula:

𝐻(𝑝) = −
𝑛
∑

𝑖=1
𝑝𝑖 log 𝑝𝑖 (3)

where 𝑝 = (𝑝1, 𝑝2,… , 𝑝𝑛) is a probability distribution over 𝑛 possible
abels.

The Maximum Entropy approach selects the sample 𝑥 that max-
mises the entropy of the predicted probability distribution 𝑝(𝑦 ∣ 𝑥) over
he possible labels 𝑦 :

maxent = argmax
𝑥

𝐻(𝑝(𝑦 ∣ 𝑥)) (4)

here in this case, 𝑦 is the possibility of a piece of abstract being
elevant/irrelevant.

.3.2. Certainty query strategy
Certainty QS, on the other hand, is where the algorithm selects the

nstances/abstracts that the model is most certain about for annotation
y an expert. In certainty sampling, the algorithm selects the examples
ith the highest predicted probability for the target class. For instance,

n SR citation automation where the task is a binary classification, the
lgorithm selects the cases with the highest predicted probability for
he positive class. The formula for certainty sampling can be expressed
s follows:

∗
𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥𝑖∈𝑈𝑃 (𝑦𝑖 ∣ 𝑥𝑖; 𝜃)

here: 𝑥∗𝑖 is the instance with the highest predicted probability, 𝑥𝑖 is the
nstance to be labelled, 𝑈 is the pool of unlabelled instances, 𝑃 (𝑦𝑖 ∣ 𝑥𝑖; 𝜃)

is the predicted probability of the target class given the instance 𝑥𝑖 and
he model parameters 𝜃. The algorithm selects the instance 𝑥∗𝑖 with the
ighest predicted probability, which an expert then labels.

.4. Classifiers

To address the second aspect of RQ4, the four most used tradi-
ional ML algorithms in the AsREview (SVM, RF, LR and NB) [11] are
xplained in the subsections below.
6 
.4.1. SVM
SVM is a supervised learning algorithm used for both classification

nd regression analysis. In classification, SVM separates data into two
r more classes (e.g. relevant or irrelevant) based on their features.
VM works by finding the best possible boundary (hyperplane) that
an separate different data classes [31]. Data points contributing to
iscovering the ideal hyperplane are termed support vectors, as the
argin or distance between these support vectors and the hyperplane
ust be maximised. SVM employs a collection of mathematical func-

ions known as kernels, which enable it to handle high-dimensional
ata efficiently. Such kernels encompass linear, sigmoid, Gaussian,
olynomial, nonlinear, and radial basis functions. Nevertheless, linear
VM remains the most prevalent algorithm applied in automating SR
itations [11].

.4.2. LR
LR is a popular algorithm used for binary classification, where the

oal is to predict the probability of an input belonging to a certain
lass [53]. It works by modelling the relationship between the input
eatures and the binary output using a logistic function or a sigmoid
unction to model the probability of the response variable [54]. The
ogistic function is defined as follows:

(𝑦 = 1 ∣ 𝑥) = 1
1 + 𝑒−𝑧

(5)

where z is a linear combination of the input features and their associ-
ated weights

To apply LR, for a given dataset with 𝑛 observations, as in this
case the total number of abstracts to be screened, in Eq. (6), 𝑦𝑖 is the
binary response variable (0: irrelevant and 1: relevant) and 𝐱𝑖 is the
𝑝-dimensional vector of the independent variables/abstracts for the 𝑖th
observation. The LR model can be written as follows:

𝑃 (𝑦𝑖 = 1 ∣ 𝐱𝑖) = 𝜎(𝐰𝑇 𝐱𝑖 + 𝑏) (6)

3.4.3. RF
Random forest is another ML algorithm that ensembles multiple

decision trees [55] algorithm to improve the accuracy and reduce the
overfitting of the model. The algorithm works by building a collection
of decision trees, where each tree is trained on a randomly selected
subset of the training data and a random subset of the features [56].
The final prediction is made by aggregating the predictions of all the
individual trees or by averaging or applying majority voting to the
outputs from each individual tree to make a prediction. In theory, the
accuracy of RF has been shown to exceed that of the individual decision
tree algorithm [57].

3.4.4. NB
NB is a probabilistic algorithm used for classification problems.

It is based on Bayes’ theorem [32], which describes the probability
of a hypothesis given some observed evidence. Naive Bayes is called
‘‘naive’’ because it makes a strong assumption that the features are
conditionally independent given the class label [32]. This assumption
simplifies the calculations and makes the algorithm computationally
efficient. Another assumption made in NB is that each input variable
has an equal effect on the output and also that these features do not
depend on each other, which in reality is not always so since there is
an inter-dependency between these features [32].

3.5. Class imbalance techniques

One significant challenge in automating the screening of systematic
review abstracts is class imbalance [58]. This arises due to the small
number of studies that are actually pertinent to the research topic
amidst a large pool of irrelevant studies found during the initial search
stage. As a result, this imbalance between relevant and irrelevant
papers can detrimentally impact the performance of a classifier trained
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Table 3
Summary of performance metrics used in this study.

Metric Calculation

Recall TP/(TP + FN)
Precision TP/(TP + FP)
WSS@95 ((TN+FN)/(N)) − (0.05) , where N = TP + TN + FP + FN
AUC Precision–recall N/A
Run-time N/A

with such datasets, leading to a bias towards the abundant, irrelevant
class and thus undermining the performance of the less-represented
class. In SR automation, some suggestion to compact class imbalance
is though the undersampling or oversampling technique [27].

Undersampling involves randomly eliminating instances from the
majority class to create a balanced dataset. This approach proves
beneficial when the majority class possesses numerous instances, and
partial removal would not significantly affect the model’s learning
capacity. Conversely, oversampling increases the number of instances
in the minority class through augmentation, suitable when there are in-
sufficient instances of the minority class to train the model adequately.
As observed from Table 1, AsReview implements both undersampling
and ‘‘Double’’, which is a variant of undersampling + oversampling also
referred to as dynamic sampling [24]. Therefore, to address RQ5, we
explore the impact of the Double and the undersampling techniques in
this study.

3.6. Performance metrics

The performance of the proposed methodology was evaluated using
common metrics in citation screening automation, including precision,
recall, WSS@R (Work Saved over Sampling@Recall) [13], and the
Area Under the Curve (AUC) of the precision–recall curve. WSS@R is
an essential metric for evaluating the performance of SR models. It
measures how much a classifier can reduce the human burden at a
specified recall level [13]. Specifically, WSS@R estimates the reduction
in the number of irrelevant articles a researcher will not have to screen
manually because the model identified them.

In SRs, a WSS at recall of 95% is considered acceptable [13] even
though there may be some ‘‘relevant’’ studies that may not be included
(5%). A reason for setting a recall of 0.95 according to Yu et al. [59],
is that no algorithm can guarantee 100% recall without examining
all potential papers. Therefore, this study reports WSS@95. However,
there have been some citation screening studies that have reported
WSS@100 [10], which is not necessarily contradicted by this study. To
aid in the calculation, these evaluation metrics rely on the concepts of
True Positives (TP), True Negatives (TN), False Positives (FP), and False
Negatives (FN). A summary of the evaluation metrics is summarised
in Table 3. Here, the average of all the metrics after a total of 100
iterations or queries are reported over different runs of the simulation
study.

3.7. Experimental setup

3.7.1. Active learning methodology
This research encompasses a series of experiments divided into

two primary categories: ‘‘Double Balancing’’ and ‘‘Undersampling Bal-
ancing’’. In Experiment 1 (Double Balancing), we explored the com-
binations of the three feature extraction techniques, namely TF-IDF,
Doc2Vec, and S-BERT. For each technique, we examined the impact
of implementing either Certainty (C) or Uncertainty (UC) as the query
strategy. Moreover, in each QS, we evaluated the performance of the
four classifiers: SVM, RF, NB, and LR. We repeated these experiments
for the six different training size splits. Similarly, we performed the
same method in Experiment 2 (Undersampling). In all, there were

48 possible combinations available in each experiment. To provide a

7 
comprehensive overview of these experiments and their results, we
have summarised them in Table 4.

For example, in Experiment 1 with the 2:18 data split, we used
TF-IDF against C or UC with SVM. Thus, the combination would be
Double + 2:18 + TF-IDF + C + SVM or Double + 2:18 + TF-IDF +

C + SVM. However, the combination of Doc2Vec + NB and S-Bert +
B could not be experimented with because we realised the Doc2Vec
nd S-Bert produces a negative feature matrix whilst the NB require
positive feature matrix [24]. To set up the AL cycle described in

ection 2, we divided each dataset into a train and test (0.2) split after
he application of the feature extractors. Out of the training set, we
artitioned to get the initial training sample sizes (20, 60, 100) sets
ith the number of ‘‘relevant’’ and ‘‘irrelevant’’ with respect to RQ1
nd RQ2. The remaining training set after the partitioning was used as
he pool of unlabelled abstracts from which the ML algorithm/learner
an query the user and add up to the initial training labelled sample.
o start our AL loop, we used the three distinct initial labelled training
amples to teach the classifier per 100 iteration whilst keeping track of
he performance metrics in each iteration. We reported on the average
f the performance metrics (recall, precision and WSS@95) obtained
rom the total iterations.

Algorithm 1 AL Cycle after feature extraction
Require: Test set (𝑋𝑡𝑒𝑠𝑡, 𝑦𝑡𝑒𝑠𝑡), Pool (𝑋𝑝𝑜𝑜𝑙 , 𝑦𝑝𝑜𝑜𝑙), Initial (𝑋𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , 𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙),

𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟, 𝑏𝑎𝑙𝑎𝑛𝑐𝑖𝑛𝑔, 𝑞𝑢𝑒𝑟𝑦_𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦 , 𝑛𝑞𝑢𝑒𝑟𝑖𝑒𝑠 ⊳
estimator, balancing, and query_strategy are the different variables
of the RQs in Section 1

nsure: Create metrics list: precision values, recall values, WSS@95,
TP, TN, FP, FN, TPRs, FPRs, AUCs, real predictions, predicted
probabilities

1: function AL_loop(𝑞𝑢𝑒𝑟𝑦_𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦, 𝑋𝑡𝑒𝑠𝑡, 𝑦𝑡𝑒𝑠𝑡, 𝑋𝑝𝑜𝑜𝑙, 𝑦𝑝𝑜𝑜𝑙, 𝑋𝑖𝑛𝑖𝑡𝑖𝑎𝑙,
𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙, 𝐸, 𝑛𝑞𝑢𝑒𝑟𝑖𝑒𝑠, 𝑛𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠): ⊳ where the 𝑛𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 denotes the
binary class (relevant or irrelevant)

2: Perform balancing on initial data: (𝑋𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , 𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙) ←
balancing(𝑋𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , 𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙)

3: Initialise Learner 𝐿 with (𝑋𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , 𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟, 𝑞𝑢𝑒𝑟𝑦_𝑠𝑡𝑟𝑎𝑡𝑒𝑔𝑦)
4: Compute initial metrics: 𝑚𝑒𝑡𝑟𝑖𝑐𝑠 ← Score(𝐿,𝑋𝑡𝑒𝑠𝑡, 𝑦𝑡𝑒𝑠𝑡)
5: for 𝑖𝑛𝑑𝑒𝑥 to 𝑛𝑞𝑢𝑒𝑟𝑖𝑒𝑠 do
6: (𝑞𝑢𝑒𝑟𝑦𝑖𝑑𝑥, 𝑞𝑢𝑒𝑟𝑦𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒, 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠𝑐𝑜𝑟𝑒) ←
Query(𝐿,𝑋𝑝𝑜𝑜𝑙 , 𝐸, 𝑛𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠)

7: Teach 𝐿 with (𝑋𝑝𝑜𝑜𝑙[𝑞𝑢𝑒𝑟𝑦𝑖𝑑𝑥], 𝑦𝑝𝑜𝑜𝑙[𝑞𝑢𝑒𝑟𝑦𝑖𝑑𝑥])
8: Remove (𝑋𝑝𝑜𝑜𝑙[𝑞𝑢𝑒𝑟𝑦𝑖𝑑𝑥], 𝑦𝑝𝑜𝑜𝑙[𝑞𝑢𝑒𝑟𝑦𝑖𝑑𝑥]) from pool
9: append 𝑚𝑒𝑡𝑟𝑖𝑐𝑠𝑎𝑓𝑡𝑒𝑟_𝑞𝑢𝑒𝑟𝑦 ← Score(𝐿,𝑋𝑡𝑒𝑠𝑡, 𝑦𝑡𝑒𝑠𝑡)
0: return 𝑚𝑒𝑡𝑟𝑖𝑐𝑠𝑎𝑓𝑡𝑒𝑟_𝑞𝑢𝑒𝑟𝑦
1: end for
2: end function ⊳ the mean of the appended 𝑚𝑒𝑡𝑟𝑖𝑐𝑠𝑎𝑓𝑡𝑒𝑟_𝑞𝑢𝑒𝑟𝑦 is

reported

3.7.2. Statistical methodology
To statistically analyse the impact of the different research ques-

tions on performance metrics, we conducted a series of statistical tests
and identified the best models. Among the five metrics reported in
Section 3.6, we selected WSS@95 for further analysis. WSS@95 was
chosen because it quantifies the extent to which an ML algorithm can
reduce the burden on human reviewers, and it has been recognised
as an important metric in SLR citation screening [13]. Our main
research question for this section was: ‘‘What features or variables in
each of the five research questions should be considered to achieve the
best WSS@95?’’. By addressing this question, we aim to identify the
most appropriate features that contribute to optimising the WSS@95
metric. For each of the five datasets (AM_2022, AM_2021, ACE_2006,
KK_2020, VS_2017), the outcome variable was the WSS@95, whilst the
independent variables were ‘‘Balancing’’, ‘‘Feature extractor’’, ‘‘Query
strategy’’, ‘‘Classifiers’’ and ‘‘Training size’’. That is, these independent

variables were used to analyse their effect on the WSS@95 score.
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Table 4
A summary of the total number of the 48 possible AL combinations that were available for experimentation.
However, NB does not work with Doc2Vec and S-Bert due to an incompatibility issue; both Doc2Vec and
S-Bert produce a negative feature matrix, while NB requires a positive feature matrix.

Balancing Training_size Feature extractor Query
strategy

Classifier

Double
Undersampling

2:18 TF-IDF
Doc2vec
S-Bert

C
UC

NB
SVM
RF

Double
Undersampling

5:15 TF-IDF
Doc2vec
S-Bert

C
UC

NB
SVM
RF

Double
Undersampling

6:54 TF-IDF
Doc2vec
S-Bert

C
UC

NB
SVM
RF

Double
Undersampling

15:45 TF-IDF
Doc2vec
S-Bert

C
UC

NB
SVM
RF

Double
Undersampling

10:90 TF-IDF
Doc2vec
S-Bert

C
UC

NB
SVM
RF

Double
Undersampling

25:75 TF-IDF
Doc2vec
S-Bert

C
UC

NB
SVM
RF
Below, we provide descriptions of each independent variable and ex-
plain how they were measured or manipulated in the context of our
study added to those described in Sections 3.2–3.4. For the training
sample size, different subsets from the dataset were selected to match
these sizes, providing a basis for comparing model performance across
various training set sizes. Similarly, for the balancing variables, each
method (Double and Undersampling) was applied to the sampled train-
ing size to adjust the relevant to irrelevant instances in each sample
size ratio. For the feature extractors, the text data from abstracts were
transformed into feature vectors for each feature extractor. Similarly,
for the query strategy, instances were selected for labelling based on
the chosen strategy, influencing the AL process. Lastly, each classifier
was trained on the feature vectors generated from the training data.

The process involved in performing the statistical analysis is de-
scribed as follows: an initial inspection of each dataset was carried out
to determine the behaviour and frequency of each variable. Since all
the datasets contain the same number of combinations and variables,
we show only one of the summaries, the ACE_2006 dataset in Table 5.
Continuous variables are displayed as means (±SD), while categorical
variables are presented as frequencies (percentages). The distribution
of continuous data was assessed using t-tests, while Fisher’s test [60]
was employed for categorical variables. To establish the relationship
between the outcome variable ‘‘WSS95’’ and the independent variables
‘‘Balancing’’, ‘‘Query Strategy’’, ‘‘Classifiers’’, and ‘‘Training Size’’, two
different statistical models were tested: Generalised Linear Models
(GLM) and Generalised Additive Models (GAM). The GLM was selected
as it provided a simpler explanation for the behaviour of the variables
in the model, which was verified using the Akaike Information Criterion
(AIC) [61]. The mathematical formula for the fitted model is as follows:

Best_WSS@95 = 𝛽0+𝛽bal⋅𝑋bal+𝛽f.e⋅𝑋f.e+𝛽q.s⋅𝑋q.s+𝛽cla⋅𝑋cla+𝛽t.s⋅𝑋t.s (7)

where 𝛽0 represents the coefficient of the intercept, 𝛽bal, 𝛽f.e, 𝛽q.s, 𝛽t.s
are the estimated coefficients of the independent variables. Table 7
presents the corresponding coefficients, 95% confidence intervals (CI),
and p-values (p ≤ 0.05) that indicate the significance of each predictor
in the model. Providing a brief description of the interpretation of the
regression coefficients and their implication, 𝛽0, represents the baseline
value of the dependent variable (Best_WSS@95) when all independent
variables are set to the AsReview reference categories. On the other
hand, a positive coefficient of 𝛽bal, 𝛽f.e, 𝛽q.s, 𝛽t.s, for each dataset in

able 7, indicates that using that independent variable (eg. in terms

f balancing, classifiers etc.) increases the Best_WSS@95 dependent

8 
Table 5
Statistical summary of variables in the training ACE_2006 dataset.

Variable N = 240a

Balancing
Double 120 (50%)
Undersamplng 120 (50%)
Feature_Extractor
TF-IDF 96 (40%)
Doc2Vec 72 (30%)
S-Bert 72 (30%)
Query_Strategy
Certainty 120 (50%)
Uncertainty 120 (50%)
Classifiers
NB 24 (10%)
SVM 72 (30%)
RF 72 (30%)
LR 72 (30%)
Training_size
2:18 40 (17%)
5:15 40 (17%)
6:54 40 (17%)
15:45 40 (17%)
10:90 40 (17%)
25:75 40 (17%)
Best_Precision 0.97 (0.97, 0.98)
Best Recall 0.96 (0.90, 0.98)
AUC Precision–recall mean 0.06 (0.03, 0.09)
Best_WSS95 0.92 (0.85, 0.94)

a Mean (SD) or Frequency (%).

metric by that units compared to the reference category of comparison,
thus proposes to be a better alternative compared to the reference,
especially those with a p ≤ 0.05 and vice versa for negative coefficients.
A more detailed description of how the Table 7 works for the datasets
in given in Section 4. The statistical analyses were performed using
R version 4.2.2. The detailed methodology of the various statistical
methods is provided in Additional file 1 on the OSF.

4. Results and discussion

Table 6 summarises the results from the combinations of the exper-
iments that achieved the best precision, recall, AUC, running time, and
WSS@95. At a glance, it is difficult to conclusively address the vari-
ous research question posed, as the various variables of consideration
are widely spread with respect to the performance metrics across all
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datasets. Nonetheless, certain individual observations can be made and
deduced.

Discussing the results of RQ1, which aims to evaluate the impact of
various initial training sample sizes (20 (2:18, 5:15), 60 (6:54, 15:45),
100(10:90, 25:75)) on the performance of AL models across the five
datasets. The results from Table 6 reveal diverse outcomes for different
sample sizes across each dataset, implying a possible impact of the
sample size on the performance of AL models. The 20-sample size
appears 11 out of 25 times (most frequently) across the five perfor-
mance metrics, followed by the 100-sample size (9/25 times) and the
least frequent is the 60-sample size (5/25 times). A clear observation
from the table is that the smallest training sample size, 20, provides
the best result in at least one of the five performance metrics in each
dataset. For instance, this sample size achieves the best running time
metrics in the AM_2022, ACE_2006, KK_2020, and VS_2017 datasets,
which is expected due to its smaller initial training size. Moreover,
the 20-sample size offers the best WSS@95 metric across three of
the datasets (KK_2020, ACE_2006, AM_2022). This may suggest that
utilising a smaller initial training sample to train classifiers in an AL
tool for citation automation, like the AsReview could potentially reduce
human effort more quickly compared to the other training sample sizes.
However, this observation with respect to the dataset used primarily
applied to datasets within the 2000–5000 range (AM_2022, KK_2020,
ACE_2006) and did not perform the same for the dataset that was
not within the range like the AM_2021 (800) and VS_2017 (6000).
Therefore, addressing RQ1 practically, a user employing AsReview, or
in a broader context, a traditional AL approach, may consider using a
smaller number of initial training sizes/prior knowledge to train the
model if the dataset falls within this particular range.

However, it is crucial to consider the costs associated with obtaining
more training data. Gathering additional training data often requires
significant financial and resource investments. For instance, acquiring
larger datasets may involve costs related to data collection, storage,
and preprocessing. This is particularly relevant for private datasets
where data access might require permissions, licenses, or purchasing
agreements. Moreover, increasing the initial training sample size ne-
cessitates more computational resources for processing and analysis,
which can be costly in terms of time and money. For instance, in
the case of the AM_2022 dataset, which initially included 13,002
papers, substantial human and computational resources were required
to filter out irrelevant studies. Reducing the dataset to a manageable
size necessitated both time and computational power, highlighting the
hidden costs in the data preparation stages. These costs can impact the
feasibility of using larger training samples in real-world applications.
Understanding these trade-offs between the volume of training data
and the resources required to obtain it is essential. Researchers and
practitioners must balance the benefits of larger training samples with
the available resources and budget constraints. This broader context is
essential for guiding future research and application, helping stakehold-
ers make informed decisions about data acquisition and model training
strategies.

Moving on to the 100-sample training size, it also yielded the best
results for at least one metric in each dataset except for the ACE_2006
dataset. This size was best in terms of the precision metric score for
three out of the five datasets (AM_2022, VS_2017, KK_2020). This is
of another great significance because, according to Cohen at al. [62],
SR automation tools must aim to achieve a 𝑟𝑒𝑐𝑎𝑙𝑙 ≥ 95% to include
all potentially relevant literature [13]. However, as it is well-known in
classification problems, a rise in recall results in a fall in precision, and
vice versa. Nonetheless, achieving high precision is similarly important
because it assures that the articles flagged as relevant are indeed
relevant to the SR topic. Generalising the inference of RQ1, a deduction
to be drawn may be that the initial training size that a user may choose
or begin with to train an AL classifier for citation screening (such as
AsReview) will depend entirely on the overall dataset size. However,

in cases of larger datasets (approximately 6000 or higher) or smaller w
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datasets (below 2000), it might be beneficial for users to choose a larger
initial training size. Nonetheless, this is an interesting area for future
investigation.

In addressing RQ2, which examines how the proportion of the
umber of relevant to irrelevant articles in an initial training sample
2:18, 6:54, 10:90 all at a 0.1 ratio and 5:15, 15:45, 25:75 all at a 0.3
atio) impacts the performance of the AL model across the five datasets,
ome notable observations is seen. It is evident from Table 6 that the
mbalanced ratio of 0.1 (2:18, 6:54, 10:90) in the initial training set
esulted in the best performance metrics across the five datasets 15
ut of 25 times. A vivid observation to be made is that an imbalance
atio of 0.1 (2:18 and 10:90) works well in terms of the best running
ime across 4/5 of the datasets, AM_2021 (10:90), AM_2022 (2:18),
CE_2006(2:18) and the largest dataset, VS_2017(2:18). One general

nference drawn from this is that for every 100 queries presented to
he user, the AL tool will likely operate faster if the initial training set
as a lower imbalanced ratio compared to a higher ratio. Furthermore,
nother generalisation that can be made from the table is that the
ser selecting a smaller number of relevant: irrelevant ratio to train a
lassifier in Asreview may work best for datasets approximately 6000
r a lower dataset below 2000 if the initial training dataset has a
ower imbalanced ratio and vice versa for smaller or extremely larger
atasets.

Addressing RQ3, where we examined the impact of different fea-
ure extraction techniques — traditional (TF-IDF), word embedding
Doc2Vec), and transformer-based (S-Bert) — when used as input for
he four different classifiers (SVM, RF, NB, and LR), one striking ob-
ervation from the results table is that TF-IDF consistently delivered
he best results for at least one of the five metrics across all datasets.
enerally, across all datasets, the use of TF-IDF yields the highest
ean AUC for precision recall. Additionally, except for the AM_2022
ataset, TF-IDF provided the best results for recall and WSS@95, both
f which are crucial metrics in SR automation. Even though Doc2Vec
tood out as the best metric for running time across all datasets, one
eneral inference can be drawn: the various traditional classifiers in
he AsReview tool or, in a broader AL context, performed better with
F-IDF in abstract screening compared to using a word-embedding or
ransformer-based method at the sentence level. In conclusion, for RQ3,
he traditional feature extraction (TF-IDF) outperforms the Doc2Vec
nd S-Bert and works well with the two AL strategies explored in
his paper (Certainty and Uncertainty). This confirms why the origi-
al authors of AsReview set TF-IDF as the default feature extraction
echnique.

Discussing RQ4, which asks, ‘‘What is the performance of the AL
odels across four traditional classification techniques?’’, we approach this
uestion in two parts. (1) We examine the performance of the two
ctive query strategies (QS), Certainty (C) and Uncertainty (UC), and
2) We explain the impact of the two QS on the effectiveness of the
our classifiers explored. Firstly, it can be observed from Table 6 that
he effects of the two QS strategies varied across the different datasets.
or instance, across all 25 metrics for each of the five datasets, C QS
nfluenced 12/25 while UC influenced 13/25. It is, however, clear from
he table that all of these results were most effective with the TF-IDF
ectorisation method. Except for the dataset with the smallest total
ample, AM_2021, which is <1000, one observation is that the use of
C strategy resulted in a high recall, especially with TF-IDF and S-Bert.
imilarly, aside from the KK_2020 dataset, the UC strategy also yielded
good WSS@95 score across all datasets. On the other hand, C QS

esulted in a higher recall for the AM_2022 dataset, but this was not
onsistent for the other metrics. Therefore, an inference to be drawn is
hat the performance of the two QS strategies can vary depending on
he specific dataset being used, and the choice of strategy may depend
n the priority metric in a wider contextual setting. Nonetheless, it can
e emphasised that these two QS strategies integrate well with TF-IDF.

Similarly to the QS, the potential of the various classifiers explored

as broadly distributed for each dataset. As illustrated in Table 6, using
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Table 6
Summary of the best performing AL combinations for the performance metrics in the experiments done.

Datasets Balancing type Sample_size Metrics Combination Results

AM_2022 Undersampling 2:18 Best running time Doc2Vec+ C + LR 1.1312
Double 25:75 Best Precision S-BERT+ UC +LR 0.9901
Undersampling 10:90 Best Recall S-BERT+ UC +LR 0.9905
Double 6:54 AUC Precision–recall mean TF-IDF + C + SVM 0.6559
Double 2:18 Best WSS@95 S-BERT+ UC+ LR 0.9880

AM_2021 Double 10:90 Best running time Doc2Vec+ UC + LR 1.0448
Double 5:15 Best Precision TF-IDF + C + SVM 0.9817
Double/Undersampling 5:15 Best Recall TF-IDF + C+ SVM 0.9814
Double 6:54 AUC Precision–recall mean TF-IDF + UC + SVM 0.4758
Double 25:75 Best WSS@95 TF-IDF + UC+ RF 0.9612

VS_2017 Undersampling 2:18 Best running time Doc2Vec+ C + LR 1.1185
Double 25:75 Best Precision TF-IDF+ C+LR 0.9947
Undersampling 6:54 Best Recall TF-IDF + UC+ RF 0.9939
Double 25:75 AUC Precision–recall mean TF-IDF+ C+SVM 0.7269
Double 15:45 Best WSS@95 TF-IDF+ UC+RF 0.9863

ACE_2006 Undersampling 2:18 Best running time Doc2Vec+ UC + LR 0.9385
Undersampling 15:45 Best Precision Doc2Vec+ C + RF 0.9849
Double 2:18 Best Recall TF-IDF + UC+ SVM 0.9846
Undersampling 2:18 AUC Precision–recall mean TF-IDF+ UC+RF 0.6680
Undersampling/Double 2:18 Best WSS@95 TF-IDF+ UC+RF 0.9500

KK_2020 Undersampling 5:15 Best running time Doc2Vec+ C+ LR 1.5702
Double 10:90 Best Precision TF-IDF + C+ SVM 0.9595
Undersampling 25:75 Best Recall TF-IDF + UC+ SVM 0.9582
Double 10:90 AUC Precision–recall mean TF-IDF + C+ SVM 0.5863
Double 2:18 Best WSS@95 TF-IDF + C+ RF 0.9500
i
A
z
a
a

SVM and LR yielded 9/25 of the best-ranking metrics. In contrast, RF
accounted for 7/25 of the best metric results, whilst NB did not achieve
any top scores, although Additional file II provided some notable results
with the use of NB. A detailed observation from the table concerning
RQ3 and RQ4 is that using the UC QS pairs well with TF-IDF + RF.
or instance, in the AM_2021 and the VS_2017 datasets, UC + TF-

IDF+ RF provided the best WSS@95 score, which is highly significant
for datasets that are extremely small or large. This combination also
achieved the best WSS@95 score for the ACE_2006 dataset. Another
observation is that UC + TF-IDF+ SVM yielded a strong recall score for
the AM_2021 and KK_2020 datasets. Furthermore, the table suggests
that UC + LR integrates well with word embedding or transformer-
based feature extraction methods. As for C QS, it appears to work
well with SVM (TF-IDF + C + SVM) showing up in 6/12 cases. For
example, except for the AM_2021 dataset, this combination offered
the best results regarding the AUC Precision–recall mean. Though a
generalised inference cannot be conclusively drawn for RQ4, an im-
portant observation is that using TF-IDF pairs well with both Certainty
and Uncertainty strategies. Finally, for RQ5, similar to other research
questions, a generalised inference cannot be explicitly drawn as both
Double and Undersampling are seen to be equally spread across the
metric in each dataset.

4.1. Statistical analysis of the results

Each dataset exhibited distinct performance results, as observed in
Table 6. In this section, we explain the statistical results of each variable
on the WSS@95 metric from our experiments stated in Section 3.7.2. To
ensure a fair comparison, we establish the default settings in AsReview
as the reference. Specifically, the following reference categories in each
of the independent variables associated with the five research questions
were considered: a training size of 2:18 for RQ1 and RQ2, TF-IDF for
feature extraction in RQ3, NB as the classifier in RQ4, Double for query
strategy in RQ 4, and Double for balancing in RQ5.

Discussing the ACE_2006 dataset from Table 7, Undersampling was
ound to be associated with an increase in WSS@95 (𝛽 = 0.039, p <
.001). The 𝑝-value < 0.05 and the positive beta coefficient indicate
hat using Undersampling as a balancing technique will likely result
10 
n a better WSS@95 than that of the reference balancing, Double.
dditionally, a noticeable observation is that the CI non-inclusion of
ero, which shows a statistically significant association between bal-
ncing and WSS@95. Regarding feature extraction, Doc2Vec was also
ssociated with a decrease in WSS@95 (𝛽 = –0.028, p = 0.006) with

respect to the reference, TF-IDF. An inference is that the negative beta
coefficient for Doc2Vec and a 𝑝-value < 0.05 indicate that the reference
category, TF-IDF, is statistically likely to be better than Doc2Vec at
achieving a WSS@95. S-Bert, on the other hand, did not show any sig-
nificance (p = 0.957). Comparing the two query strategies categories:
certainty(reference) against uncertainty, it is observed that the latter
has an increase of 0.082 in the value of the beta coefficient, thus,
indicating that the use of uncertainty is probably better for obtaining
a WSS@95. Similarly, all three classifiers (SVM, RF, and LR) were
positively associated with WSS@95: SVM (𝛽 = 0.038, p = 0.017), RF
(𝛽 = 0.037, p = 0.019), and LR (𝛽 = 0.054, p = 0.001) respectively. As
such, all three categories showed an increase in the beta coefficient,
indicating their association compared to the reference category NB,
with the largest increase for the LR classifier. On the other hand, all
the training size categories were negatively associated with WSS@95:
5:15 (𝛽 = –0.051, p = 0.001), 6:54 (𝛽 = –0.048, p = 0.001), 15:45
(𝛽 = –0.067, p = 0.001), 10:90 (𝛽 = –0.039, p = 0.004), 25:75 (𝛽
= –0.062, p = 0.001). The decreasing beta values compared to the
reference training size category, 2:18, indicates an association with
WSS@95, based on the 𝑝-value < 0.05, although the reference category
has the best statistical significance. Thus, using a smaller training size
and a minimal ratio number of ‘‘relevant’’ to ‘‘irrelevant’’ samples gives
a better WSS@95. This same inference and deductions in the ACE_2006
can be made for the KK_2020 and VS_2017 datasets as seen in Table 7
but with the S-Bert showing a negative association in WSS@95. In the
VS_2017dataset, S-BERT (𝛽 = –0.040, p < 0.001) and in the KK_2020
dataset, S-BERT (𝛽 = –0.030, p < 0.039).

In the least sampled dataset, AM_2021, except for the training size,
all the other independent variables showed the same association as the
ACE_2006 dataset, except S-Bert, which showed a negative association
with WSS@95 (𝛽 = –0.028, p = 0.001). Additionally, with respect to
the training size, the 5:15 and 6:54 were not statistically significant as

their 𝑝-value < 0.05, i.e. the null hypothesis of no association between
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Table 7
Summary of statistical results.

ACE_2006 AM_2021 AM_2022 VS_2017 KK_2020

Variable Beta 95% CI1 p-value Beta 95% CI1 p-value Beta 95% CI1 p-value Beta 95% CI1 p-value Beta 95% CI1 p-value

(Intercept) 0.839 0.807, 0.871 <0.001 0.880 0.853, 0.907 <0.001 0.680 0.644, 0.716 <0.001 0.857 0.829, 0.885 <0.001 0.760 0.714, 0.806 0.000
Balancing
Double – – – – – – – – – –
Undersampling 0.039 0.023, 0.054 <0.001 0.024 0.011, 0.037 <0.001 0.001 −0.016, 0.019 0.870 0.019 0.006, 0.033 0.006 0.031 0.009, 0.053 0.006
Feature_Extractor
TF-IDF – – – – – – – – – –
Doc2Vec −0.028 −0.048, −0.008 0.006 −0.107 −0.124, −0.090 <0.001 −0.060 −0.083, −0.038 <0.001 −0.070 −0.088, −0.052 <0.001 −0.083 −0.112, −0.055 0.000
S-Bert 0.001 −0.020, 0.021 0.957 −0.028 −0.045, −0.011 0.001 −0.009 −0.031, 0.013 0.420 −0.040 −0.058, −0.023 <0.001 −0.030 −0.058, −0.002 0.039
Query_Strategy
Certainty – – – – – – – – – –
Uncertainty 0.082 0.066, 0.097 <0.001 0.057 0.044, 0.070 <0.001 0.104 0.087, 0.122 <0.001 0.065 0.051, 0.078 <0.001 0.119 0.097, 0.141 0.000
Classifiers
NB – – – – – – – – – –
SVM 0.038 0.007, 0.068 0.017 0.035 0.009, 0.061 0.008 0.191 0.156, 0.225 <0.001 0.058 0.031, 0.085 <0.001 0.105 0.061, 0.149 0.000
RF 0.037 0.006, 0.067 0.019 0.065 0.039, 0.091 <0.001 0.204 0.170, 0.239 <0.001 0.092 0.065, 0.119 <0.001 0.120 0.076, 0.164 0.000
LR 0.054 0.023, 0.085 0.001 0.032 0.007, 0.058 0.015 0.164 0.129, 0.198 <0.001 0.064 0.037, 0.091 <0.001 0.112 0.068, 0.156 0.000
Training_size
2:18 – – – – – – – – – –
5:15 −0.051 −0.078, −0.024 <0.001 −0.007 −0.030, 0.015 0.538 −0.016 −0.046, 0.014 0.302 −0.026 −0.049, −0.002 0.034 −0.054 −0.092, −0.016 0.006
6:54 −0.048 −0.075, −0.021 0.001 −0.014 −0.037, 0.008 0.219 0.011 −0.019, 0.041 0.486 −0.024 −0.047, 0.000 0.050 −0.046 −0.084, −0.008 0.019
15:45 −0.067 −0.094, −0.040 <0.001 −0.053 −0.076, −0.031 <0.001 0.004 −0.026, 0.034 0.785 −0.035 −0.059, −0.012 0.004 −0.080 −0.118, −0.042 0.000
10:90 −0.039 −0.066, −0.012 0.004 −0.042 −0.064, −0.019 <0.001 0.027 −0.004, 0.057 0.085 −0.029 −0.052, −0.005 0.018 −0.042 −0.080, −0.004 0.032
25:75 −0.062 −0.089, −0.035 <0.001 −0.039 −0.061, −0.016 0.001 0.005 −0.025, 0.035 0.737 −0.039 −0.063, −0.016 0.001 −0.091 −0.130, −0.053 0.000
sample size and WSS@95 cannot be rejected. The 15:45 (𝛽 = –0.053,
p < 0.001), 10:90 (𝛽 = –0.042, p < 0.001) and 25:75 (𝛽 = –0.039,
p = 0.001) were negatively associated with WSS@95 of in AM_2021.
Similar to the ACE_2006 dataset, the decreasing beta values compared
to 2:18, the reference category, indicates an association with WSS@95,
although 2:18 proves the statistical significance.

On the other hand, there was statistical significance with Undersam-
pling (p = 0.870) in the AM_2022, the most arduous/difficult dataset in
the study. Consistent with the other datasets, the remaining variables
showed the same association on the WSS@95. For example, Doc2Vec
was negatively associated with WSS@95 (𝛽 = –0.060, 95% CI = −0.083
to −0.038, p < 0.001), and uncertainty strategy showed positive as-
sociation in WSS@95 (𝛽 = 0.104 < 0.001). All three classifiers, SVM,
RF, and LR, were positively associated with WSS@95: SVM (𝛽 = 0.191,
p = 0.001), RF (𝛽 = 0.204, p = 0.001), and LR (𝛽 = 0.164, p = 0.001).
None of the training sizes showed were statistically significant.

Generalising the results of all the statistical results, it can clearly be
seen that the WSS@95 depend highly on the specific dataset and prob-
lem at hand. However, a general inference is that undersampling was
consistently associated with a positive impact on the WSS@95, except
the most challenging dataset, AM_2022, which was inconsistent with
the reference category, Double. A practical application could be that
Double might be beneficial for extremely challenging datasets and may
explain why Double is set as the reference balancing in AsReview. TF-
IDF, on the other hand, generally showed better or at least comparable
performance to others. Therefore, it could be considered a robust first
choice. The uncertainty strategy consistently performed better across
all the datasets, suggesting that it might be the preferred method in
many cases. While the specific best-performing classifier varied across
datasets, SVM, RF, and LR often outperformed NB. Therefore, trying
these three classifiers in initial models could be beneficial. Smaller
training sizes often showed better performance. However, all these
inference may largely depend on the specifics of your dataset and might
not hold for all datasets.

5. Conclusion and future works

In conclusion, this comprehensive study provides significant insights
into the optimal use of AL combinations in the context of systematic
reviews. It sought to address five key research questions, investigating
how the AL variables such as choice of the initial training size, feature
extraction method, classifier, query strategy, and data balancing can
impact the performance of AL tools for abstract screening, enabling
us to identify trends, recommend best practices, and contribute to the
broader understanding of the practical application of AL in SRs.

For RQ1, addressing the effects of different initial training sample
sizes, our findings suggest that smaller training sample sizes, specifi-
cally around 20, were associated with improved performance metrics
11 
across various datasets, particularly those ranging from 2000 to 5000
abstracts. However, this trend was not universally applicable and, in
practicality, should be carefully considered based on the dataset’s spe-
cific characteristics. In response to RQ2, we observed using the smaller
imbalanced ratio of, in this study, 0.1 in the initial training sample size
(2:18, 6:54, 10:90) led to optimal performance across most datasets.
This insight could influence a reviewer’s selection of the number of
‘‘relevant’’ and ‘‘irrelevant’’ that are selected to train the model. Future
work may be to look at the effect of having an equal number of rele-
vant: irrelevant. In RQ3, we compared the effects of different feature
extraction techniques. The results indicated that TF-IDF consistently
outperformed the other techniques across all datasets, offering the best
results for key metrics such as AUC Precision–recall mean, Recall, and
WSS. These findings suggest that traditional feature extraction methods
may still be preferable over more modern approaches when using
AsReview or similar AL tools. Also, in RQ4, SVM, RF, and LR classifiers
frequently outperformed NB. This indicates the necessity of choosing an
appropriate classifier based on the specifics of the dataset, but SVM, RF,
or LR would be reasonable starting points. It was also observed that the
two query strategies (Certainty and Uncertainty) interacted effectively
with TF-IDF. Lastly, in RQ5, we observed that there was no explicit
generalisation possible regarding the impact of the sampling methods,
undersampling, and double sampling. Their performance seemed to be
fairly balanced across the metrics and datasets. The experiments and
statistical analysis results indicate that the impact of AL variables in SR
automation is highly dependent on the specific dataset, highlighting the
importance of tailoring the AL process to the specifics of each problem
or dataset.

In a nutshell reiterating the salient points, to assist users in imple-
menting these findings in their systematic review processes without
needing to fully understand the underlying technical complexities, we
offer the following distilled guidelines: for the initial training sample
size, starting with <20 abstracts, especially for datasets ranging from
2000 to 5000 abstracts to train the model can enhance performance
metrics. For the imbalanced ratio in the training samples, choosing
a few more irrelevant abstracts compared to relevant ones (e.g., 2
relevant and 18 irrelevant) can help improve performance. Also, the
use of traditional feature extraction methods like TF-IDF may offer
better results than modern techniques. Lastly, both undersampling and
double-sampling methods, are generally balanced across metrics and
datasets, as such users may best experiment with both undersampling
and double sampling methods to see which works best for your specific
dataset as both methods are viable options. Despite providing valuable
insights, this study had some limitations. Its conclusions were drawn
from a limited number of datasets and one type of AL tool, AsReview,
v1.4 at the time of the study, though we do acknowledge that the
software undergoes regular updates. Thus, it may not be universally
applicable. In addition to the limitations of the work, exploring the
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impact of a minimum training set of records(eg one relevant and one
irrelevant (1:1)) could have aided in establishing a baseline from a
theoretical point. However, our study aimed to evaluate the practical
and applicable scenarios for AL models in SRs in terms of the initial
training sizes. As such, future works may be explored the impact of
minimum or extreme cases on such models. Also, this study focused on
exploring traditional AL classifiers. Future research may investigate the
impact across wider datasets and use more than one AL SR tool with
additional parameters and conditions in the AL process across other
domains. Another area of investigation may be exploring the impact
of deep learning models with these AL combinations in SR citation
screening. This could lead to more refined guidelines for applying AL
in SRs.
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