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A B S T R A C T

Ensemble learning is a powerful machine learning strategy that combines multiple models e.g. classifiers to
improve predictions beyond what any single model can achieve. Until recently, traditional ensemble methods
typically use only one layer of models which limits the exploration of different aspects in the classifiers’ pre-
dictions. On the other hand, the rise of deep learning has introduced multi-layer architectures that can learn
complex functions by transforming data into multiple levels of representation. This characteristic of deep
learning suggests that multi-layer ensembles may potentially provide better performance compared to single-
layer ensembles. However, a problem which might arise is that in the subsequent layers, not all the inputs to
a classifier are desirable, leading to lower performance. In this paper, we introduce a novel multi-layer ensemble
of classifiers named COME in which each classifier at a specific layer is connected to multiple classifiers in the
previous layer. These connections signify the use of the previous-layer-classifiers’ outputs as inputs for training
the current layer’s classifier. Each classifier can be connected to different classifiers in the previous layer, which
allows inputs in each layer to be optimally selected. We propose a binary encoding scheme to encode the to-
pology of the proposed multi-layer ensemble with defined connections between layers. Differential Evolution, a
popular evolutionary computation method, is used as the optimisation algorithm to search for the optimal set of
connections. Experimental results on 30 datasets from the UCI Machine Learning Repository and OpenML
demonstrate that our proposed ensemble outperforms many state-of-the-art ensemble learning algorithms.

1. Introduction

Machine learning is a field of computer science focusing on creating
data-driven algorithms that can perform tasks at a level comparable to
humans. It is important to note that each machine learning model has its
own strengths and limitations, and the choice of the most suitable model
depends on the characteristics of the data and the specific task at hand.
One approach to enhance predictions is to combine diverse machine
learning models into an Ensemble of Classifiers (EoC). Many studies
have shown that an EoC can achieve better results compared to using a
single classifier. The past decades have witnessed many successes of
ensemble learning on international machine learning competitions, such
as Kaggle and KDD-Cups [1]. Ensemble learning leverages the diversity
and collective intelligence of multiple models to improve accuracy and
robustness, making it an effective strategy for solving complex
problems.

There are three stages in designing an EoC, namely ensemble gen-
eration, ensemble combination, and ensemble selection. In ensemble
generation, the classifiers are generated by either training different al-
gorithms on the same training set (heterogeneous ensemble method) or
training a single algorithm on many different training sets (homoge-
neous ensemble method) [2]. Afterward, an ensemble combination
method is used to combine the output of the different models to obtain
the final result [3]. Ensemble selection, an intermediate stage, is per-
formed to choose a subset of diverse classifiers from a larger pool to form
the final ensemble. The goal is to improve performance by selecting
models that complement each other, allowing for the construction of an
ensemble that optimally combines the strengths of different models. The
selection process can be performed using a heuristic criterion or using an
optimisation algorithm.

Traditionally, the majority of ensemble learning methods have been
limited to utilising just a single layer of ensembles. In recent years, deep
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learning has achieved great success in multiple areas. Deep learning is
based on layer-by-layer processing, in which the original data is trans-
formed into multiple levels of representation. This allows deep learning
models to learn very complex relationships within the data. This
consequently means that using multiple layers of ensembles can
potentially achieve better results compared to traditional single-layer
ensembles. Multi-layer ensembles involve stacking multiple layers of
EoCs, with each layer contributing to the final prediction. This hierar-
chical structure allows for capturing complex relationships in the data
by combining models with different levels of abstraction [4]. Recog-
nising the need to enhance the performance of multi-layer ensembles, it
is acknowledged that ensemble selection is necessary for identifying the
optimal structure tailored to a specific dataset. It is also necessary to
design a multi-layer ensemble that would facilitate diversity amongst
the base classifiers in each layer since it is known that diversity is very
important in creating an effective ensemble system.

In this paper, we propose a novel optimal connection framework for
multi-layer heterogeneous ensemble systems named COME. The main
contributions of our work are as follows:

• In existing multi-layer EoC approaches, classifiers in a layer are
typically trained using predictions from all classifiers in the pre-
ceding layer [2]. However, this method may not always be effective,
as different learning algorithms should ideally be trained on different
data. In this study, we propose a novel multi-layer EoC, where each
classifier in a specific layer is connected to a subset of classifiers from
the previous layer. The connection between a classifier in one layer
and those in the previous layer implies using the output from the
preceding-layer classifier as input for training the current-layer
classifier. At each layer, each classifier is trained solely on the in-
puts from its connected classifiers. The process continues through all
layers of the multi-layer ensemble until reaching the last layer. The
predictions of the EoC in the final layer are combined using the Sum
Rule, a simple but popular combining method, to generate the final
prediction. To our best knowledge, our work is the first approach to
investigating the concept of connections in multi-layer ensemble
systems.

• We propose a binary encoding to represent the topology of the multi-
layer ensemble with the defined connections. As the number of
connections to each classifier at each layer may vary, the length of
the encoding at each layer also varies accordingly. The encoding for
the entire multi-layer ensemble is generated by concatenating the
encodings for each layer. The search process iterates through mul-
tiple layers until a predefined threshold is reached. The optimal
encoding obtained from the last layer is used to train the multi-layer
ensemble.

• We conducted experiments on 30 datasets from the UCI Machine
Learning repository. The proposed ensemble is compared to several
popular benchmark algorithms including multi-layer ensemble and
state-of-the-art ensemble methods. We used 3 popular nature-based
optimisation methods namely Differential Evolution (DE), Genetic
Algorithm (GA) and Particle Swarm Optimisation (PSO) to search for
optimal ensemble topology. The results show that DE is a better
choice to find optimal topology for the proposed ensemble compared
to GA and PSO. We then show the effectiveness of our proposed
method compared to several popular benchmark algorithms.

The paper is organised as follows. In Section 2, we briefly review the
existing approaches in ensemble learning and topology optimisation for
deep neural networks. In Section 3, we give a detailed description of the
proposed method. Experimental studies on 30 datasets are provided in
Section 4, followed by conclusions in Section 5.

2. Background and related work

2.1. Ensemble learning

Ensemble learning refers to a sub-field of supervised machine
learning algorithms in which the decisions of a number of classifiers are
combined to improve the final prediction. In recent decades, the use of
ensemble learning has significantly increased across multiple fields such
as engineering, physics, earth sciences, and planetary sciences. It is
known that ensemble learning-based algorithms usually achieve better
classification results compared to single machine learning algorithms
[1], and ensemble learning was used in many best solutions in data
science and machine learning competitions [5,6].

With the successes of deep learning models since 2013, there has
been a growing number of works on building an ensemble of deep
learning models. Calisto et al. proposed AdaEn-Net [7], which is an
ensemble of deep 2D-3D fully convolutional networks for medical image
segmentation. In [8], the authors proposed a novel Monte-Carlo-based
ensemble of 2D CNNs to learn the 3D relevance of the features across
multiple slices of brain images and showed that the proposed method is
competitive on several brain image datasets. He et al. [6] proposed
ResNet, a deep residual learning-based neural network that can extend
deeply into hundreds of layers. The ensemble of these networks ach-
ieved an error rate of 3.57% on the ImageNet dataset, ranking first place
in the ILSVRC 2015 competition. Xie et al. [9] proposed a stacked
ensemble of 18 1D and 2D CNN models based on the classic LeNet5
framework for daily runoff predictions. Dvornik et al. [10] explored the
application of ensemble methods in few-shot classification, proposing an
ensemble of deep networks that assesses classifier variance. They also
introduced new strategies to promote a cooperative learning scheme
among networks while preserving diversity in predictions.

On the other hand, one of the most popular approaches in ensemble
learning is Stacking, in which classifiers first predict on the training
data, and then a meta-classifier i.e. combiner would be used to learn
from these predictions to output the final predictions [2]. It is noted that
research on Stacking only used one layer of ensemble, and this has a
restriction on the ability to harness the predictions of classifiers on the
training data. In recent years, deep neural networks have achieved great
successes in multiple areas. Deep neural networks rely on composing
multiple layers of functions to create increasingly complex representa-
tions of the data. Based on this observation, there has been significant
interest in developing multi-layer ensembles, which is a generalisation
of stacking, drawing inspiration from the mechanisms of DNNs. By
exploring predictions through several layers (creating several repre-
sentations of predictions), it is expected to capture more information
from the predictions to train the combiner compared to the traditional
Stacking algorithm.

One of the first multiple layer ensembles is gcForest [4], a deep
cascade of completely random trees and random forests in which the
output of each layer is used as the input to the next layer, and new layers
are automatically added until the result does not improve compared to
the last layer. A weight average approach for gcForest was proposed by
Utkin et al. [11] to combine class distribution vectors. The weight vec-
tors of the trees in a forest in one layer are found by minimising the
distance between the class label vector in a binary encoding scheme and
the weighted prediction vector of this forest. To reduce the number of
weight vectors, the authors grouped the class distribution vectors of the
trees and set a weight vector for each group. Nguyen et al. [2] proposed
a novel multi-layer heterogeneous ensemble that automatically selects
the best classifiers and features in each layer. The selection process at
each layer is modelled as a bi-optimisation problem, with the objectives
being the classification accuracy and the diversity of the ensemble at the
current layer. A two-layer ensemble of deep learning models for medical
image segmentation was proposed by Dang et al. [12], in which the
predictions of each pixel for each training image produced by the first
layer’s models are used as augmented data for the models in the second
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layer. The predictions of the second layer are then combined using a
weighted approach. Luong et al. [13] proposed a multi-layer ensemble
for the data stream setting and used a dynamic Genetic Algorithm (GA)
to develop an online ensemble selection method to find the optimal
subset of classifiers at each layer.

2.2. Ensemble selection and optimisation approaches

Ensemble selection refers to an intermediate stage in the ensemble
design process in which classifiers that contribute the most to the overall
result are selected, leading to better performance. There are several
approaches in ensemble selection, namely ordering-based, optimisation-
based, and dynamic techniques. Ordering-based ensemble selection
methods try to order the classifiers based on ranking criteria, such as
validation error. In [14], the authors proposed the Complementariness
measure which chooses new classifiers that have the highest prediction
accuracy over the set of instances misclassified by the chosen classifiers
so far. Cao et al. [15] proposed Discriminant classifier pruning (DISC),
which maximises the relevancy between correct decisions made by the
candidate classifier and the chosen classifiers so far and maximises the
relevancy between correct decisions by the candidate classifier and
target classifier in terms of misclassified instance made by currently
selected classifier subset simultaneously. In [16], the authors proposed
Margin and Diversity-based Ensemble Pruning (MDEP), which is based
on a heuristic measure for evaluating the importance of each classifier in
the ensemble that explicitly considers both sample margins and
ensemble diversity.

Optimisation-based ensemble selection methods formulate the
ensemble selection process as an optimisation problem, which is then
solved by heuristic optimisation or mathematical programming. Nguyen
et al. proposed MULES [2], which is a multi-layer ensemble system that
performs both classifier and feature selection at each layer. The optimal
configuration of each layer is found by formulating a bi-objective opti-
misation problem, with the objectives being classification accuracy and
ensemble diversity. Dang et al. [17] proposed a weighted ensemble of
deep learning models, in which the optimal weights are found by using
Comprehensive Learning Particle Swarm Optimisation (CLPSO), and the
Dice coefficient, a popular performance metric for image segmentation,
is used as the fitness criteria. In [18], the authors proposed an ensemble
selection algorithm that simultaneously selects the optimal set of
meta-data and features to be used for each classifier using Ant Colony
Optimisation (ACO). In [19], the authors introduced the multi-objective
semi-supervised classifier ensemble (MOSSCE) approach for classifica-
tion of high-dimensional data with limited labels. Firstly, the optimal
combination of feature subspaces is generated using a multiobjective
subspace selection process based on three objective criteria. Secondly,
an auxiliary training set is generated based on the sample confidence.
Finally, the training set and the auxiliary training set are used to select
the optimal subset of the ensemble. In [20], the authors proposed a
Multiview optimization (MVO) based ensemble system for imbalanced
data. Multiple subviews are generated from the data, combined with a
new evaluation criterion ensemble selection based on subviews, and an
oversampling approach to obtain a new class rebalanced subset for the
classifier.

In dynamic ensemble selection, an EoC is selected differently for each
test sample based on the competence level of the classifiers, which are
calculated according to some criteria on a local region [21]. In [22], the
authors proposed a novel dynamic ensemble selection strategy based on
Error Correcting Output Code by matching each column in the coding
matrix with a set of feature subsets generated by various feature selec-
tion methods. In the decoding process, a criterion based on data
complexity theory is used to select the optimal feature subset of the
ensemble. Garcia et al. [23] proposed DES-MI, a novel dynamic
ensemble selection method which can handle multi-class imbalanced
datasets. DES-MI performs preprocessing to rebalance the dataset using
random balance, and uses a weighting mechanism to highlight the

competence of classifiers that are more powerful in classifying samples
in the region of underrepresented competence. In [24], the authors
proposed to incorporate dynamic ensemble selection, an adaptive
technique for managing imbalanced multiclass data streams, and a
K-nearest neighbor (KNN) algorithm-based concept drift detector, to
improve the classification of imbalanced multiclass drifted data streams.
While the adaptive oversampling method ensures that the data is not
imbalanced, KNN is used to make sure that the generated samples do not
overlap, and the classifiers are selected dynamically based on incoming
data by using the concept drift detector. Luong et al. [13] proposed a
streaming multi-layer dynamic ensemble selection algorithm based on a
dynamic GA and dropout and demonstrated the effectiveness of the
proposed ensemble on an insect stream classification dataset. Zhu et al.
[25] proposed MLDE, a novel dynamic ensemble selection algorithm for
multi-label classification. Initially, classifiers are generated by parti-
tioning the original multi-label dataset into single-label datasets, with
individual classifiers constructed for each label. Then, ranking loss,
single-label, and multi-label accuracy are used to improve the model’s
label correlation exploiting abilities. Finally, a novel integration mech-
anism is proposed that fuses the outputs of the base classifiers.

2.3. Topology optimisation for deep neural networks

There have been many approaches in topology optimisation for
DNNs which aim to search for optimal configuration of DNNs for a
particular dataset. In reinforcement learning-based approaches, an
agent executes an action at a specific timestep to sample a new candidate
DNN, and the network’s performance on a validation set is used as a
reward to update the agent [26]. An example is [27] in which the au-
thors used a RNN (Recurrent Neural Network) policy to sample a string
that sequentially encodes the DNN. Another approach is Bayesian
optimisation, which constructs a probability model between DNN ar-
chitecture and its performance by using a training dataset of sampled
architectures. At each step, the next promising candidate is selected
using a probability model, then the model is updated based on the new
samples until a termination criterion is satisfied [28]. The
gradient-based approach transforms the discrete hyperparameter search
space into a continuous one, employing gradient-based methods to find
the optimal architecture. A notable example is DARTS [29] in which the
output of each layer is considered as a convex combination of a set of
operations. A bi-level optimisation method is then applied to find the
optimal architecture. Another approach is Evolutionary Computation
(EC), a generic population-based metaheuristic optimisation algorithm
that takes inspiration from biological processes [28]. In this approach,
each candidate DNN is encoded, and a number of biologically inspired
operations, such as crossover and mutations, are applied at each gen-
eration to evolve the optimal DNN architecture. Among these ap-
proaches, EC has been shown to have several advantages, such as faster
convergence, and diverse representational abilities, and its
multi-objective extension has been shown to have been successfully
applied to solve problems with multiple objective functions [7].

Evolutionary DL approaches typically encode the network hyper-
parameters before applying an EC method to find the optimal network.
There are two types of encoding strategies: Fixed-length encoding and
variable-length encoding [28]. In fixed-length encoding, the individuals
have the same length during the evolutionary process while in
variable-length encoding, the individuals can have different lengths
during evolution. An example of fixed-length encoding as described by
[30], involves proposing a fixed-length encoding for CNN where node
connections are represented as a binary string. The authors utilised
Genetic Algorithms to discover the optimal architecture. An example of
variable-length encoding is CoDeepNEAT [31] which was based on
NEAT [32], a popular evolutionary algorithm. NEAT begins with a
minimal encoding and during evolution, new connections and nodes are
added, and each gene in an encoding has a global innovation number for
crossover. Within CoDeepNEAT, two populations evolve: blueprints,
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representing the overall structure of the deep neural network (DNN),
and modules, representing each component. For every candidate, each
blueprint node is substituted with a randomly selected chromosome
module. The fitness of each blueprint and module is calculated as the
average of the fitness scores of all DNN chromosomes associated with
that blueprint or module. In [33], the authors proposed to evolve DNNs
based on an Inception-based module called cells, with each being con-
nected to the previous two cells. Each cell is either a normal cell, which
preserves the image size, or reduction size, which has a pooling operator
of stride 2. The cells are constructed by applying five different pairwise
combinations of the hidden states, and afterward, the remaining hidden
states are concatenated to give the final results.

It should be noted that evolving DNNs usually require a lot of
computation time. For example, the Genetic CNN method, proposed in
[30] required 17 GPU days to optimise a 3-stage LeNet network on the
CIFAR-10 dataset. Another example is the evolved model in [33] which
use 450 GPUs to train the model in 3150 GPU days [28]. In recent years,
there has been many works in overcoming this limitation. In [34], the
authors used a weight-sharing mechanism in which the weights in each
component of a trained SuperNet will be used by the candidates in the
next generations, thereby reducing computation time. Sun et al. [35]
proposed E2EPP (End-to-End Performance Predictor), in which a num-
ber of candidate CNNs are trained, and then their discrete encodings are
fed into a regressor. During evolution, given a new architecture encod-
ing, the average prediction of a number of surrogate trees in the re-
gressor is used as the fitness value instead of training the network, and
the proposed method could save 2/3 of computation time while
retaining the same accuracy. Domhan et al. [36] used parametric
learning models to model the partially observed learning curve during
the training process to extrapolate the performance and terminate the
training of models that are expected to perform poorly. Dang et al. [37]
proposed an ensemble framework of DNNs for medical image segmen-
tation, in which the outputs of the deep segmentation models are com-
bined using a weighted mechanism obtained by using a swarm-based EC
method. Radial Basis Function (RBF) is used as the surrogate model to
reduce the computational time by half.

3. Proposed method

3.1. General architecture

We denote D to be the training data with N observations
{(
xn,

ŷn
)}

n = 1,…,N, where xn =
(
xn1,xn2,…, xnD

)
is the D − feature vector

of the nth training instance and ŷn is its true label. We also denote

X =

⎡

⎢
⎢
⎣

x11, x12,…, x1D
x21, x22,…, x2D

…
xN1, xN2,…, xND

⎤

⎥
⎥
⎦, Y =

⎡

⎢
⎢
⎣

ŷ1
ŷ2
…
ŷN

⎤

⎥
⎥
⎦ (1)

as the set of feature vectors and ground truths of all training instances.
For supervised learning (i.e. classification), we learn a hypothesis h (i.e.,
classifier) to approximate the unknown relationship between the feature
vector and its corresponding label. This hypothesis will be used to assign
a label for each unlabelled instance. In single-layer ensemble learning,
we learn K hypotheses {hk} by training K learning algorithms {K k} on
the training data D and then use a combining algorithm C on {hk}:
h̃ = C{{hk}, k= 1,…,K} to combine K hypothesis to reach the final
decision. Recently, multi-layer ensemble learning has captured the
attention of the machine learning community because this approach can
further improve the performance of the conventional one-layer
ensemble [2]. A multiple layer ensemble system consists of S layers,

each of which has K classifiers
{
h(i)k , k= 1,…,K

}
for i = 1, …, S. The

classifiers in one layer are obtained by training {K k} on training data
generated by the subsequent layer. A combining algorithm C works on

the outputs of the classifiers in the last layer
{
h(S)k

}
:

h̃ = C
{
h(S)k , k= 1,…,K

}
to generate a combined hypothesis.

We first describe the mechanism to populate the training data
through layers of the ensemble. In the first layer, we obtain EoC
{
h(1)k , k= 1,…,K

}
by training K learning algorithms on the original

training data D . The first layer also generates input data for the second
layer by using the Stacking algorithm with the set of learning algorithms
K [2,4]. Specifically, D is divided into T1 disjoint parts in which the
cardinality of each part is nearly similar. For each part, we train clas-
sifiers on its complementary and use these classifiers to predict for

Fig. 1. An illustration of the original multi-layer ensemble system. means the concatenation between the training data and predictions of classifiers.
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observations of this part. If we solve aM-class classification problem, for
observation xn,we obtain p(1)k,m(xn) as the prediction of the k

th classifier in
the first layer that observation belongs to the class label ym (m = 1…M).

The predictions of the EoC in the first layer for xn in terms ofM class

labels are given in the form of (M×K) probability vector P(1)(xn) =
[
p(1)1,1(xn), p(1)1,2(xn),…, p(1)K,M(xn)

]
. The prediction vectors for all observa-

tions in D are given in the form of a N× (MK) matrix.

P 1 =
[
P(1)(x1) P(1)(x2) … P(1)(xN)

]T (2)

The study in [4] claimed that by concatenating the original training
data to the predictions, the discriminative characteristic of the input
training data is likely to improve when growing to the next layer. A
similar scheme will be conducted on the 2nd layer in terms of generating
EoC and populating input training data for the 3rd layer.

We let L 1 be the new data generated by the 1st layer which serves as
the input for the 2nd layer. Normally, L 1 is created by concatenating
the original feature vectors of training instances and the predictions of
EoC of the 1st layer as below:

(3)

in which denotes the concatenation operator between two matrices
X of size N× D and P 1 of size N× (MK). Thus L 1 is obtained in the
form of a N× (D+MK+1) matrix including D features of original data,
M× K prediction values, and ground truth of training instances. A
similar process is conducted on the next layers until reaching the last
layer in which at the ith layer, we train the EoC of K classifiers
{
h(i)k , k= 1,…,K

}
on the input data L i− 1 generated by (i − 1)th layer

and generate input data L i for the (i+ 1)th layer

(4)

The predictions of EoC of the last layer i.e. Sth layer are combined for
the collaborated decision. In this study, the Sum rule is used for the
combination [2]. For an instance x, the Sum rule summarises the pre-
dictions of EoC of the last layer concerning each class label. The label
associated with the maximum value is assigned to this instance as
follows:

h̃ : x ∈ yt if t = argmaxm=1,…,M

{
∑K

k=1

p(S)k,m(x)

}

(5)

in which p(S)k,m(x) denotes the probability assigned by the kth classifier in
layer S of the ensemble for the mth class. In the classification process,
each unseen instance is fed forward through the layers until reaching the

last layer. The predictions of K classifier at the last layer i.e. P(S)(.) =
[
p(S)1,1(.), p(S)1,2(.),…, p(S)K,M(.)

]
are combined by the Sum Rule in (5) to

obtain the predicted label.
An example of a multiple layer ensemble system with 3 layers is

presented in Fig. 1. In each layer, we choose three machine learning
algorithms namely SVM, KNN, and LDA to train the classifiers. In the
first layer, the KNN, SVM, and LDA algorithms train on the original
training data to obtain the EoC of the first layer. The T-fold cross-
validation procedure is also applied to the original training data to
split the training data into T separated parts. SVM, LDA, and KNN train
on the (T − 1) parts and predict for observations on the remained part.
The outputs of the classifiers are concatenated with the original training
data to generate the input training data for the second layer. A similar
scheme is used for the second layer and the third layer. A combiner
finally is applied to the output of the third layer to obtain the combining
result of the ensemble.

3.2. Optimal connections

In multiple layer ensemble systems, the original training data is
concatenated to the predictions of classifiers to generate the input for
the next layer. Thus, unique input data will be used for all learning al-
gorithms in a layer to train EoC. This approach has two issues: (1) there
is no evidence to show that the concatenation of original training data
and the predictions can improve the discriminative characteristic of
data. Some research has even shown the effectiveness of using the pre-
dictions of only the new training data on some datasets [2]. (2) Learning
algorithms use different approaches in approximating the relationship
between the feature vectors of training instances and their class labels.
In fact, different learning algorithms should use different sets of training
data when training classifiers. Based on these observations, we propose
an optimal connection approach to optimise the topology of multiple
layer ensemble systems. We aim to choose suitable input data among the

Fig. 2. An illustration of the proposed multiple layers ensemble system. means the concatenation between the training data and predictions of classifiers.
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original training data and the predictions of classifiers in the preceding
layer to a machine learning algorithm in the next layer to work on. First,
we propose the following definition of a connection in a multiple layer
ensemble system:

Definition 1. The ith classifier of the sth layer and the jth classifier of the
(s+ 1)th layer are said to be connected if the output of the ith classifier of
the sth layer is used in the training data for the jth classifier of the (s+ 1)th

layer.

Fig. 3. An example of the training data flow in Fig. 2.
Fig. 3 shows an example of the new input training data generated by the first and second layers in Fig. 2 for a three class-classification problem. In the first layer, only the
connection between the training data and SVM is kept meaning that only SVM classifier is generated. The prediction of the SVM classifier is given in the form of 3-dimension
vectors of probabilities showing an observation belongs to a class. In layer 2, since the connections between the original training data and LDA and SVM, and the connection
between the SVM classifier in the 1st layer to LDA are kept, there are two classifiers generated in the 2nd layer: LDA classifier by training LDA on (D + 3) dimensional new
training data, SVM classifier by training SVM on original training data. The LDA and SVM classifiers in the 2nd layer will output 3-dimension prediction vectors for each
observation. At the 3rd layer, KNN classifier is generated by training KNN on the (D + 6) dimensional new training data (original training data + predictions of LDA and SVM
classifier in the 2nd layer) while LDA classifier is generated by training LDA on the (D + 3) dimensional new training data (original training data + predictions of SVM classifier
in the 2nd layer).

Fig. 4. Proposed encoding for selection of classifiers in the multi-layer ensemble model.
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Fig. 2 shows an example of the optimal connection topology for the
system in Fig. 1. In the 1st layer, since only the connection between SVM
and the training data is formed, one classifier is generated by training
SVM on the training data. In the 2nd layer, there are 2 connections from
the training data to SVM and LDA and one connection from the SVM
classifier in the 1st layer to LDA. Therefore, in the 2nd layer, there are
two classifiers: one classifier is generated by training LDA on the
concatenation of the training data and the prediction of the SVM clas-
sifier in the 1st layer, and the other classifier is generated by training
SVM on the training data. Similarly, in the 3rd layer, there are two
classifiers: one classifier is generated by training KNN on the concate-
nation of the predictions of SVM and LDA classifier in the 2nd layer
while the other classifier is generated by training LDA on the concate-
nation of the training data and the prediction of SVM classifier in the 2nd
layer. Fig. 3 shows which predictions and training data are used by each
machine learning algorithm in each layer. The predictions of KNN and
LDA are combined to obtain the combined result.

Next, we propose a binary encoding representation to encode the
connections in the multiple layer ensemble systems. Fig. 4 shows the
encoding representation for the connection from the original training
data and the 1st, to the Sth layer. Firstly, since there are K learning al-
gorithms to train classifiers for the 1st layer, there are K genes encode for
the connections from the original training data to these learning algo-

rithms. The encoding is given in the binary format E1 =
[
e(1)0,k, k= 1…K

]

showing which connection is absent or present. The presence of a
connection means the associated learning algorithm will train on the
original training data to generate a classifier for the 1st layer. Assume
that K1 connections are present in the final solution i.e. K1 ≤ K classi-
fiers are generated in the 1st layer. In the 2nd layer, there are K genes
encode for the connections from the original training data and K genes
encode for the connections from one classifier in the 1st layer to K
learning algorithms, therefore, there are K+ K× K1 = (K1 +1) ×K

genes encode for the connections E2 =
[
e(2)j,k ,k = 1…K, j = 0…K1

]
. It is

recognised that the length of encoding of one layer depends on the
number of remaining connections (i.e., the number of classifiers) in the
preceding layer. Similar encoding representations will be used for the
2nd, 3rd,…, and Sth layer with (K2 + 1)× K, (K3 + 1)× K,
…,(KS +1) × K genes respectively.

Each element is defined as follows:

j = 0 shows the connections from the original training data.
The search process is conducted in each layer to obtain the optimal

set of connections. First, we search among K connections from the

training set to K learning algorithms to obtain the optimal set. Based on
the configuration of the optimal set, we train classifiers for the 1st layer.
The search process continues with the 2nd layer in which the length of
encoding representation depends on the number of classifiers in the 1st
layer. For a S layers-ensemble system, we need to conduct the search
process S times. In this study, the search for the optimal set of connec-
tions in each layer is done by using Binary Differential Evolution (Binary
DE) [38,39], since it is generally recognised that DE is a reliable and
versatile algorithm [39]. Here the objective function is the accuracy of
the classification task on the validation set. In this way, we solve S
optimisation problems for the S layers - ensemble systems:

maxE1

{
1

|V 1|

∑|V 1 |

n=1
⟦C(xn)= ŷn⟧

}

maxE2

{
1

|V 2|

∑|V 2 |

n=1
⟦C(xn)= ŷn⟧

}

… (7)

maxES

{
1

|V S|

∑|V S |

n=1
⟦C(xn)= ŷn⟧

}

where C(.) is the combiner working on the predictions of the classifiers
at the ith layer, V i is the validation set at the ith layer (i = 1,…,S), | ⋅ |
denotes the cardinality of a set, and ⟦.⟧ is equal to 1 if the condition is
true, otherwise equal to 0. In this study, the Sum Rule method was used
to summarise the predictions of each instance concerning each class
label and assign the instance to the class label associated with the
maximum value. The combined prediction on an instance x at the ith
layer is given by:

x ∈ yt if t = argmaxm=1,…,M

{
∑K

k=1
p(i)k,m(x)

}

(8)

3.3. Algorithms

We describe Differential Evolution (DE) algorithm which is used to
solve the optimisation problem in (7). Let popSize be the number of
candidates in the population, nGen be the number of generations, fn be

the fitness value of the n-th candidate in the population. The DE algo-
rithm [38,39] maintains a number of candidates u1,…, upopSize ∈ RD

where D is the number of dimensions. Let ui,d denotes the dth dimension
of the ith candidate (with 1 ≤ i ≤ popSize, 1 ≤ d ≤ D). At each

Algorithm 1
Stacking.

Input: T training set folds
{(

X train,i, Y train,i
)
, i = 1,…,T

}
, validation set X val, learning algorithm K

Output: The predicted values for all observations in the training set and validation set, and the trained classifier
1. P train = ϕ,P val = ϕ
2. For t from 1 to T do
3. Train K on the

{(
X train,i, Y train,i

)
, i= 1,…,T; i ∕= t

}
to obtain a classifier, predict on X train,t

4. Add the results to P train

5. End for
6. Train K on (X train, Y train) to obtain classifier H

7. H predicts on X val, add the results to P val

8. Return P train ,P val, and H

e(i)j,k =
{
1, the connection from jth classifier at layer (i − 1) to kth classifier at layer i is made∗

0, otherwise (6)
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generation, and for each candidate ur(t), three random candidates ur1 (t),
ur2 (t), ur3 (t) are chosen, where r1,r2,r3 ∈ {1,2,...,popSize}/{r}, and a new
offspring is created by the following mutation process:

uoff (t) = ur1 (t) + F ∗
(
ur2 (t) − ur3 (t)

)
(9)

where F ∈ [0, 2] is a scaling factor. Afterwards, to increase the diversity,
the following crossover is performed on the offspring for each dimension
to create the trial vector:

utr,d(t) =
{

ur,d(t) if rand() ≤ CR
uoff ,d(t) if rand() > CR (10)

Algorithm 2
Sum_Rule.

Input: Predictions P of size (N, MK1), the number of instances N, the number of classes M, the number of classifiers used in the current layer K1.
Output: The prediction by the ensemble
1. pred = ∅
2. For n from 1 to N do
3. sum = ∅
4. For m from 1 to M do
5. summ = 0
6. For k from 1 to K1 do
7. summ = summ + pn,m+(k− 1)∗M

8. End for
9. End for
10. mpred = argmax(sum)

11. Add mpred to pred
12. End for

13. Return pred

Algorithm 3
Create_Predictions_First_Layer.

Require: Training set (X train, Y train), validation set X val, K classifiers {K k}
K
k=1, number of folds T, encoding of the first layer E1 =

{
e(1)0, k

}K

k=1
.

Output: The predictions on the training and validation set.
1. Divide (X train, Y train) into

{(
X train,i, Y train,i

)
, i = 1,…,T

}

2. P train
1 = ∅, P val

1 = ∅, H 1 = ∅
3. For k from 1 to K do
4. If e(1)0, k == 1 then

5.
(
P train

1,k , P val
1,k ,H 1,k

)
= Stacking

( {(
X train,i, Y train,i

)
, i = 1,…,T

}
,K k

)

6. Add P train
1,k and P val

1,k to P train
1 and P val

1 respectively
7. Add H 1,k to H 1

8. End if
9. End for

10. Return
(
P train

1 , P val
1 , H 1

)

Algorithm 4
Create_Predictions_and_Classifiers_Subsequent_Layers.

Input: Training set (X train,Y train), validation setX val, K learning algorithm {K i}
K
i=1, number of folds T, encoding of the current layer Ei, outputs from the previous layer

(
P train

i− 1 ,P
val
i− 1)

Output: The predictions of the current layer on the training and validation set and trained classifiers
1. Kprev = Number of classifiers used in Ei− 1
2. prevList = The list of classifiers which were used in Ei− 1

3. P train
i =∅,P val

i =∅, H i=∅
4. For k from 1 to K do
5. L

train
k = ∅,L

val
k = ∅

6. //Add inputs based on connections from the previous layer
7. For j from 0 to Kprev do

8. If q(i)j,k == 1 then
9. If j == 0 then
10. Add X train and X val to L

train
k and L

val
k respectively.

11. Else
12. H = prevListj
13. Add the predictions of H in P train

i− 1 and P val
i− 1 to L

train
k and L

val
k respectively.

14. End if
15. End if
16. End for
17. //Train on the current layer

18. Divide
(
L

train
k ,Y train

)
into

{ (
L

train
k,i , Y train,i

)
, i = 1,…,T

}

19. (P train
i,k , P val

i,k , H i,k) = Stacking
({ (

L
train
k,i , Y train,i

)
, i = 1,…,T

})

20. Add P train
i,k and P val

i,k to P train
i and P val

i respectively
21. Add H i,k to H i

22. End for
23. Return

(
P train

i , P val
i ,H i)
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Where CR is the crossover rate and rand() denotes the random
function (within the [0, 1] range). This is known as the DE/rand/1/bin
strategy, which is one of the most popular strategies in DE. The objective
value of utr(t) is then compared with that of ur(t), and the one with the
better objective value is chosen for the next generation.

ur(t+1) =
{

ur(t)if obj(ur(t)) ≥ obj(utr(t))
utr(t) if obj(ur(t)) < obj(utr(t))

(11)

Since the proposed encoding is of binary form, during the optimi-
sation process, the candidates are constrained to be within the [0, 1]
range, and each value is rounded off to either 0 or 1 based on its value.

The pseudo-code of the proposed method is presented in Algorithms
1-5. Algorithm 1 describes the Stacking procedure. Given T training set
folds

{(
X train,i, Y train,i

)
, i = 1, …, T

}
, validation set X val, number of

cross-validation folds T, learning algorithm K , the algorithm first sets
the predictions of the training and validation sets to the empty set (line
1). Then, for each fold, the algorithm trains a classifier by using K on
the remainder of that fold and then uses this classifier to predict ob-
servations on that fold. The predictions are added toP train (lines 2–5). In
lines 6–7, a classifier H is trained on the entire training set and predict
on the validation set, then the result is added to P val. Finally, the pre-
dictions for the training and validation set and the classifier H are
returned in line 8.

Algorithm 2 describes the sum rule procedure to evaluate the pre-
dictions at each layer. The algorithm receives the predictions P of size
(N, MK1) where N is the number of observations, M is the number of
classes, and K1 is the number of classifiers used in the current layer.
Initially, the output predictions pred is set to the empty set (line 1). For
each observation, the probabilities of each classifier for each class are
summed (line 7) where pn,m+(k− 1)∗M is the prediction of kth classifier for
the mth class on the nth observation. The output is the class with the
highest sum value (line 10). Finally, in line 13, the final prediction is
returned.

Algorithm 3 describes the procedure to create the predictions for the

first layer given an encoding. The algorithm receives as inputs the
training set (X train, Y train), validation set X val, K learning algorithms
{K k}

K
k=1, number of cross-validation folds T, and encoding of the first

layer E1 =
{
e(1)0, k

}K

k=1
. In lines 1–2, the training set is first divided into T

disjoint folds, and the predictions of the training and validation sets are
set to the empty set. Then, in lines 3–8, for each learning algorithm, if
the corresponding value in the encoding is 1, Algorithm 1 is called. The
outputs of Algorithm 1 are added to the predictions of the training and
validation sets as well as the ensemble of classifiers for layer 1.

Algorithm 4 describes the procedure to create the predictions for an
ith layer with an encoding. The inputs of the algorithm are the training
set (X train, Y train), validation set X val, K learning algorithm {K i}

K
i=1,

number of cross-validation folds T, encoding of the current layer Ei and
outputs from the previous layer

(
P train

i− 1 , P
val
i− 1). In lines 1–3, the number

and list of classifiers used in the previous layers are retrieved while the
predictions of the training and validation set by the current layer are set
to the empty set. In lines 4–16, the inputs to each classifier L

train
k and

L
val
k are added based on connections from the previous layer, as well as

connections to the original data (lines 8–15). Afterwards, in lines 18–20,
L

train
k is divided into T folds, then the Stacking procedure (Algorithm 1)

is performed, and the results are added to P train
i and P val

i as well as the
ensemble of classifiers of ith layerH i. Finally, in line 22,P train

i ,P val
i , and

H i are returned.
Algorithm 5 describes the training procedure. The algorithm receives

as inputs the training set (X train, Y train), validation set (X val,Y val), K
learning algorithm {K i}

K
i=1, number of cross-validation folds T, number

of maximum layers Tstop, number of early stopping epochs TearlyStopping,
and the binary DE parameters including the number of generations
maxGen, number of individuals popSize, the scaling factor F, and the
crossover rate CR. In lines 1–8, Kprev is set to 0 for the first layer, or to the
number of classifiers used in the previous layer, and popSize binary ar-
rays of size

(
Kprev +1, K

)
are randomly initialized. From lines 9–15, for

Algorithm 5
Training multi-layer ensemble.

Input: Training set (X train, Y train), validation set (X val,Y val), K learning algorithms {K i}
K
i=1, number of folds T, number of maximum layers Tstop, number of early stopping epochs

TearlyStopping. Binary DE parameters: number of generations maxGen, number of individuals popSize, the scaling factor F, the crossover rate CR.
Output: Optimal encoding of connections E1 ,E2,…,Es

1. i = 1
2. While True do
3. If i == 1 then
4. Kprev= 0
5. Else
6. Kprev= Number of classifiers used in the previous layer
7. End if
8. Randomly initialize popSize binary arrays of size

(
Kprev + 1, K

)

9. For gen from 1 to maxGen do
10. For pop from 1 to popSize do
11. Let q(i,pop) be the pop -th candidate for the i-th layer
12. If i == 1 then
13.

(
P train

i , P val
i ,H i) = Create_Predictions_First_Layer(X train, Y train, X val, {K k}

K
k=1,T,q(i,pop))

14. Else
15.

(
P train

i , P val
i ,H i) = Create_Predictions_Subsequent_Layer(X train, Y train, X val, {K k}

K
k=1,T,q(i,pop), (P

train
i− 1 , P val

i− 1))
16. End if
17. predpop = Sum Rule

(
P val

i
)

18. fitnesspop = Accuracy(predpop , Y val)
19. End for
20. Perform crossover and mutation procedures according to Eq. (12), (13) and (14)
21. End for
22. Let Ei be the candidate with the highest fitness value
23. If i == Tstop or the result has not improved after TearlyStopping then
24. S = i
25. Break.
26. End if
27. i = i+ 1
28. End while

29. Return (E1,E2,…,Es)
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each candidate encoding, Algorithm 3 is called for the first layer, or
Algorithm 4 is called for the subsequent layers, and the output of the
current layer is created. Then, in lines 17–18, Algorithm 2 is called to
output the final predictions so as to calculate the fitness of the candidate
encoding.

In line 20, crossover and mutation are performed using the following
equations:

eoffj,k = ei,r1j,k + F ∗
(
ei,r2j,k − ei,r3j,k

)
(12)

etrj,k =

⎧
⎨

⎩

ei,rj,k if rand() ≤ CR

eoffj,k if rand() > CR
(13)

ei,rj,k =

⎧
⎨

⎩

ei,rj,k if obj
(
ei,rj,k

)
≥ obj

(
etrj,k

)

etrj,k if obj
(
ei,rj,k

)
< obj

(
etrj,k

) (14)

The algorithm retrieves the candidate Ei with the highest fitness
value. In lines 23–28, if the maximum number of layers has been ach-
ieved or the result has not improved after TearlyStopping layers, and then the
algorithm terminates. Finally, in line 29, the optimal encodings for each
layer are returned.

Each test sample will pass through layers in the ensemble and be
predicted by the ensemble of classifiers in each layer. The test data is
populated based on the connections between two layers until the last
layer. Afterward, the Sum rule is applied to the predictions of the
ensemble of classifiers in the last layer to get the final prediction.

Fig. 5 shows the block diagram of the algorithms. The numbers
denote the calling sequence during the training and testing process.
Firstly, Algorithm 5 is called to begin the training process to create the
multi-layer ensemble. Then, Algorithm 3 is called to create the pre-
dictions for the first layer (step 1), and within this algorithm, for each
candidate, Algorithm 1 is also called as well (step 2). Then, Algorithm 2
is called to return the fitness result (step 3). Afterwards, the predictions
for the first layer are returned, and Algorithm 4 is called to create the
predictions and classifiers for the subsequent layers (step 4). For each
candidate, Algorithm 1 is called (step 5), and afterwards, Algorithm 2 is
called to return the fitness result (step 6).

4. Experimental studies

4.1. Configurations

We chose 30 datasets from the UCI Machine Learning Repository and

Fig. 5. The flows between algorithms of the proposed multi-layer ensemble model.

Table 1
Information of experimental datasets.

Dataset Number of
instances

Number of
dimensions

Number of
classes

Balance 625 4 3
Banana 5300 2 2
Breast-Tissue 106 9 6
Cleveland 297 13 5
Colon 62 2000 2
Conn-Bench-Vowel 528 10 11
Contraceptive 1473 9 3
Electricity-
Normalised

45,312 8 2

Embryonal 60 7129 2
Fertility 100 9 2
GM4 1000 1000 3
Heart 270 13 2
Isolet 7797 617 26
Leukemia 72 7129 2
Madelon 2000 500 2
Mammographic 830 5 2
Multiple-Features 2000 649 10
Musk1 476 166 2
Musk2 6598 166 2
Newthyroid 215 5 3
Penbased 10,992 16 10
Phoneme 5404 5 2
Plant-Margin 1600 64 100
Ringnorm 7400 20 2
Satimage 6435 36 6
Sonar 208 60 2
Tic-Tac-Toe 958 9 2
Titanic 2201 3 2
Vertebral-3C 310 6 3
Wine-Red 1599 11 6

Table 2
Classification algorithms and their parameters in the experiments.

Classification
algorithms

Parameters Number of
classifiers

Decision Tree Split criterion: “gini”, “entropy”. Split
strategy: “best”, “random”.

4

KNN Number of neighbours: 1, 3, 5, 7, 9. 5
Random Forest Number of estimators: 200. 1
Bagging Number of estimators: 200. 1
XgBoost Number of estimators: 200. 1
MLP Size of hidden layer: 20, 40, 60, 80, 100.

Learning rate: 0.3, 0.6.
10

Gaussian Naive
Bayes

Default. 1

AdaBoost Number of estimators: 200. 1
Logistic regression Inverse of regularisation strength: 0.001,

0.01, 0.1, 1, 10, 100.
6

T. Dang et al. Knowledge-Based Systems 304 (2024) 112522 

10 



OpenML for the experiment. The information of these datasets including
the number of observations, the number of classes, and the number of
dimensions is given in Table 1. To generate the set of classifiers, we
trained 30 machine learning algorithms on the layer’s training data.
These classifiers are based on the following algorithms: Decision Tree,
kNN, Random Forest, Bagging, XgBoost, MLP, Gaussian Naïve Bayes,
AdaBoost, and Logistic regression. The classifiers were created using
different sets of hyperparameters for these algorithms. The detailed in-
formation of these hyperparameters is presented in Table 2. The training
data for one layer was generated by using the 5-fold cross-validation on
the output of the subsequent layer. The validation set was formed by
choosing 20% training observations.

We first compared COME using three different optimisation algo-
rithms namely Genetic Algorithm, Particle Swarm Optimisation, and
Differential Evolution, which are denoted COME-GA, COME-PSO, and
COME-DE respectively. For all three methods, we set the maximum
number of generations as 50, and the population size as 100. For COME-
GA, the crossover and mutation probability were set as 0.8 and 0.2,
respectively. For COME-PSO, the cognitive and social parameters c1 and
c2 were set to 0.5 and the inertia parameter w was set to 0.9. For COME-
DE, the scaling factor F was set to 2.0, and the crossover rate CR was set
to 0.7 [40,41]. The proposed method was also compared with some
benchmark algorithms in terms of classification accuracy and F1 score.
We chose 2 well-known ensemble methods namely Random Forest and
XgBoost in which each method included 200 classifiers. These algo-
rithms were shown to be top-performing methods based on the experi-
ments in [2]. We also chose two multiple layer ensemble models as the
benchmark algorithms: gcForest [4] and MULES [2]. For gcForest, 4
forests with 200 trees in each forest like in the original papers were
implemented while the parameters of MULES were set similarly to the
original papers. We also choose Multiple Linear Regression (MLR) [42],
a popular weighted combining ensemble learning method, as a bench-
mark algorithm.

We used the Friedman test to test the null hypothesis “the perfor-
mance of the benchmark algorithms and proposed methods is equal”. In
this study, the significant threshold was set to 0.05. If the P-value of this

test is smaller than a significant threshold, we reject the null hypothesis,
whichmeans there is a difference in the performance results. In this case,
we compared each pair among 6 methods by using the Nemenyi post-
hoc test [43].

4.2. Comparisons between different optimisation algorithms

Table 3 shows the accuracy of COME-GA, COME-PSO, and COME-
DE. It can be seen that COME-DE achieves the best results on 22 out
of 30 datasets while the others also have high performance on several
datasets. On the Balance, Breast-Tissue, Colon, Embryonal, Heart, and
Madelon datasets, the differences between COME-DE and the other two
methods are significant. For example, on Breast-Tissue, COME-DE ob-
tains an accuracy of 0.7813, which is higher than that of the second-best
(COME-GA) by 6.25%. Similarly, on the Colon dataset, the accuracy of
COME-DE is 0.8421 while both COME-GA and COME-PSO only achieve
a score of 0.6842. On many other datasets, COME-DE also obtains the
best score, however, the difference is not as large as those datasets. For
example, on the Wine-Red dataset, COME-GA obtains an accuracy of
0.6854, which is higher than the second best (COME-PSO) at just around
0.83%. On 8 datasets (Cleveland, Fertility, Leukemia, Newthyroid,
Sonar, Tic-Tac-Toe, Titanic, and Vertebral-3C), COME-DE shares the
best position with one or two other methods. For example, on the Titanic
dataset, all three methods have a score of 0.7595, while on the
Vertebral-3C dataset, both COME-DE and COME-PSO have an accuracy
of 0.8495, while COME-GA only obtains a score of 0.8387. On several
datasets, the performance of COME-DE is lower than that of COME-GA
and COME-PSO. For example, the accuracy of COME-GA on the Plant-
Margin dataset is 0.85, which is higher than that of COME-DE by
around 0.023. However, in most instances, the performance differences
between the methods are not substantial. An example is Electricity-
Normalised, in which the best-performing method is COME-PSO at
0.932, while COME-DE has a score of 0.9311, which is only slightly
worse compared to COME-PSO.

The F1 scores of COME-GA, COME-PSO, and COME-DE are shown in
Table 4. Similar to the results concerning accuracy score, COME-DE

Table 3
The comparison of the accuracy of COME with GA, PSO, and DE.

Dataset COME-GA COME-PSO COME-DE

Balance 0.9202 0.9202 0.9681
Banana 0.8981 0.8994 0.9013
Breast-Tissue 0.7188 0.6875 0.7813
Cleveland 0.6222 0.6000 0.6222
Colon 0.6842 0.6842 0.8421
Conn-Bench-Vowel 0.9811 0.9874 0.9811
Contraceptive 0.5362 0.5837 0.5814
Electricity-Normalised 0.9288 0.9320 0.9311
Embryonal 0.5000 0.6111 0.6667
Fertility 0.9333 0.9333 0.9333
GM4 0.9967 0.9900 1.0000
Heart 0.8519 0.8272 0.8765
Isolet 0.9564 0.9543 0.9534
Leukemia 0.9545 0.9091 0.9545
Madelon 0.7650 0.7517 0.7983
Mammographic 0.8554 0.8434 0.8594
Multiple-Features 0.9767 0.9833 0.9850
Musk1 0.8811 0.8881 0.8671
Musk2 0.9909 0.9924 0.9934
Newthyroid 0.9692 0.9692 0.9692
Penbased 0.9955 0.9958 0.9951
Phoneme 0.902 0.9069 0.9051
Plant-Margin 0.85 0.8375 0.8271
Ring 0.9802 0.9793 0.9811
Satimage 0.9342 0.9332 0.9358
Sonar 0.9365 0.9048 0.9365
Tic-Tac-Toe 0.9931 1.0000 1.0000
Titanic 0.7595 0.7595 0.7595
Vertebral-3C 0.8387 0.8495 0.8495
Wine-Red 0.6688 0.6771 0.6854

Table 4
The comparisons of the F1 score of COME with GA, PSO, and DE.

Dataset COME-GA COME-PSO COME-DE

Balance 0.8681 0.8783 0.9426
Banana 0.8968 0.8981 0.9003
Breast-Tissue 0.6912 0.6629 0.7650
Cleveland 0.2891 0.2838 0.3013
Colon 0.5250 0.5250 0.8081
Conn-Bench-Vowel 0.9833 0.9891 0.9814
Contraceptive 0.5183 0.5450 0.5514
Electricity-Normalised 0.9270 0.9303 0.9292
Embryonal 0.4582 0.5786 0.6250
Fertility 0.7321 0.7321 0.7321
GM4 0.9969 0.9907 1.0000
Heart 0.8363 0.7975 0.8635
Isolet 0.9567 0.9544 0.9538
Leukemia 0.9454 0.8854 0.9454
Madelon 0.7650 0.7513 0.7983
Mammographic 0.8554 0.8433 0.8594
Multiple-Features 0.9761 0.9827 0.9843
Musk1 0.8796 0.8874 0.8650
Musk2 0.9823 0.9854 0.9874
Newthyroid 0.9453 0.9453 0.9548
Penbased 0.9955 0.9958 0.9952
Phoneme 0.8825 0.8867 0.8851
Plant-Margin 0.8475 0.8307 0.8177
Ringnorm 0.9802 0.9793 0.9811
Satimage 0.9191 0.9176 0.9214
Sonar 0.9357 0.9028 0.9361
Tic-Tac-Toe 0.9921 1.0000 1.0000
Titanic 0.7059 0.7059 0.7059
Vertebral-3C 0.7573 0.7870 0.7772
Wine-Red 0.3245 0.3270 0.3252
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achieves the highest scores on a significant number of datasets. The
highest difference in performance between COME-DE and the other two
methods is in the Colon dataset, in which COME-DE obtains a score of
0.8081, which is higher than both COME-GA and COME-PSO by 0.2831.
On five other datasets, namely Balance, Breast-Tissue, Embryonal,
Heart, andMadelon, COME-DE also perform significantly better than the
others, with an average difference of 4.934%. Unlike the results related
to accuracy score, in this case, only four datasets (Fertility, Leukemia,
Tic-Tac-Toe, and Titanic) in which COME-DE shares the first position
with other methods. There are five datasets in which COME-GA obtains
the best results (Fertility, Isolet, Leukemia, Plant-Margin, and Titanic),
however, the average difference between COME-GA and the second best
on these datasets is only 0.382%. Similarly, COME-PSO has the highest
F1 score on 10 datasets, however, its performance is the same as COME-
DE on three datasets (Fertility, Tic-Tac-Toe, and Titanic). For the
remaining datasets, COME-PSO only scored higher than COME-DE by
around 0.0064 on average.

Figs. 6 and 7 show the Nemenyi test for the accuracy and F1 score of
COME-GA, COME-PSO, and COME-DE. In both cases, it can be seen that
COME-DE is better than COME-GA and that COME-DE ranks first, fol-
lowed by COME-PSO and COME-GA, however, there is no statistical
difference between COME-DE and COME-PSO.

Fig. 8 shows the number of optimal layers found by COME-GA,
COME-PSO, and COME-DE. On average, all three methods found the
same number of optimal layers, however on some datasets, some
methods found more layers compared to the other methods. There are 9
datasets where all three methods found just one optimal layer and 4
datasets where 2 layers are considered optimal by all three methods. In
contrast, on the Colon dataset, COME-DE found 7 layers to be optimal
while both COME-GA and COME-DE found only 1 layer. In this case,
according to Table 3 and 4, COME-DE obtains a much better score
compared to COME-GA and COME-PSO. Another example is Balance, in
which COME-DE found 3 layers and obtained an accuracy of 0.9681, as

opposed to COME-GA and COME-PSO which only found 2 layers while
achieving an accuracy of just slightly over 0.92. However, on the Pen-
based dataset, even though COME-DE found more layers compared to
COME-GA and COME-PSO, the accuracy is slightly lower than that of
these two methods. COME-GA and COME-PSO also found many more
layers compared to the other methods on several datasets. For example,
on the Contraceptive dataset, the optimised ensemble found by COME-
PSO has 8 layers, compared to just 4 layers by COME-GA and 2 layers
by COME-DE.

Table 5 shows the optimisation time (in hours) of COME-GA, COME-
PSO, and COME-DE. COME-DE requires the most time for optimisation
on most datasets, however, the differences in time on many datasets are
negligible. On the Isolet dataset, COME-DE took 100 h compared to just
around 63 and 36 h for COME-GA and COME-PSO, while on the Plant-
margin dataset, COME-DE took 119 h, which is significantly higher as
that of COME-PSO. However, for other datasets, the difference in opti-
misation time between COME-DE and the other two methods are not
very significant. For example, on the Balance dataset, COME-DE took 1.5
h, which is higher than COME-GA and COME-PSO by just 0.5 and 1.0 h
respectively. There are five datasets in which COME-GA requires more
time than COME-DE (Breast-Tissue, Cleveland, Mammographic, Musk2,
Wine-Red) and two datasets for COME-PSO (Contraceptive and Verte-
bral). It should be noted that although COME-DE might require more
time compared to the other two methods, it provides better results on
many datasets.

4.3. Comparisons with the benchmark algorithms

Next, we compared COME-DE with the following benchmark algo-
rithms: gcForest, Random Forest, XgBoost, MULES, and MLR. For the
following experiments, COME-DE is now denoted as COME.

Figs. 9 and 10 show the Nemenyi test for the accuracy and F1 score of
COME and the benchmark algorithms. In both cases, COME is better

Fig. 6. Nemenyi test for the accuracy of COME with GA, PSO, and DE
COME-DE > COME-GA.

Fig. 7. Nemenyi test for the F1 score of COME with GA, PSO, and DE
COME-DE > COME-GA.
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Fig. 8. Number of optimal layers found by COME-GA, COME-PSO, and COME-DE on experimental datasets.
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than MULES, XgBoost, gcForest, and Random Forest. Additionally,
concerning accuracy, MLR is better than XgBoost, gcForest, and Random
Forest, while for the F1 score, MLR is better than MULES, gcForest, and
Random Forest. On the other hand, there is no statistical difference
between COME and MLR. For both the accuracy and F1 score, COME
ranks first followed byMLR. For accuracy, MULES has the third rank and
XgBoost has the fourth rank, while for the F1 score, the ranks are
reversed. gcForest and Random Forest are consistently the lowest-
ranking methods in both cases.

Table 6 shows the accuracy of the proposed method and the
benchmark algorithms. It can be seen that COME has the highest scores
on most datasets, while amongst the benchmark algorithms, MLR has
the highest number of first places. COME achieves the highest difference
compared to the benchmark algorithms on the Balance dataset, in which
the accuracy of COME is 0.9681, which is higher than the second-best
method (MLR) by around 10%. Another dataset in which the differ-
ence is significant is Breast-Tissue, where COME has an accuracy of
0.7813 while most of the benchmark algorithms only achieve a score of
0.7188. There are 6 datasets (Colon, GM4, Leukemia, Newthyroid, Tic-
Tac-Toe, Vertebral-3C) where COME’s performance is the same as some
other benchmark algorithms. gcForest shares the highest accuracy on
GM4 (1.0) and Newthyroid (0.9692), with COME. XgBoost achieves the
highest score on just one dataset (Newthyroid) at 0.9692, which is the
same score as that of COME, gcForest, and MLR. Although there are 4
datasets where Random Forest obtains the highest accuracy, the scores
of Random Forest are the same score as those of COME on 3 datasets
(Colon, Leukemia, and Vertebral-3C). Additionally, among the bench-
mark algorithms, MLR performs the best where it achieves the highest
accuracy on 10 datasets, but 5 of the highest scores are shared by COME
as well.

Table 7 shows the F1 score of COME and the benchmark algorithms.
It can be seen that COME achieves first or equal first place on 20 out of

Table 5
Optimisation time of COME with GA, PSO, and DE (in hours).

Dataset COME-GA COME-PSO COME-DE

Balance 1.0975 0.6010 1.5023
Banana 3.0058 3.1760 4.8259
Breast-Tissue 0.7645 0.6840 0.6196
Cleveland 0.8904 0.5556 0.8308
Colon 0.3836 0.6191 2.0441
Conn-Bench-Vowel 1.4069 1.1531 1.4452
Contraceptive 2.5370 3.7200 1.8606
Electricity-Normalised 24.556 23.1680 35.5188
Embryonal 0.9977 1.7581 1.8373
Fertility 0.1703 0.1812 0.2069
GM4 2.4926 3.0685 3.5406
Heart 0.2462 0.2670 0.3061
Isolet 63.3973 36.4517 100.1772
Leukemia 0.6926 1.4652 1.4659
Madelon 5.8683 5.8151 12.7560
Mammographic 1.2879 0.8617 0.8208
Multiple-Features 6.1392 6.8573 8.7926
Musk1 1.0331 0.7663 0.8015
Musk2 25.2961 11.0347 17.4254
Newthyroid 0.2970 0.2786 0.3264
Penbased 18.7128 26.6560 29.8070
Phoneme 5.2769 3.3581 5.3429
Plant-Margin 100.0346 79.9919 119.3066
Ring1 6.6760 5.6050 9.6177
Satimage 7.7718 6.0654 10.1016
Sonar 0.37635 0.3245 0.5215
Tic-Tac-Toe 0.701825 0.5334 0.8900
Titanic 0.5451 0.4233 0.6711
Vertebral-3C 0.3206 0.4777 0.4530
Wine-Red 4.42855 3.2037 3.1914

Fig. 9. Nemenyi test for the accuracy of COME and the benchmark algorithms
COME > MULES, XgBoost, gcForest, Random Forest
MLR > XgBoost, gcForest, Random Forest.

Fig. 10. Nemenyi test for the F1 score of COME and the benchmark algorithms
COME > XgBoost, MULES, gcForest, Random Forest
MLR > MULES, gcForest, Random Forest.
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Table 6
The comparison of COME and benchmark algorithms for the accuracy.

Dataset COME gcForest Random Forest XgBoost MULES MLR

Balance 0.9681 0.8564 0.8085 0.8457 0.8351 0.8617
Banana 0.9013 0.8654 0.8365 0.8969 0.8899 0.8943
Breast-Tissue 0.7813 0.6875 0.7188 0.7188 0.7188 0.7188
Cleveland 0.6222 0.6222 0.6333 0.5889 0.5889 0.5778
Colon 0.8421 0.7368 0.8421 0.7895 0.7368 0.7895
Conn-Bench-Vowel 0.9811 0.6415 0.6101 0.8239 0.8050 0.9874
Contraceptive 0.5814 0.5566 0.5588 0.5701 0.5724 0.5747
Electricity-Normalised 0.9311 0.7998 0.7745 0.8529 0.9325 0.9255
Embryonal 0.6667 0.5000 0.3889 0.5000 0.6111 0.5000
Fertility 0.9333 0.9000 0.9000 0.9000 0.8667 0.9000
GM4 1.0000 1.0000 0.9767 0.9033 0.9967 1.0000
Heart 0.8765 0.8272 0.8025 0.7531 0.7654 0.8519
Isolet 0.9534 0.8141 0.7534 0.9462 0.9517 0.9543
Leukemia 0.9545 0.9091 0.9545 0.9091 0.9545 0.9545
Madelon 0.7983 0.6350 0.6200 0.7000 0.7717 0.8000
Mammographic 0.8594 0.8394 0.8514 0.8233 0.2811 0.8394
Multiple-Features 0.9850 0.9783 0.9733 0.9800 0.9767 0.9833
Musk1 0.8671 0.8531 0.8042 0.8322 0.8671 0.8671
Musk2 0.9934 0.9510 0.8944 0.9768 0.9727 0.9909
Newthyroid 0.9692 0.9692 0.9538 0.9692 0.9385 0.9692
Penbased 0.9951 0.8957 0.8357 0.9897 0.9912 0.9955
Phoneme 0.9051 0.8181 0.8033 0.8570 0.9014 0.9100
Plant-Margin 0.8271 0.5333 0.4813 0.7167 0.7646 0.8167
Ringnorm 0.9811 0.9635 0.9270 0.9707 0.9658 0.9770
Satimage 0.9358 0.8695 0.8576 0.9120 0.9244 0.9337
Sonar 0.9365 0.8254 0.8413 0.8413 0.8254 0.8730
Tic-Tac-Toe 1.0000 0.8160 0.8056 0.9861 0.9792 1.0000
Titanic 0.7595 0.7474 0.7534 0.7504 0.7716 0.7504
Vertebral-3C 0.8495 0.7957 0.8495 0.8280 0.8280 0.8280
Wine-Red 0.6854 0.5854 0.5938 0.6375 0.6750 0.6688

Table 7
The comparison of COME and the benchmark algorithms for the F1 score.

Dataset COME gcForest Random Forest XgBoost MULES MLR

Balance 0.9426 0.6985 0.5664 0.5970 0.5863 0.6056
Banana 0.9003 0.8646 0.8341 0.8956 0.8890 0.8929
Breast-Tissue 0.7650 0.6389 0.7037 0.6989 0.6962 0.7013
Cleveland 0.3013 0.2559 0.2571 0.3016 0.2555 0.2642
Colon 0.8081 0.6360 0.8081 0.7286 0.6360 0.7286
Conn-Bench-Vowel 0.9814 0.6442 0.6134 0.8208 0.8089 0.9891
Contraceptive 0.5514 0.5244 0.5204 0.5461 0.5224 0.5335
Electricity-Normalised 0.9292 0.7961 0.7571 0.8483 0.9306 0.9235
Embryonal 0.6250 0.4109 0.3378 0.4582 0.5786 0.4109
Fertility 0.7321 0.4737 0.4737 0.6727 0.4643 0.4737
GM4 1.0000 1.0000 0.9738 0.8955 0.9963 1.0000
Heart 0.8635 0.8056 0.7817 0.7271 0.7502 0.8363
Isolet 0.9538 0.8102 0.7369 0.9462 0.9518 0.9545
Leukemia 0.9454 0.8854 0.9454 0.8854 0.9454 0.9454
Madelon 0.7983 0.6248 0.6196 0.6996 0.7717 0.7999
Mammographic 0.8594 0.8390 0.8506 0.8231 0.2795 0.8394
Multiple-Features 0.9843 0.9775 0.9731 0.9803 0.9759 0.9825
Musk1 0.8650 0.8513 0.7980 0.8292 0.8669 0.8658
Musk2 0.9874 0.8968 0.7163 0.9538 0.9447 0.9824
Newthyroid 0.9548 0.9453 0.9260 0.9453 0.9052 0.9453
Penbased 0.9952 0.8961 0.8318 0.9897 0.9912 0.9955
Phoneme 0.8851 0.7822 0.7566 0.8280 0.8794 0.8909
Plant-Margin 0.8177 0.4914 0.4499 0.7001 0.7520 0.8065
Ringnorm 0.9811 0.9635 0.9266 0.9707 0.9658 0.9770
Satimage 0.9214 0.8322 0.8092 0.8932 0.9035 0.9197
Sonar 0.9361 0.8209 0.838 0.8393 0.8225 0.8714
Tic-Tac-Toe 1.0000 0.7715 0.7383 0.9841 0.9763 1.0000
Titanic 0.7059 0.6441 0.6966 0.6662 0.7143 0.6662
Vertebral-3C 0.7772 0.6809 0.7660 0.7395 0.7436 0.7527
Wine-Red 0.3252 0.2620 0.2517 0.3535 0.3226 0.3248
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30 datasets. On several datasets, COME obtains substantially better re-
sults than the benchmark algorithms, i.e. on the Balance dataset, COME
obtains an F1 score of 0.9426 while the scores of the benchmark algo-
rithms are between 0.5664–0.6985, Breast-Tissue (0.765 vs
0.6389–0.7037), Colon (0.8081 vs 0.6360–0.7286, except Random
Forest), Fertility (0.7321 vs 0.4643–0.6727). gcForest, Random Forest,
XgBoost, and MULES achieve highest scores on 1, 2, 2, and 4 datasets
respectively, but several of these highest scores are also shared by
COME, or the difference with the second-best method is not large.
Although MLR achieved the highest scores on 8 datasets, 3 highest
scores are shared with COME, while the remaining 5 highest scores are
not substantially larger than the 2nd highest scores achieved by COME.

The training time of COME is significantly higher than those of the
other benchmark algorithms, except MULES. For example, on the Tic-
tac-toe dataset, MULES and gcForest took 0.8761 h and 0.0867 h for
training, respectively, while COME took 0.89 h. Several factors
contribute to this difference. Firstly, both COME and MULES solve S
optimization problems for the ensemble of S layers to find optimal
connections in each layer. These algorithms use evolutionary-based
approaches to search for optimal solutions, involving the evaluation of
numerous candidates in multiple generations, which increases training
time. Furthermore, COME uses 30 machine learning algorithms in each
layer to train classifiers, whereas MULES employs only 5 classifiers per
layer as in the original paper [2]. This further extends COME’s training
time compared to its counterparts. On the other hand, the test time of
COME is lower than that of MLR on datasets where the optimal number
of layers is just one (e.g., Banana, Embryonal, Fertility, GM4, Heart,
Leukemia, Madelon, Multiple Features, Musk1, Plant-Margin, and
Titanic). This is due to the retention of a subset of connections between
training data and classifiers, resulting in fewer classifiers being used in
COME, whereas MLR uses all 30 classifiers in the ensemble. For other
datasets, COME’s testing time exceeds that of MLR because it generates
more layers with 30 classifiers each. Compared to gcForest, COME’s
testing time is substantially higher. For instance, on the Balance and
Madelon datasets, gcForest took 0.1406 and 0.2188 s, respectively,
while COME took 0.3032 and 0.682 s.

5. Conclusions

In this paper, we introduced COME, a novel multi-layer ensemble of
classifiers. In COME, each classifier at a specific layer is connected to
some classifiers from the previous layer. The connection between two
classifiers in two layers indicates that the output of the classifier in the
previous layer serves as the input for the classifier in the current layer.
The Sum Rule combines predictions from the last layer to produce final
predictions. We search for the optimal set of connections in the multi-
layer ensemble to maximise the classification accuracy. We first enco-
ded the connections between layers by using a binary encoding scheme.
We then used Differential Evolution, one of the most popular evolu-
tionary computation-based methods, to find the optimal encoding which
exactly is the optimal set of connections for multi-layer ensemble sys-
tems. For each candidate, the accuracy on a validation set is used as the
fitness criteria. In our work, the optimisation algorithm only plays a role
to solve the optimisation problem in Eq. (7). Thus, it is note that not only
DE but also any optimisation algorithms can be used in our method. We
focused on developing a novel multi-layer ensemble algorithm based on
the idea of connections between classifiers in two consecutive layers
instead of developing a new optimisation algorithm.

To evaluate the performance of COME over benchmark algorithms,

we conducted experiments on 30 datasets from the UCI Machine
Learning Repository and OpenML.We first evaluated the performance of
COME with three different optimisation algorithms, DE, GA, and PSO.
The experimental results indicated the outperformance of DE when
working in COME compared to the others. More specifically, COME-DE
obtains the best accuracy and F1 scores on more than 20 datasets.
Notably, on some datasets, COME-DE has higher results compared to
COME-Gaand COME-PSO by more than 6%. Additionally, we compared
the results of our proposed ensemble with several state-of-the-art
ensemble learning algorithms, namely gcForest, Random Forest,
XgBoost, MULES and MLR. The experimental results demonstrate the
effectiveness of our proposed ensemble.

There are a number of potential future directions for our proposed
ensemble. Firstly, by parallelising the candidate evaluation during the
DE optimisation procedure on GPUs [44] our proposed ensemble can
achieve considerable reductions in computational time. Secondly, our
current multi-layer ensemble follows a sequential structure where out-
puts from one layer feed into the next. Enhancements could be made by
exploring new types of connections in the multi-layer ensemble, such as
skip-connection, or by finding new ways to enhance the input data for
each layer, such as training the classifiers on different subsets of features
or data. Thirdly, adapting our ensemble for various scenarios such as
incremental learning or data stream-based learning is another avenue.
This involves developing methods for the ensemble to adjust its
configuration with new data arrivals, balancing accuracy, and time
considerations during updates.
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Appendix Notation table

Notation Explanation

xn =
(
xn1,xn2,…,xnD

)
The D − feature vector of the nth training instance

ŷn The true label of the nth training instance
D¼

{(
xn , ŷn

)}
The training set

X =

⎡

⎢
⎢
⎣

x11, x12,…, x1D
x21, x22,…, x2D

…
xN1 , xN2,…, xND

⎤

⎥
⎥
⎦

The set of all training instances

Y =

⎡

⎢
⎢
⎣

ŷ1
ŷ2
…
ŷN

⎤

⎥
⎥
⎦

The ground truth of all training instances

h A hypothesis (i.e. classifier)
{hk} The set of K hypotheses
K = {K k} K learning algorithms
C The combining algorithm
h̃ = C{{hk},k = 1,…,K} The final decision (after the combining procedure)
{
h(i)k , k= 1,…,K

}
for i = 1,…,S The K classifiers in the ith layer in a multi-layer ensemble with S layers

p(1)k,m(xn) The prediction of the kth classifier in the first layer that observation belongs to the class label ym

P(1)(xn) =
[
p(1)1,1(xn), p

(1)
1,2(xn),…,p(1)K,M(xn)

]
The prediction vector by the classifiers in the first layer for observation xn

P 1 =
[
P(1)(x1) P(1)(x2) … P(1)(xN)

]T The prediction vectors by the classifiers in the first layer for all observations in the training set

Concatenation operator

P i The prediction vectors by the classifiers in the ith layer for all observations
P train

i The prediction vectors by the classifiers in the ith layer for all observations in the training set
P val

i The prediction vectors by the classifiers in the ith layer for all observations in the validation set

The input data L i for the (i+ 1)th layer

p(S)k,m(x) The probability assigned by the kth classifier in layer S of the ensemble for the mth class.

T The number of cross-validation folds

E1 =
[
e(1)0,k,k = 1…K

]
The binary encoding for the 1st layer

Ei =
[
e(i)j,k ,k = 1…K, j = 0…K1

]
(i = 2, ...,S) The binary encoding for the ith layer

e(i)j,k Denotes whether there is a connection between jth classifier at (i − 1)th layer and kth classifier at the ith layer. (j ∕= 0)
If j is zero: Denotes whether there is connection from training data to the kth classifier at the ith layer.

V i The validation set at the ith layer
| ⋅ | The cardinality of a set
⟦.⟧ The indicator function, which is equal to 1 if the condition is true, else returns 0.
popSize The population size
maxGen The maximum number of generations
obj(. ) The objective function
ui,d The dth dimension of the ith candidate in the DE algorithm
ur(t) The rth candidate at time t in the DE algorithm
uoff (t) The offspring created at time t in the DE algorithm
utr,d(t) The dth dimension of the trial vector at time t
F The scaling factor
CR The crossover rate
rand() The random function (within the [0, 1] range)
H i The ensemble of classifiers of ith layer
Tstop Number of maximum layers
TearlyStopping Number of early stopping epochs
Kprev Number of classifiers used in the previous layer
ei,r1j,k

The (j,k) entry of the r1th candidate of the binary encoding at the ith layer.

eoffj,k
The (j,k) entry of the offspring of the binary encoding.

etrj,k The (j,k) entry of the trial vector of the binary encoding.
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