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SUMMARY

This thesis describes the design and construction
of an automatically patched, general purpose,
digital stochastic computer. Also described are
the automatic patching system and the software
which has been written to operate the machine in

conjunction with a PDP/8E minicomputer.

Some applications of the machine are investigated

and suggestions as to further work are made.
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INTRODUCTION

In 1965, research teams working independently in the
fields of pattern recognition and machine learning,

suggested a new approach to digital computation.

They found that by usincg standard digital gates and
counters, and using probability to represent the
variables, they could build analogue tyre modules

and combine them to form a stochastic computer.

In certain applications, such as process control, the
amount of data to be processed simultaneously is so

large that normal computation methods result in intolerable
computation times. Digital computers may be very
accurate, but are generally slow for on-line applications,
because they use sequential operatioﬁs for addition,
subtraction, etc. Analogue machines are inaccurate when
large systems are used, because of the build up of drift
errors and offset errors in the amprlifiers. The solution

time however, is virtually instantaneous.

Both systems have their advantaces and disadvantages.

The digital stochastic computer, it is hovred, combines

the advantaces of both - the fast processing time of

the analoocue machine with the accuracy of the digital
machine. It does this by using standard digital inteqrated
circuits arranged to form modules of analogue type, such

as summers, multipliers and integrators.

The stochastic computer does not represent its variahles
as a binary number as in a normal digital computer, nor
as a voltage level as used in an analogue machine, but

uses the probability that the voltage on a line will be

a logic 1 or a logic O after any clock pulse.

A variable reoresented hy this method will have a mean
pProbability corresponding to its value, and a variance
about this mean. By using parallel processing of many

variables, /



variables, the stochastic computer makes computation time
faster than the digital computer. This time, however,

is slower than the analogue machine, since probability

must be measured over a finite time for reasonable accuracy.
A graph, showing the relative areas of use of analogue,

stochastic and digital comvuters is shown in Figure (i).

The value of a variable represented as a stochastic sequence
will also he less accurate than that of a digital computer
using the same number of bits, but will be more accurate

than an analogue computer.

The digital stochastic computer, DISCO, to be described
later, (DISCO is an acronym for DIgital Stochastic COmputer)
is run under the supervision of a PDP8/E minicomputer
through standard digital input/output interfaces. All
operations are controlled via a visual display unit
consisting of an alphanumeric displav on a cathode ray

tubhe and a standard keyboard. The interconnection of

the stochastic modules; the setting uv of initial conditions
on the integrators, and the reading of results, are all
controlled from the V.D.U.

All the software written to control these operations,
has been written in machine language, since no readily
available programming language provided the flexibility
and ease of communication that was required. All the
machine language programs, to control DISCO, and the

V.D.U., are included for reference in Appendix I.
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CHAPTER 1

REVIEW OF STOCHASTIC COMPUTATION

A stochastic computer can perform all the standard operations
that can be accomplished by an analogue computer, such as
integration, multiplication, etc. These operations are

performed using standard TTL logic in simple configurations.

i - ; 2;%,8,9
Stochastic Vabnlnqs< 3,8,9)

Stochastic variables are represented by a clocked sequence

of logical ones and zeros on a line. Their value is

" determined by the probability of a logic 1 occurring on

that line at anyv particular time. In this way, variables
with a value between nought and one can be represented
directly, with zero being a constant logic O on the line,
and one a constant logic 1. A half would be represented
by there being an equal chance of a one or zero occurring.

The mapping that is used in this case (ie, unipolar) is
p(on) = E/V OS ESV

where E is the value of the variable, and V is the maximum

value to be represented.

This of course, does not give an entirely accurate revnre-
sentation of the variable, but has a binomial distribution -
about its mean value. When negative cuantities have to

be represented, as well as positive guantities, one of

two methods are normally used. These are single line

bipolar and dual line hipolar.

2 Single line bipolar

°

"In this method of representation, the value of
the variable, whether positive or negative, is
represented on a single line. This is done by

using the mavrping
F\
=l =
p(on). 5 %.V

where p(on) is the probakility that a one will
oeeur, V is the maximum value that may be repre—

sented, and E is the variable to be represented.

A/
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A variable may therefore lie in the range -V to +V.
In the case when E = -V, the probability p(on)

will always be zero. When E = +V, p(on) will always
be one. In this representation, zero will bhe

represented by

=
Il
N
+
N
<l0o
|
N

1
+°2-n

Nof

p(on) = X

~

2. Dual line bipolar

In this case, two lines are used to represent a
variable, one for positive quantities and the other
for negative quantities. If the quantity to be
represented is positive, then

= E
p(UP) = g

p(DOWN) = O
and if the guvantity is negative,
p(UP) = O

\ = B
p (DOWN) v

In this representation, if the variable is zero,

both the up and down lines will be at logic O.

For the machine to be described, the single line bipolar
)

mapping was adoptedf8 This mapping requires less hardware

for implementation and thus kept down costs, and simplified

construction.

The basic elements used in the stochastic computer, are
the inverter, summer, multiplier, squarer, and integrator.

The operation of these elements is explained helow.

Q)
Inverter — Figure l.l(

This element simply negates the input sequence to give the
negative of the number. If the input probability is p
then -

pL=l-p
where p' is the output probability since p' + p = 1.

T/



If we substitute the maprping p(on) = % + %.% ~then
. E' = -E
(&,8)

The Summer - Figure 1.2

This element has two inputs and one output, which is the
normalised sum of the two inputs. The inputs are

effectively switched through to the output by a stochastic

- sequence with the probabhility of l. The result iss

2
p(out) = Zp(a) + 2p (B)

Substituting the single line bipolar mapping:-
B E E

r il e anbie
gtoy = .30 + 5.5+ 35.5)
0. i 1Ty
» g LT o e
OE—l
sa oo oo By ¥ oEQ)

The factor of % allows for the condition that the inputs

may be greater than % which would result in the output

being meaningless.

, : A &)
The Multiplier - Figure 1.3

This element also has two inputs and brovides a normalised
output. The circuit is effectively an inverted exclusive-
OR. The output is a logic 1 if the two inputs are either

both ones or zeros.:
plont) = p@)p(B) + Al-= p(A) ). (l-—-p(B))

Substituting:-/



Substituting:»n

4 E 4
s e Rt a e Bin i
S ey = lstgeRis TSy 3 AT\ oy
g ey
mice AR S SN
o E .Eq
e sl Vi

The output is normalised by the division of V.

: (3,8)
The Sauarer - Figure 1.4

It is not possible to obtain the square of a number by
simply connecting the two inputs of a multiplier together,
This would result in the output always being at logic 1.
It is necessary that the input sequences to a stochastic
element be completely indevendent to achieve unbiased
results., In this case, however, all that is reqguired is
to delay the sequence by one clock pulse, and use the
resulting sequence, and the original seguence as the
inputs to a multiplier. The scauarer then becomes an

element with only one input and one output.

As will be explained subsequently, due to modifications
made to the PRBS generators in DISCO, this method of
squaring is not possible.

(a,8)

The Integrator - Fiqures 1.5, 1.6

Integration is performed by using twelve bit binary up/
down counters, since it is necessary to integrate negative
as well as positive guantities. Figure 1.5 shows a

simple integrator whose input is connected to the up line,
and the inverse connected to the down line. Therefore,

1f 5 oné is received, it counts up, and if a zero is
received, it counts down.: It cannot stay in the same state

for two successive clock pulses.

TE



If we assume that the counter has N+l1 states in the range
-1 to +1, and that the input sequence is stochastic and

conforms to the mapping

1 1= B
p(on) = -2— + -2-'.{;
then:—
Sale
p (UP) S + 5T
R o
P (DOWN) =i 505

Let us sav that the counter starts in some arbitrary
state I (0), then after m clock pulses, the expected

output will be:

m
I(m) = I(0) + L (p(UP)n = p(DOWN)n).x
n=0

where x represents the value of one change of state of

the counter.

E m
JooDm) =00) + I (450 - 1.5 .x
n= '
nm .F'
s i) = 1(0) 4+ Z (6).x
n=0
But x = % SO
; m
M) =T() +2 3 £E
N v
n=0
m
o 2 BT
= TR N.T . v
n=0

where T is the time for one clock period. 'The clock period

is high, in the order of 1MHz, so that T = 1/10° = 10~ %s,

and so we can say T - dt.

£
. LA 2 ()
.. I(t) S 0(0) + 5= J; =5+ at

t

e ek e v x m(©) + ﬁ%f—ﬂ: E (t)dt

t X
. = 2
[ 3 ] Eout e E(O) + N-T fo F(t)dt ——————————————

We /
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We now see that the expected value of the output from the
integrator is the starting value plus the time integral

of the input, multiplied by a factor which is proportional
to the clock frequency, and inversely proportional to the

number of states in the integrator minus one.

A modification to the integrator can be made, Figure 1.6,
to make it a two input device. These two inputs are summed

and then integrated as can be shown:—

. m
T(m) = M(O) + I (p(UP)_ - p(DOWN)_).x
- n n
" m : i
w o cHAM) = 0L (0) il (p (R)up(BY Sip (K)o p(B)) %
n=0 -
. m E E
e Tm) = T0) 4 3 (G . GreD)
n=0 :
E E
e o
G557 G5.57)) -x
. m B E
: I A B
S T =T) + I 2R+ By
o

£ E, E
A A ‘B
M(t) = I 1 A=
(t) e 1g i o P aE
. 1 t
e ET._g'(EA # Edt  mmmmmmmemeeeee o a2

As the above shows, it is very easy to add, multiply, etc.
using stochastic elements. The variable inputs, which may
be available in either digital or analogue form, must now

be canverted into stochastic sequences.

Conversion from analogue to stochastic may be done using

(&)

the ‘eircuit in Figure 1.7: This involves thé use of
what is called a true noise source, such as a microplasma
diode. This is compared with the analogue signal ina
comparator which will give a logic 1 out, if the analogue

voltage is greater than the true noise source voltage,
and / =
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and a logic O.out, if it Is not. This method "has the
advantage that all sequences generated will be completely

independent.

Digital to stochastic conversion may be performed in one
of two ways. A digital to analogue converter may be used
to provide an analogue signal, and then used in the above
method (Figure 1.8), or the digital number may be compared
directly with a pseudo random number in a digital
comparator (Figure 1.9)@”@This works in the same way as

in the analogue comparator in that it produces a logic 1
if the digital number is greater than the pseudo random

number.

The operations in the computer are performed using these

- sequences, and therefore there must be a conversion of

the outputs to digital or analogue form. These outputs
take the form of a sequence of ones and zeros. To convert
these sequences to an accurate probability, it would be
necessary to count the number of ones occurring over a
long interval of time, and the solution would be the
number of ones that occurred, divided by the number of
clock pulses in that time. This would be a satisfactory
solution for seguences that remain constant, but would
still involve a considerable length of time. For sequences
whose probability is cﬁanging with time, this method would

not be feasible.

The output can be regarded as a steady probability with
an inherent variance, that corresponds to noise on an
analogue signal. A low pass filter is therefore required.
The element used to do this is called the ADDIE (an
acronym for ADaptive DIgital Element??ﬂgThe circuit is
shown in Figure 1.10.  This is, in effect, a two input
summing integrator with negative feedback to give an
exponential average of the inpﬁt sequence. This can be
seen from the following analvsis, assuming a simple

analogue model.

B (L) /



t
1 .
e = (0) + /g (E(1) - E (1))dr
B (£) = =k (E(t) = By (t))
L ) NT O

Taking Laplace transforms:-

ol [ — __].‘. -— 4!
“"LO(Q) = T (E(s) LO(S))
N 1 o
e (S+ETO Eqg(s) = 57 E (s)
1
N
° @ EO(S) 1
(s + ﬁ?f)

1
- F
T ?
E . (s8) = e E(s) = =
9 S(s 4+ -éd =
= NT
Sy
=8 1
(s + 57)
e =1t
Eo(t) = E(1l - exp(ﬁa))

It can now he seen that the output will be exnonentiallyw
weighted with respect to past inputs, and that, if the
number of states of the integrator is increased (M) the
time constant and accuracy will increase with a corres-
ponding decrease in bandwidth. This ADDIE is called

the 'noise' ADDIE, because it uses a pseudo random
binary number to give the feedback sequence. There is

a modified version which uses a binarv rate multiplier
insteéd of a random number source and comparator and is
called the BRM ADDIES§>ThiS is discussed further in

Chapter four:
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. (3.8
Pseudo—Random Binarvy Seguence Generation

Integration, summation and the input and output
interfaces all require either a single random
sequence, or a twelve bit random number. The
sequences must have a probability of a half,

which may be obtained by using pseudo random

binary sequence (PRBS) generators. These generators
consist of N-bit serial shift registers with feedback;
usually taking the form of a single exclusive OR

gate whose inputs are the Nth bit and one other,

which is chosen as follows.

In an n bit shift register, there are o possible
states that it may take. When the feedback is
connected in the correct way, the shift register
will cycle through every possible state except

all zeros. The reason for this being that the all
zeros state is one in which the'shift register would

remain indefinitely.

If the shift register does cycle through every possible
state, this would be called a maximal length sequence.
It is possible to connect the feedback in a different
manner, however, énd the generator mav only cycle

through a small fraction of all possible states. The
generator may also start in a state which is not part

of the final eyclic pattern.

The maximum length that a sequence can have is 2n—l,
where n is the number of bits in the shift register.
Take for example, a three bit PRBS generator. This is
shown in Figure 1.11. The feedback is taken correctly
from bits 1 and 3. The sequence would take the

following form, assuming it was started in state OOLl.

Time /.
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Time Bit 1 Bit 2 Bit 3
0 0 @] 1
1 1 ) 0
2 il 1 O
3 ] iJ: 1
4 0 1 1
5 1 @) 1
S ek otk e SRR o e Ot
7. 0] 0 1

If we take the feedback from bits 1 and 2 however,
the shift register will take the following sequence,

assuming it starts in state OOl.

Time Bit 1 Bit 2 Bit 3
0] O== 0 18

1 Srres 0 0

This reverts to all zeros, and remains there. It
can be shown that the shift register will take a
three state cycle if started in any other state.

This is shown in the state diagram in Figure 1.12.

This shows the general method of PRBS generation
which is used in the stochastic computer, but of
course with much larger shift registers. The

detailed design considerations and construction
peculiar to this particular system are discussed

further in Chapter Four.
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CHAPTER 2

GENERAL SYSTEM ORGANISATION OF DISCO

This chapter describes the general organisation and design
~of DISCO, the factors influencing the particular choice of

construction methcd, and the overall operation of the system.

The DISCO system is shown in Figures 2.1 and 2.2. It is
built using verorack modules and mounted in a standard 19"
rack. Three of the modules contain the complete system,

one being totally utilised for the automatic patching?nand
the other two containing the computing elements and PRBS
generators. Since the stochastic computer is intended to

be a completely flexible system for general purpose simu-
lations, modular construction was envisaged. Each verorack
has thirty-four slots into which cards may be inserted.

To ensure complete flexibility, each of the thirty-four slots
in the lower rack may be used for any type of module whilst
the upper rack contains twelve fixed modules and the PRBS
geﬁerator cards. The individual modules may be summers,
multipliers, inverters, comparators or integrators, each
module being constructed on one verocard. The fixed modules
are assigned to the leftmost twelve slots in the top rack.
There are eight inverters, ten multipliers, and ten comparators,
of which the inverters and multipliers utilise one card each.
The remaining slots are used for the PRBS generators for the

complete system.

Some of the modules require a twelve bit random number, whilst
others only reguire a single bit random sequence. In addition,
modules may require a clock pulse, or a hold line, or a
connection for the input of data. Since the system is to be
completely flexible, each modular slot in the system must have
all of these functions available. The pin assignment for each
modular slot is shown in Figure 2.3. We are limited to one
Operation per card even though the inverter, for example, uses
only one sixth of an integrated circuit. The reason for this

unfortunate /
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unfortunate fact is that the integrator circuitry is so
complex that only one may be constructed on a verocard.
If the system is to remain truly modular, therefore, we

méy only assign two inputs and one output to each slot.

: @
The automatic patching system has the capacity of connecting

any of 96 input nodes to any of 64 output nodes. The

modular section of DISCO uses thirty-four of these outputs
and sixty-eight inputs. The fixed inverters use eight

inputs and eight outputs, the fixed multipliers twenty inputs
and ten outputs, and the fixed comparators no inputs and ten
outputs. This gives a total utilisation of 96 inputs and 62
outputs. The two connections remaining may be used for

external inputs which are already in stochastic form.

The comparators, which are used to provide the conversion

between a digital number and a stochastic sequence, must

have their data loaded from the PDP8/E under program control.
This is done serially, and thus each comparator contains a
twelve-bit, serial in, parallel out shift register, with data

in and data out connections. Each slot has the pin corresponding
to the data out line, connected to the data in line on the
adjacent slot. If the comparators in a system are inserted in
adjacent slots, this will then form a large, serial in, paralilel
out shift register. On modules which are not comparators, the
data in and data out connections are short circuited, so that
they may be inserted between comparators if so desired. A
similar method is used for the scaling information required

by the integrators. In this case, however, only four bit shift
registers are required. This method of loading the data requires
that there be no slots left unused between ﬁodules, so that the
serial data line is not broken. An exception to this rule is
that if the modules to the left of the unused slot do not require
scaling or input information. Since the data is entered serially
from right to left, the slots must be used in that order. Each
slot is assigned one output number and two input numbers for use
in patching. The leftmost slot in the lower rack is output
number one, increasing to output thirty-four at the far right

slot. The input numbers of any slot n are 2n-1 and 2n.

. When /
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When one wishes to use the computer, there is available a

layout of the system slot assignments, giving the input

and output numbers of the fixed modules, so that inter-
connections may be easily made. This is shown in Figure 2.4.
The modules that are required should be inserted into the
modular part of the system, from slot thirty-four to slot

one. The block diagram of the required configuration should

be marked with the input and output numbers corresponding to

the connections in DISCO. An example of this procedure is
shown in Figure 2.5. The required connections may now be

typed in on the keyboard using the 'C' command, as shown in
Figure 2.6. Using the 'S' command, the integrators should

then be scaled. Even in the case of unity scaling an inte-
grator must be scaled to ensure that any information in the
program, perhaps entered by a previous user, is not used
inadvertently. If a connection is made to én output by

mistake, it may be cofrected by simply retyping the instruction.
This erases any previous connection. If there are comparators
in the system, the input information is entered by the 'I‘
command. The comparator numbers that appear on the V.D.U.

refer to the comparators in the svstem, numbered from left to
right in ascending order. The final operation corresvonds to
the setting up of the initial conditicns on the’integratorsfm
This is essential, because any further instructions will cancel

the automatic compute-reset cycle initiated by this command.

There are three distinct methods which may be used to obtain
an output from the system. Firstly, the output to be
investigated may be read directly by the use of a stochastic
tolanalogue convertergg)The converter is simply connected to
any node using the automatic patching. The analogue output
may be connected to a digital voltmeter for an accurate repre-
sentation of the variable. Unfortunately, the resultant
information must be converted from a voltage to a physical
variable by manual calculation. However, if necessary. it
would be simple to modify the program to read this voltage

. and convert it automatically to the required value.

A/
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A second’method of output interface involves direct reading
of a twelve bit output if the output is from an integrator,
and it is plugged .into a slot with -twelve connections to
the PDP8/E. This slot may also be used with an ADDIE to
which a single line output has been connected using the
patching system. The particular twelve bit number is
automatically converted to the proper value and displayed
on the V.D.U. '

The final output interface method is normally used only

for diagnostic purposes. This method utilises the
distribution curve as a means of determining the accuracy

and variance of an output. A twelve bit number is read
continuously and a distribution curve built up on an oscillo-
scope. This curve may be graphed on an X-Y plotter if
necessary. Further explanation of this output method, and

some examples of results are given in Chapter Four.

Having considered the overall structure of the DISCO systen,
we will now consider the specific design of an automatic

patching system for the interconnection of individual modules.
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38 Stechastic output
39 Not used
40 Stochastic  input
43 Not used
42 Stochastic input
43 Ground

FIGURE 2.3
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CHAPTER 3

AUTOMATIC PATCHING

This chapter describes the design of an automatic patching

system for the connection of stochastic modules and the

()

routing of output data from the stochastic computer.
General Svstem Organisation
The comnlete stochastic comnuting system involves a

number of interchangeable modules, with an effective

total of 96 innut connections and 64 output connections.
This represents a total of 96x64 possihle connection paths.
To obtain a comnletely fléxible svstem it must be possible

to connect any output to any input in a simnle manner.

There are several methods that could have bheen used to

patch the system, but almost all have some disadvantages.

It would of course have bheen possible to hardwire any
algorithms on the machine, but this would have been a
time consuming nrocess, and generally result in an
unsatisfactory system. For example, it would have been
impossible, using this method, to have a rapid change

in algorithm, and each user would have had to rewire his
own particular problem each time he wished to use the

machine.

MAnother possibility would have been to use a conventional
patch board system as used in an-analogue computer. This
would have been a convenient system to use, had the

problem of crosstalk not arisen. An analogue machine
generally onerates at low frequencies, in the order of

tens of hertz, while it was envisaged that the stochastie
computer would operate at one to ten mecahertz. However,

@ normal patchboard system was tried exverimentallv, but
with littie success, due to the predicted crosstalk between
adjacent /
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adjacent lines on the patchboard.

The problem could also have been solved by the use of a
96x64 switching matrix. A particular input and output
node would have been connected bv the switch at the
junction of their particular row and column. Part of
this switching matrix was built, using standard TTL
logic circuitry. Two inputNAND gates were used as the
switches, oneNAND gate input actina as a control line

and the other input connected to one of the 64 output

~nodes. A schematic diagram of this system is shown in

Figure 3.1l. Any particular output from the computer
would be connected to one of the inputs of 9G6NAND gates,
the outputs of the gates beino wire-OR'ed. Each output
would be connected to one of the 96 input nodes of the
stochastic computer.  For this system, 64 modules would

be required, one for each output of the computer.

The control lines would be activated by a command from
the PDP8/E minicomputer, the actual information bits

being loaded into a serial shift register, 6144 bits long.

The main disadvantage of this form of patching is the
high cost hoth in terms of labour and materials. A
typical breakdovn of the cost of such a system is given

in Figure 3.2.
Hardware Organisation

The aprarent complexity of the system is reduced by the

fact that the stochastic machine never regquires two outputs
to be patched to a given input. It is thus possible to
consider using some form of multiplexing system, whereby
Oone, and only one, output is patched to a specific input.
This problem may be more easily understood if we say that
only one output node mav be connected to a given input node.
However, any output may be connected to several input nodes.
For the 96x64 system we require that a sixty four-to-one
multiplexer svstem be connected to each input, to allow

it to be patched to one and only one of the 64 outputs.
We / 3



We therefore require 96 of these multiplexers, and
although this would appear to be a complex system, it
is simplified by the use of MSI integrated circuits.
Fach multiplexer unit is constructed using four sixteen
to one data selectors, and a four to one data selector.
(Texas Instruments type SN74150 and SN74151). The

schematic diagram is shown in TFigure 3.3.

The configuration established by these multiplexers

is decided hy a six bit binary code, contained in a
serial in, parallel out shift register, loacded from

the PDP8/FE on command from the keybhoard. The four least
significant bhits of the code are common to each of the
SN74150 data selectors, and the two most significant
bits are connected to the final SN74151 data selector.
This integrated circuit is an eight to one data selector,
with the most significant hit grounded. By using these
MSI integrated circuits, it allows the construction of
four multiplexers on one large verocard. There are
therefore twenty four cards required, a considerable

saving on the previous method.

Sipce each of the 64 outputs must have a connection to
96 inputs on the nmultiplexers, they must be buffered.

On each of the boardsf a single inverter is used for
each input to drive the four multiplexers on that board.
This reduces the number of gates to be driven by each
output to 24. This is achieved by the use of the SN7440
dual four input NAND buffer. These power gates each
have an output driving capabilitv of 25, and so only one
is required for each output. The buffers are located on
two separate cards, adjacent to the patch boards. Two
cards are necessary since there are 64 inputs and 64
outputs to be connected, and there are only 72 edge

connections on each card.

As well as being smaller and easier to construct, this
System is also much less expensive. The cost breakdown

of this system is‘shown in Figure 3.4.

Although o



363

Although this system is more compact and uses less integrated
circuits than the switching matrix, it still requires a
large amount of power. Each board of multiplexers requires
approximately one amp at five volts, the complete system
requiring approximately twenty two amps. Tt was decided

to use a single power supply for the comnlete computer,

and so thirty amps was considered a reasonable figure.

A commercial power supply was nurchased for use in the
system, rated at thirty amps at five volts. These large
currents would not of course be necessary in a situation
where stochastic computation is used to control a process.
The algorithm would then be hardwired, and the current
consumption would be approximately one or two amps, since

no patching system would be recquired.
Software Oragmnisation

The'complete‘computing system and patching, is controlled
by a PDP8/E minicomputer via a visual display unit and
keyboard. This is shown in Tigure 3.5. The software for
the system was written so that the PDP8/E would respond
to certain control characters tyned on the keyboard.

The flowchart for this is shown in Figqgure 3.6, and the

operation of the system is as follows.

When the system is switched on and initialised, (ie the
program started and reset), all previous patching information
stored in the core memory is reset to zero. This ensures

that no patching other than that required will occur.

A flashing cursor is displaved on the VDU to signify
readiness to accept data. This also has the function

o showing where a displayed character will next appear.

The character that is typed on the keyboard is tested to
determine which command has been given. A list of

command characters and their meaning is giveﬁ in Pigure 3.7.
Only the first two commands will be dealt with now, the

Others in their respective chapters.

1f /
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If the character typed is not‘one of the listed
characters, the software will cause a guestion

mark to be displayed on the VDU and the command
ignored. If the character is a C, the connection
routine will be entered, and the legend "INPUT"
displayed. This signifies that the command has

been accepted and that the software is waiting for

a one or two digit number to be typed on the key-
board. This routine is so often used in the program,

that a special subroutine was written for it.

This special subroutine will only accept one or two
digit numbers. An attempt to enter a third digit
will result in a question mark being displayed, and
~the routine terminated. If an error is made while
entering the data, it may be deleted oune character
at a time from right to left, by means of the
"RUBOUT" key on the kevboard, or wholly deleted by
use of the 'back arrow' (+). New data may then

be entered. The information typed is stored in a
single memory location as a six bit binary word,
signifying the "INPUT" on the stcchastic computer
which is to be connected to an output to be
specified. After this connection has been stored,

a similar routine is used to allow the OUTPUT
connection to be entered. This information is

also stored as a six bit binary word.

The final part of the connection routine is to collate
the information; and set up the required bit pattern

in memory. This bit pattern will eventually be

loaded into the serial shift registers on.the patching
boards. The actual information is stored in forty

eight twelve bit words in memory, each word corres-
ronding to two input,connections. Each twelve bit

word is divided into two six bit codes, which correspond

to the outputs to be connected.

The /
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The "INPUT" data therefore defines a specific'location
in memory, and the "OUTPUT" data, the six bit code to

be entered in that location. On comnletion of this
operation the program will return to the start and await

the tyring of another control character.

If the character typed in is $, the computer will enter
a routine which transfers the input information from
memory to the patching system. This information transfer

is performed serially because the speed of patching is

. limited by the typing speed of the human operator. It

is also necessary to conserve the output connections on
the buffered digital input/output on the PNDP8/E. There
are twelve outputs and twelve inputs on the interface,
the outputs being used in pairs. One of each pair is
used for information, and the other the clock pulse for
that information. The code shift registers on the
patching cards are connected together to form one large
serial in, parallel out, shift register of 57€¢€ bits.
Serial shift registers are also used for, scaling of
the integrators, input information to comparators, and
the setting up of the initial conditions. This reqguires

a total of ten output connections.

Automatic Testing

Because the patching cards are of such complexity, it
was not feasible to test them by manual methods. A
machine code. program was written in assemnbly language

to test each of the four multipleiers on each card,

with varying inputs and different combinations of codes.

The flowchart for this program is shown in Figure 3.8.

The PDP8/E stores in menmorv the bit patterns of the

code inputs, ie, four six bit codes, one for each nmulti-
Plexer on the cards. These bit patterns will be clocked
into the serial shift registers on the cards. These four
codes are taken sequentially, and each one varied from
nought to sixty three, the other three remaining at zero.
For /
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Tor every one of these 256 rossible codes, a logic zero
is applied secquentially to each of the sixty four inputs.
The PDP8/E is limited to twelve digital outputs, two of
which rust be used for the code information and clock
pulse. ‘It was thercefore necessarv to construct an inter-
face card, which contains a sixty four bit, serial in,
parallel out, shift register. Each of the outputs on
this shift register connects to one of the sixty four
inputs on the multiplexer cards. This interface also
contains buffers for the clock pulse and shift register

inputs.

The sixtv four bit shift reagister is loaded serially
from the PDP8/E under program control. This reduces
the number of interconnections to two. The schematic

diagram of the interface is shown in Figure 3.9.

The program commences by initialising all code patterns
to zero, and loading the interface shift register with
logic ones, except for the first bit, which is set to
zero. This zero is used as the test input, since there
is an overall inversion in the patch boards. In this
manner, one can ensure that the outrut will only go to

a logic one, if the correct coding is used, and the hoard
is functioning correctlyv. In addition, open circuit

outputs can be conveniently detected as a logic one.

The four six bit codes are now entered into the code

shift register and the four outputs interrogated to

see if they éorrespond to the computed outputs. The
Program computes the expected result from the code patterns
and input position. Unless a fault exists, the outputs
should remain at zefo at all times exceont when the input
position is the same as the decimal ecquivalent of the bit

pattern in the code shift registers.

Te )
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If the expected result is not received, then an error routine
is entered, and all pertinent info;mation about the fault
typed'on the teletype. This information consists of:—
expected output, received output, multiplexer number (1-4),
input number (1-64), and the four six bit codes.

The program will then continue with the test routine.

If the received output is correct, then the remaining

sixty three inpuﬁs are tested, and the code pattern
updated. This procedure is repeated for everv code

pattern in one multiplexer. When every code pattern has
been tested, the following rnultiplexer is tested in the
same manner. After all four multiplexers have been tested,
the computer may halt, or alternatively, it may continue

to test the board bhy returning to the start of the program.

The machine language coding for this program, which was
written in PALIII assembly language, is shown in

Appendix two.

This test program does not indicate the specific connection
or integrated circuit that is causing the fault, but by
consideration of the printout, the general nature of the
fault may be found. More detailed investication may

then be performed. In practice, a fault is not limited

to a single multiplexer, since the inputs are common to

all four, and thus bv the repetitive nature of a fault,

it may be narrowed down to a particular area.

The program has pfoved its usefulness in the course of
time, 'since approximately 75 per cent of the patch
boards exhibited at least one fault immediately after
construction. The program is also used to provide a
routine check of the patching svstem every month or SO,
to ensure no unnoticed faults upset the operating of

the stochastic computer.
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1.C. types Number per board Unit total Unit cost TOTAL COST
SN7409 2 4 1536 0.1 4 215.04
SN7 4164 12 768 1.90 1459,20
SN7440 2 128 0,12 15.36
SN7404 1 64 021 42 7.69%
64 Veroboards 2.00 128,00
2 Veroracks 25.00 50.00
TOTAL £1875.28
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FIGURE 3.2 system
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L C. types | Number per board unit total Unit cost TOTAL COST
SN74150 16 384 2.168 825.60
SN74151 4 96 0.90 86.40
SN7404 14 264 0.12 31,68
SN74L154 3 72 1.30 126.80 l
i
2]
\'§ISN7I.LO 16 32 0.i2 2.84
= IA
2 LSN?I.OI. 8 12 0.12 1.44
26 Veroboards 2.09 52.00
1 Vercrack 25.00 25.00
TOTAL £1162.7
i
EIGURE. 3/, % Costing of final bpatchirg system
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CHAPTER U

BASIC COMPUTING ELEMENTS

This chapter considers the basic elements of the stochastic

computer. In particular we will describe the design of

the integrator, the ADDIE, and the PRBS random number

generator.

4]

(3,8)

Inteagration

The block diagram of a basic integrator is shown

in Figuré l.6. This, hoWever, was modified for

use in the stochastic computer and the block diagram
of the new integrator, incorporating these modifi-
cations, is shown in Figure 4.1. This circuit consists
of three, four bit binary counters (type SN74191)
connected to form a twelve bit, ripole through counter.
The output of the counter is compared with a twelve
bit pseudo-random.numbher to prodﬁce a stochastic
output. The input circuitry allows the integrator

to count up if the inputs are both at logic one,

and to count down if they are both at logic zero.

If the inputs are not equal, the intégrator state

will remain unchanged.

The counters require two inputs; an enakle input
which allows the counter to count when the level is
at zero, and an up/down input which decides whether
the counter ig to count up or down.. . If the up/down
level.is zero, the counter will count up, and vice
versa. The integrator also requires a 'hold' line,
which if held Eigh, has the effect of inhibkiting
the elogk to. the counters. The truth table for

these functions is shown below.

Inputs /
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Inputs Required Outputs
'A B Up/down (U/D) Enable (E)
0 0 L - 0
o 1 z 1
L§ 0 2 i
ki 1 0 0

By inspection, the required logic expressions are:

U/D = A E = AB + AB
or E=A OB

Thus the enable output F is derived from the output
of an exclusive OR gate, and the un/down line is
simply the inverse of the input A. The clock to
the system is routed through a NAND gate which
serves a dual function. The gate provides the
inverted clock pulse form required by the SN741091
integrated circuit, and also enables the clock to
be gated by the hold line.

If we now consider eguation 1.2,

t .
= 1
Eout i Eo ¥ NTJ; (EA * EB)dt

It may be seen that the ocutput of the integrator is
dependent upon 1/T which is the clock period, and

1/N which is the inverse of the number of states

in the integrator. Since for an n-hit integrator,

N = 2n, scaling of the integrator may be simply
achieved by varying n. Thus for example, a reduction
of n by one has the effect of dividing - N by two.

This fact can be used to provide a scaling function

for the integrator. It can be accomplished practically
by the modification to the basic integrator circuit,

shown /
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shown in Figure 4.2. The first four bits of the

integrator are replaced by discrete J-K flip-flops.
(tvpe SN7476). This allows the blocking off of one
to four bits of the counter so that the integrator

may have 8, 9, 10, 11 or 12 bits.

The number of bits that the integrator uses is
determined by the code pattern set up in a four
bit serial in/parallel out shift register. As
with the patching system, these shift registers
are loaded serially from the PDP8/E, and thus the
scaling factor for each integrator may be entered
at the keyboard console. The code patterns and
resulting scaling factors are shown in Figure 4.3.
Only the first four bits of the integrator are
shown in Figure 4.2, since the remaining eight
bits are not affected,” and only requife an enable
and up/dowvn signal from the preceding stages.
These scaling factors are used to compensate for
the normalised outputs produced by some circuit
elements, as explained previously in Chapter One.

By
PRBS Generation S

The generation of pseudo—randdm binary sequences

for use as twelve bit random numbers is of essential
importance in the design of DISCO. Since the system
is so large, and modular, it isnecessary to have a
twelve bit random number available at every position
“in the machine. These numbers must not be correlated
in any manner, that is, they must be completely

independent.

The basic principles of PRRBRS generation were discussed
in Chapter One. There are several methods possible
for the generation of large quantities of random
numbers. One solution would be to have a large PRBS

generator, /
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generator, and generate twelve-individuél sequences
for each number by means of cascaded exclusive OR
gates. This obviously would involve a large number
of logic gates and complex wiring problems, although
one advantage of this system would be that bit
independence is provided over a considerable time

period.

Another alternative technigue would be to provide an
individual PRBS generator for each twelve bit number.
Thus each PRBS generator would have the same number
of bits, but would start in a different initial state.
For example, consider a PRBS generator 31 bits long.
The number of states that this generator may take

; n e
is 2°=-1 = 2

all zero state is a null condition.

-1. The minus one is included since the

If there are thirty two numbers required, then each

(231-1)/25 states from the
previous one. This would ensure that no correlation
would occur until after (231—1)/25 clock pulses. If

the clock rate was one 1MHz, then this would be

PRBS generator must start

equivalent to a time of
|
5° 10

2

that is, approximately 67 seconds. This would be
sufficient time for most computations to be comnleted
before correlation effects occurred. Unfortunately,
this method would also require a considerable amount
of logic gates and shift registers. BAnother dis-
advantage would be the difficulty in ensuring that

each PRBS generator started in the correct state.

The actual method finally selected for use in DISCO

consists of fifteen identical modules and one master
generator. The schehatic diagram of this system is

shown /



shown in Figure 4.4. The master generator board
contains the main thirty one bit PRBS generator
from which is derived the 231/32 delay using
cascaded exclusive OR gates. This delay is routed
into a second thirty one bit shift register whose
outputs are exclusive OR'd in exactly the same
manner as the main shift register to produce the
delay (231/32) X 2. As shown in the schematic
diagram, this arrangement is duplicated to ohtain

32 sequences.

Practically, it is possible to have two banks of
exclusive OR gates on one verocard. Thus only
sixteen cards are required for the complete PRBS
system. The twelve bit random numbers are the
first twelve bits of each shift register, with the
most significant bit inverted. This is to give a
small degree of negative correlation to improve

computational accuracy.

'Having selected this basic configuration for PRBS
generation, the problem of delay generation must
still be solved, that is, in what manner are the
exclusive OR gates to be connected to generate
the required delays from the basic shift register.
The method of calculating delays may be explained
‘using the characteristic equation of.the PRBS
generator. . The feedback on the PRBS generator is
derived from the modulo two addition of bits 31
and 4, so that the equation is

Do = D3 ®Dy

O
are delays 31 -and 4 respectively. Rearranging the

where D. is the input to the generator, D31 and D,

equation gives
D3y = Do ®D,
ie
n = DPm-31) ®DPoam

dnls -/



This equation may be used to find any delay n.

For example, delay 87:

Dg7 = Dy(g7-31) @ D(g7-27)

Dge @ Dy

We now have to use the equation revmeatedly until
the delays are less than or equal to 31.

Therefore,

Dgg = Disg-31) P D(56-27)
= Dys @Dy
and
Peo = Diso-31) ® P(60-27)
= Dyq @ Dyy
and ’
D33 = D, ©®Dg
Hence
D87 = D2 ) D6 @ D25 @® D29 @) D29
Since

D59 P. Dog T ?
we can ignore these delays.

Therefore

Dg, = D, ) De @D25

This algorithmic technigue was vprogrammed on a mini-
computer and run satisfactorily. The program listing

is given in Appendix Three. However, several disadvantages
are involved with this method. Since the program was
written in an interpretive language, FOCAL, the execution
time /
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time increased rapidly as the magnitude of the input
increased. This resulted in a computation time of
approximately five minutes for an input involving

a delay greater than 10°.

We require to find the delays to be exclusive OR'ed
to produce delays around 226, so that this method
was not feasible. Another disadvantage was the
fact that FOCAL could not operate accurately with

integers greater than 990999,

The PDP8/E system had only 4096 x 12 bits storage
capacity, so that the quantity of numbers that could
be stored was limited. The method previously outlined
requires a large amount of sforage, since the number
of variables to be stored apnroximately doubles at
each succeedirg step. In some cases there are
cancellations which reduce the storage, but not

significantly.

It was noted that at each level of 2n, as shown in
Figure 4.5, where n is a positive integer, the number
of delavs to ke gated together reduced to two. 1In
the pvramid structure shown in Figure 4.5, level O
représents the initial delay, in.this case, 226.

The delays on the other levels are found by subtractina

31 from the previous delay as we move diagonally left

down the pyramid, and subtracting 27 as we move diagonally
right down the pyramid. This reduction to two delays

at certain levels was utilised to allow the program to

start at the lowest pair using the eguations,

dl =t D ol X a where d, > O

; 1
d, = D - 2% x b

where a = 31, the length of the shift register, and
b = 27, the feedback connection. The objective is
to find the smallest dl > O. This method reduced
the computing time and storage required considerably

but was not yet the ideal solution.

The /
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The next stage was to use these delavys dl and d2

as original delays, and use the previous equations.
This was repeated continuously, each new pair of
delays being utilised as original delays, until
every d could be tapped off directly from the master

PRBS generator.

Cancellations were automatically made by storing an
array of values ST(l), ST(2),es.., ST(31l) corresponding
to each bit of the generator. When a delay d was found
in the correct range the corresponding value of ST was

incremented by one.

That is, ST(d) = ST(d) + 1 where 1< 4 =< 31

When every d was in the range one to thirty one, the
printout routine in the program would print a value

I if the value ST(I) was odd. This meant that the
cancelled delays were ignored. Ry using this
cancellation method, the storage required was reduced
dramatically, but was not yet of the order to enable

large delays to be found.

The final modifications to the program resulted in
minimum storage capacity, althouch the computing
time was increased slightly. This enabled the
program to be run with large numbers, of the order

required by the DISCO system.

After computing the first d, and d. from the original

2
delay, instead of immediately forming four new delays

1 and d2, d2 was stored, and d, used to form two
new delays. - This process was repeated, dl forming two

from 4

delays, and d., being stored, until dl was in the

2
required range, that is, 1 to 31. VWhen this occurred,

the corresponding 'd, was used as an original delay,

and the process repzated. If it occurred that dl and dz
were both in the required range, the previous d2 would
be used. Automatic cancellation took place as before.
The flowchart for this final program is shown in Figure
4.6, and the FORTRAN listing given in Appendix Four.

This /
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This explanation is helped by the numerical example

shown in Figure 4.7,

. - (3,8,15)
Output Interface Design (ADDIES)

The ADDIE is the element used to convert a stochastic
sequence into a deterministic twelve bit binary
number. It was diecussed briefly in Chapter One,
where it was shown that the output was exponentially

weighted with respect to past inputs. A -more

'detailed diagram is shown in Figure 4.8.

The counter in the ADDIE, which is a cascade of
three SN74191 up/down counters, will count either

up or down, or stay in the same state, depending

on the state of the input and the feedback. If

the input and feedback are both logic one then the
ADDIE will count up. If they are bothh logic zero,
then it will count down. Any other condition will
result in the counters being disabled and remaining
in the same state. The counter is continuously
compared with a twelve bit random number using three
SN7485, four bit comparators. The output from these
comparators will be a logic one if the state of the
counter is greater than the random number, and logic
zero if the state of the counter is less than or equal

to the random number.

It can be seen that if the counter is almost full,
there will bé very few logic O's at the output of

the comparator. However, the output is negated, and
so the feedback will tend to be almost all 1logic 0O's.
This will tend to stop the counter counting up. A
similar effect occurs when the counter is almost empty,

but this time tending to etop the counter counting down.

As previously mentioned, a modification was made to
the ADDIE, by using binary rate multipliers (BRM's)
as the feedback elementga)The modified circuit is

shown in Figure 4.9.

The /



The BRM gives an output rate proportional to the

value of the input, which is in this case the output
from the up/down counters. The output from the RRM
‘however, is gated internally by the clock, and this

is not suitable for this application, since we require
a full-width pulse. The circuitry also shown in

Figure 4.9, was used to lengthen the output pulses

from the BRM. It consists of an S-R flip-flop constructed
using NAND gates, which is set by the output from the
BRM, and only reset if both the output and the inverted
clockpulse are at zero. An example of its operation

is shown. in Figure 4.10.

Using the BRM has the advantage that it removes the
necessity for a twelve bit random number. This intro-
duces deterministic feedback, and so improves the

accuracy of the ADDIE.

It was necessar§ to have some means of determining

the accuracy of the output, and also to test the

output for wvariance. First, the output was converted
to an analogue signal by means of a digital to analogue
converter, and then plotted on an X-Y plotter. This
gave a useful indication of the accuracy and variance
but was a laborious nrocedure. A more sophisticated
method was devised, whereby the output of the ADDIE
under test was read and operated on by the PDP8/E
minicomputer. The experimental arrangement is shown

in Figure 4.11.

The object was to produce a distribution curve of the
output of the ADDIE, to be displayed on an oscilloscope.
A machine language program was written to accomplish
this task and the flowchart for the program is shown

in Figure 4.12. The assembly listing for the program

is in Appendix Five.

Since /
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Since it is reasonabhle to assume that the variance
of the ADDIE will never he more than plus or minus
100 states either side of the mean value, the |
distribution curve displayed is limited to these
values. The expected mean value is entered into the

PDP8/E by means of the front panel console switches.

The twelve bit output from the ADDIE is interrogated
and examined to see if it lies within the specified
range of states. If it does, a location in memory
corresponding to that particular state is incremented
by one. If the output is outside the specified range
then the reading is ignored. A routine is now entered
which produces a display of the distribution curve on
the oscilloscope by taking each of the QOO0 locations
in turn and using a digital to analogue converter to
provide a corresponding voltage level. This results
in a continuously increasing distribution curve.
Instead of producing a display for each individual
reading, the display characteristics are only exhibited
for everv thirty samples. This has the effect of
producing a flicker-free display and an improvement in

the speed of the build up of the distribution curve.

The distribution curve gives a'good visual indication

of the accurecy of the output interface since the correct
estimate of the output value is displayed in the centre
of the screen, and a qguick guide to variance is evident
from the width of the display.

If a permanent record of a distrihution curve is required .
then the program may be slowed down by means of software
delays so that the X and Y outputs may be used as the
inputé to a graph plotter. Some typical distribution
curves for the noise and BRM ADDIE structures for a

range of input probabilities are shown in Figures 4.13 to
4.16.

]
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It can be seen that there is a decrease in variance
for the BRM ADDIE due to the deterministic feedback.
The discontinuity in the distribution curves for the
BRM ADDIE is a characteristic of the PRM. It is due
to a change of phase of the output seguence, when the
input to the BRM changes from a 'one-all-zeros' state
to a 'zero—-all-ones’ sta’ce.(‘g>
We have seen from the distribution curves that there
will be certain variance about the mean value. A

more accurate method of estimating the mean value was
required, and so a program was written to take a
specified number of readings and form an average. The
result was also converted to a real value by the
transformation E = V(2p(on) - 1) where V is the
maximum value of the real variable, and p(on) is the
reading taken from the output of the ADDIE. Figure
4.17 shows typical errors for a range of input
probabilities, for three ADDTIE configurations. These
resulté were obtained by taking 100 readings of the
ADDIE states and evaluating an average. The errors
are expressed as a percentage of the full scale value
V. The third ADDIE configuration, that of the BRM
with negative correlation, was obtained by using a
negatively correlated random number as the PRBS input
to the comparator. The generation of this number was
accomplished as shown in Figure 4.18. A single PRBS
sequence is clocked along a serial in parallel out
shift register, the outputs all being negated except

the most significant bit.

The tests previously described refer only to the steady
- state response of the ADDIEs. The response to various
step inputs was also investigated. Some results are
shown in Figure 4.19. These curves were obtained using
a 12 bit digital to énalogue converter and an X-Y
plotter. It can bé seen that the response time of the

BRM ADDIE is almost identical to that of the noise ADDIE.

The /
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The effect of varying the number of bits in the

ADDIE counters was also investigated. As expected,

if the number of bits in the éounters were decreased,
then the response time decreased, and the accuracy
deteriorated. The results for three lengths of counter
are shown in Figure 4.20. The frequency response of
the ADDIEs were also measured for varving clock
frequencies, and the results are shown in Figure 4.21.
It may be seen that the BRM and noise ADDIE are almost

.identical in their response characteristics.

The BRM ADDIE showsAan-improvement in variance over
the noise ADDIE, without any deterioration in
bandwidth, and the BRM ADDIE was therefore chosen

as the output interface to be used in DISCO.



Hold O [>

Il

Clock &
cleck
A o D': up/down
enable enable
Inputs SN74191 up/down SN74191 up/down SN74191
, enable [
X, =¥ J\/ - X =Y J\/
§
SN7485 X = SN7485 § X =Y SN7485 BE- NN
N Y X < Y L
%! 5 Output
/ \,.

ey

W/\N

Figure 4,1

AN

12 bi% random aumber

Integrator



up/down to SN74191

A O Do——4{>c ol i
e R R
\r —r—— !XQ\\"—B—J 5 ix"\_;f'go__
: Rt BBy

Clock & i
clock ;
Figure 4.2 Least significant four bits of the integrator ;o srakie

of SN74191



Code Multipiying factor Effective length of integrator
el R 1 : 12
IS R 2 11
l -
025 oA 4 10
)t o 8 N
Ja e 0) 16 8

FIGURE 4.3 Scaling of the integrator




.

A st g g 1st random number
Main shift PR.B.S. generator g.m____«_
I}

register '
f

!
Excwsive OR gates ;

BRIEL

3
2
—— dela
32 ey
i 31-bit ok
! chift register | 2d random number
=8 J;.
k4
i
Exclusive OR gates
y
231 'é

37 X 2 delay

f

31-bit
shift register

Y

7/) 32d randem number

|
!

Exclusive OR gates

31 ’
312- X 32 delgiy \
"

Figqure 4, 4 Generation of P R.B.S. sequences



LEVEL
NUMBER

FIGURE 4.5 Delay cancellation



T 3
START Ii

i w
g T

leput

d rn and s

7

MWMW

Initialise T =1 j

T 1=37)

¥

Y

{ Find  lowest pair :
dy and d,

AN(T)

For X = 1 tONg
Print X g

if ST(X) is odd
S i e SO,

FIGURE 4.6 Delay program flowchart



FIGURE 4.7 Delay generation example



Clock {:::>\ clock
1 Cd 4 ¢ IR

up/down up/down

k) SN74191 | enable.

4

Input
I :>°

— e L

A
SN 7485 i A = B
& =B

N
o<

Figure 4.8



S N74191

N

up/down
endkie SN74161
L
\ A > B ‘\’// —1
e B SN 7485 y
A< 8 g

~

{2-bit random number

Noise

ADDIE



Input

Clock

Cc—

clock

| SN74191

up/down
enable

~ ~
SN 7497

Dc clock

;

/

"\
ﬁ \
i

Figure 4.9 B. R.M.



up/down

SN74191 | enable . SN74191

clock SN7497 A—

ADDIE



inverted clock pulse

B.R.M. output

S-R output

Feedback




~

Figure 4. 10

B.R.M. wavefarms



input

comparator

Figure 4,11



= s ADDIE

to PDPS8/E

ADDIE testing configuration




L START j

e e

Read correct
result from
switch register

A R R S D R e e R

!

Set up the constant

Clear all previcus
results

RPLOITIOR,
¥y

Y

< o

Y

All@

NO i

YES

¥

s
L

Clock the ADDIE -
read the output and §
add the constant

NO

Increment location
corresponding to

NO YES

A

Y

Plot graph on ‘score

Y

: 30 Read’gngs done "

FIGURE 4 .12 Distribution curve flowchart.




state

per

Counts

409

30724+ }
<}———= BRM ADDIE
i
N
e
20481 Wi “'th
3
mgﬁ
Ve :
1
L i
{"-.~<}————a NOISE ADDIE
1024 - i Ly '
: :; 31
! '
i ;
A -
-’L.
i
;
0 . oy o~ e AT |
0 40 80 No of stotes 160 200

FIGURE 4-13

Distribution curves




r state

pe

Counts

4096]L

30724+
20481
< s B R M ADDIE
10244
-
v e NOI ST ADDIE
l\.\ p .""w.‘
i \—\\“\:;NL,__N*
e
0 A_.____.__..‘/“‘s---'--“'"‘ . ‘h‘r—*ﬁ&h“\. 1
0 150 200

Number of slates :
. e 1 . !I
FIGURE 4-14 Distribution curves i Input probability = T4



Counts per state

4096

3072+-
20484~ ) /\
N <o BRM ADDIE
N
,‘-. memendy
1024+ o ,\_”'\. {f.‘,/‘:;} .~
o
s
0 l' T » |
3 S0 200
Mumber of states

Distiribution

curves

input

nrobabiiity



4096 - i .

!
30724
s BRM  ADDIE
-
!
.
2048+ 1

state

per

Counts

1024 +-
5
{ <p-———= NOISE ADDIE
0.\"
]
L
\\“ \\/‘\\‘_-h‘.
g : ! ! b A | !
0 40 120 160 f 200

I\;umber of states

; Ll 19/ 2
FIGURE 4 .16 Distribution curves inout prokubility= /18



2)D3s 11N4 10413 o,

-0k

il m
o [
o) fa)
L <
®
= i
o o
m =
P e — -
renios Wl | &=
—\II' — —— — — -
i 1 i ,78
Fr o= m am B 5 e ] e
71 S
b— — = — — — — — <
| o7
R ] v ek oa | 2
T T T e——— P
= .
'y ] =
sl il e e ol iowes s el sl | A
s b =
e Wil S I A, “©w
T|~|l|.|||||4 — N
Pma, sy e Sia b
-!lllllill._.lJ R
SR S SRl ah i L IS e oe (=2
5 T i W<
Pt e e ey N
= N
— o
e B
e ST p——
r 4 B
— — G w
t .Il..lil,_'wi e
ol S 1 : 1 1 i
© ~ ~ ™ o
> =) o [~ S &
| Js

probability

input

Errors in BRM and Noise ADDIE structures

FIGURE 4,17



¥

fR.B.S,

sigqnificant

Most
bit

18

4.

Figure



12-bit shift register

5 % z 9 10 11 12

Least
sw{;mficant
bi

Generation of 12-bit random numbers



probability

Input

075

-0

B

e o

o 1

A

puapapep-pipEE A
Pt
crla
Rl

T T e T e i, B A S e s e

S F

i

5000

'iOOIOO

Namber of

FIGURE 441§

ADDIE

15000
Clock FPFulses

step resgonse

characteristics

{—
2C000

- m e o en we wen

BRM

noise ADDIE



step input

of

Percentage

100

/ /

75 4 /

50 -
{a)N=1024

25 - {b)N=2048
{c)N =4088

0 * j ! | | ! !

0 2000 4000 5000 8020 10000 12000 14600

‘ Number o Clock Pulses
FIGURE 4-20 Noise ADDIE step respense characteristica as a function of number of states



gain

Norma lised

1-0 4-

0-3 L

9
(o))
i)
i

(0]

024

|

L | 1 I 1 { I} 1 i Il ). L 1 ! ! L L J

0.

0.5 1.0

Frequency (Hz) O BRM ADDIE ~ noise ADDIE

@ £ = 100 kHz (b) fc = 75 kHz (\t) f - 50kHz

FIGURE 4 21 ACDIE frequency response cnaracteristics



CHAPTER 5

DISCO ORGANISATION

This chapter describes the software designed to perform
the various operational functions required by DISCO.

amongst the svecific functions involved are the reading
of a twelve bit number from the output interface and the
loading of a twelve bit number into the input interface.

"Also described is the software system for the scaling of

the integrators and the establishment of their initial

conditions. Finally, the visual display unit oneration

and software is explained.

S5ed

Interface with PDP3/E

The stochastic computer is suvervised and controlled
from the console of a video disnlay unit (VDU). The

VDU controls the interchange of information and data
between the PDP8/E and DISCO. The minicomputer referred
to as the PDP8/E is a Digital Ecuipment Corporation
machine, with 16K of core store and several peripherals
including analogue to digital converters, digital to
analogue converters, real-time clock, and digital

buffered input/output.

All the information typed on the console keyboard is

stored in the core store, and only transferred to

DISCO upon command. The transfer of information is

performed almost exclusively by means of the digital
input/output facilities. This consists of 12 bits

of information; which may be transmitted or received
individually or 'en bloc'. The supervisory program
will respond to certain command characters typed on the
keyboard, but will ignore others by typing a question
mark. These command.characters and their function are
listed in Figure 327.

IE /
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If one of these commands is typed, then the program will
enter the subroutine corresponding to that command.

Any information to be transmitted is stored sequentiallv
in memory, to be clocked out on the ¢ command. This
command initiates a series of clock routines for the
scaling information, connection information, etc. There
are two outputs used for each set of information, one

for the data and one for the clock pulse.

-The interconnection hetween the PDP8/FE and DISCO is

made by a length of flat ribbon cabkle, terminated at
the receiving end by pull-up resistors and Schmitt
trigger AND gates (Figure 5.1). Once the information
has been entered into DISCO, the inputs may be disabled.
This avoids any spurious pulses on the line interfering
with the information, and is also a protection against

inadvertently entering new data hefore it is required.

The Readino of a 12 bit Number

If the command given is R, the program will enter a
subroutine to print an average of fifty readings of

a 12 bit number. The flowchart for this routine is

shown in Figure 5.2. In this cése, the digital buffered
input on the PDP8/E is used. The number read is the
output from an ADDIE or directly from the counter of

an integrator. An average of 50 was taken as a reasonable
amount to ensure a good representation of the variable.

An increase of this figure to 100 sampnles was found to
have no significant effect on the accuracy of the result,
while increasiqg the computing time to a noticeable extent.

The process requires the use of the formula
E-= ¥V (2.plon) = 1)

if the single line bipolar mapring is used.

V is the maximum value represented, p(on) is the 12 bit
number read, and E is the value of the variable. Since
multiplication is involved, the floating proint package

supplied by the Digital Equipment Corporation was used.

Thisi/
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This is a set of mathematical subroutines which may be
easily incorporated within the users programs. Then
fifty readings have heen taken, the result is averaged,
and then printed in floating point format,

eqg, 0.734112F02 which is 73.4112.

The Input to the Comparators

The command I initiates the subroutine to set up the

input comparators. The flowchart is shown in Figure 5.3,
and the circuit diagram of a comparator is shown in

Figure 5.4. Fach comparator has a twelve hit numbe
associated with it, corresponding to the required

input value. The input subroutine first asks the operator
to state the maximum value (V), then the number of
comparators being used, and for each comparator, the
required input value. These values are converted from

the floating woint format, in which they are entered,

to a twelve bit fraction representing the input probability.

,8
This is accomplished using the mapping (2,8)
1
p (on) ! il

vhere E is the input value. 2All the information is
stored sequentially in memory and clocked into the
comparator shift registers on the $ command. As in the
automatic patching input routine, if the data is entered
erronecusly, then it may be deleted by the rubout key,

one character at a time.

The Scalinag of the Integrators

The command S causes the subroutine for scaling of the
integrators to be entered. As stated previously in
Chapter Tour, the scaling requires a four hit code
pattefn to be entered into each integrator, determining
the factor'by which the output is to ‘be multiplied. 'In
a similar fashion to the comparators, the information is
loaded into a four bit shift register on the integrators.
The flowchart for this is shown in Figure 5.5. The

subroutine /
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subroutine first requests the user to enter the number

of integrators in the system, so that the correct

number of scaling factors will be requested. The factors
themselves are then entered; one per integrator.

These are then manipulated to give the correct four bit
code, and stored sequentially in memory. Again, the
information is only entered into DISCO uron receipt of
the $ command.

C))

The Initial Conditions

In normal analogue computers there is a facility for
setting up initial conditions on the integrators.
This consists of an initial charge on a capacitor so
that the output of an integrator will start at a
certain set value. In-DISCO, the inteérator store is
an up/down counter so that any initial condition must
take the form of a binary number corresvmonding to the

required starting value being set in that counter.

iNormally, this would be accomplished by the use of

the preset and clear inputs to the individual bits

of the counter which would be set to the reguired bit
pattern. This information would then he entered bv

a single 'load' pulse. This method is not feasible

with the equipment available since it requires twelve
lines to each position in DISCO, and a twelve bit output

from the PDP8/E. There are not enough pin connections

-on the verocard slots in DISCb for 12 lines: to be

connected, and a parallel autput of 12 bits from the
PDP8/E is not possible since several of the outputs are

already being used for other functions.

A possibility would have been to use a 12 bit shift
register on each integrator to store the initial
conditions. These would have been loaded serially
from the PDP8/E in the same manner as the comparator
inputs. Although this would have been an excellent
solution, the integrator circuitry is so complex that

there is no physical space on the verocards to allow a

shift /
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shift register to be used. It was therefore necessary

to store the initial conditions other than in the PDP3/E.
Since DISCO may consist of up to a 34 integrator system,
the storage required is 34x12 bits. This was realised

by the use of MOS integrated circuits. Six 40 bit shift
registers with integral recirculate control are contained
in one MOS integrated circuit, therefore, two of these
are used. This gives the facility for up to a 40
integrator configuration.if the DISCO system is expanded

at some future date.

The logié for the initial conditions system is shown in
schematic form in Ficure 5.6 and the machine language

program listing is given in Appendix 6.

The system operates by only allowing one integrator at

a time to count up to its required initial condition.
This is done by having a twelve bit counter in the
system, which is clocked at the same time as the inte-
grator counter, and comparing it with the reguired
value. When the required initial condition is reached,
the integrator counter is stopped using the hold line
and the next integrator enabled. The MOS shift registers
are clocked after each integrator has heen set, to allow
the next initial condition to be compared with the
twelve bit counter. This twelve kit counter is also

cleared after every comparison.

The initial condition program is entered when the command
letter P is typed on the keyboard. The flowchart for

this program is shown in Figure 5.7. The first operation
is to clear all previous initial conditions from core
memory by setting them to zero. The number of integrators
in the system and the maximum value V are then requestecd.
The integrators which have to he initialised are identified
by the number of the slot in DISCO into which they are
inserted. For each integrator in the system, the program
requests a slot number and a corresponding initial condition.
This information is stored in a series of forty memory

locations, one for each integrator in the system. If an
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integrator is inserted into a slot, but not icdentified

in the program, it will be set to binary zero, ie -V.

When all the initial conditions are in core’store, they
must be entered into the MOS shift registers in DISCO.
This is done hy a specific sequence of pulses. The

MOS shift registers may he in one of two modes, write

or recirculate, the particular mode being determined by
the logic level of an input to the integrated circuit.
Initially, this input is set to write and then an
initialise command sent. This has the effect of clearing
‘all information from the system, and making it available
to accept fresh data. The next step is to enter the
initial conditions, in grouns of twelve bits, into a
serial in, rarallel out shift register in the system.

The outputs of this shift register are connected to the
inputs of the twelve MOS shift registers. A clock pulse
is generated automaticallv at the end of each group of
twelve bits, to'enter the information jinto the MOS storage.
When all the forty initial conditions have been entered,
the write/recirculate input is set to recirculate so that

the information will not be lost.

Having entered all the initial conditions, all that remains
is to enter a specific time interval after which the DISCO
system will be reset. The program reguests a 'compute
time' in seconds, say n, and at every n seconds, an
initialise pulse will be sent to the logic, resetting

the integrators to their initial conditions. Any time
interval from one to forty seconds may be used. The
timing is done by the use of the real-time-clock facility
in the PDP8/E. This is a crystal controlled clock which
mav be set to any specific freguency, from 100 Hz to lNHé,
a twelve bit counter, and a buffer-preset register. The
twelve bit counter is allowed to count at the specified
frequency, until it overflows, when the éontents of the
buffer-preset register are loaded into it, and the cycle
starts /
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starts again. This overflow of the counter may be
detected and used to reset the initial conditions system.
To allow a snecific time interval to pass before the
system is reset, the huffer-preset register must bhe set
to minus the number of cloék pulses recuired before the
counter overflows. For a time of n seconds, therefore,
at a clock frequency of 100FHz the buffer—-preset register
nust be set to = (100 x n). '

The overflow is detected by the use of the interrupt
system in the PDP8/E, which causes a jump to a specific
memory location when an interrupt occurs, eg when the
clock counter overflows. When this happens, the real-tine
clock is examined to determine whether or not the counter
had overflowed. If it had, the initial conditicns svstem
is reset and the real-time clock restarted. If the
interrupt was generated by something other than the real-
time clock, eg, a command being tyred on the keyhoard,
then the interrupt is turned off, and the normal program

entered.

The Visual Diswnlav Unit

The VDU used with the PDP8/E is shown in Figure 3.5, and

consists of a cathode rav tube and keyhoard. The characters

displaved are generated inside the unit by a read only
memory, in the form of a 5X7.dot matrix. This particular
VDU does not have its own memory, but uses the core store
of the PDPS/E. It may display up to forty rows of sixty-
four characters, each character being allocated to one
word in memory. An electronic tone may also be generated,

equivalent to the normal teletype bell.

The PDP8/E has 16K words of memory, in four fields of

4K words. Field zero is used for the main patching
programs and field one is used for the visual display

unit program and storage. The flowcharts for this program
are shown in Figure 5.8. The characters to be displayed
are stored in seven bit ASCII format, the remaining bits
of /



of the twelve bit words being used to determine the format
of the character. It may be displaved normally, or bricgliter
than normal, or pulsed on and off, or the true and
conplement forms displayed alternately. All characters

are usually displaved in the normal bhrightness mode,

except the last character which is the space character

displayed in the pulsed mode, for use as acursor.

The display uses data break, which is a method whereby

the PDP8/E is interrupted by the display, which directly
accesses memory for the characters required. This means

that the disnlay is automatically refreshed, although the
operating speed of the computer is reduced slightly.

Memory is accessed sequentially, beginning at a location
initially specified by the program. The.last of the
characters is determined by a special end of screen character
which instructs the digplay to return to the initial

locatione.

When the main patching program is first started, a routine
called INIT is entered, which clears the display apart
from the flashing cursor. This routine is also entered
when the sense switch on the kevhoard is depressed.
Several special characters have to be sensed before they
are displayed since the format they produce is unintelligible.
They are the rubout character, the bell character, the
carriage return and the special key on the keyboard which

k

signifies that the display is to be moved up one line.

The rubout has to be detected so that the end of screen
character and cursor may be moved back one location,
which in effect removes the last typed character. The
bell character is detected hefore display, since its seven
bit code is the same as that for the letter G. When it
is detected, a half second electronic tone is generated
within the display. The carriage return character is
similar, but does not require any special manipulation,
since it is implicit in-the line feed character, and 50

is ignored. sually, the combination carriage return,
line feed is sent, and somly the line feed has an effect,

moving /
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moving the cursor to the start of the next liné. If
the special character 4+ is detected, this signifies
that the user requires the display to be moved up by
one line, This is done by searching the characters
in'memory sequentiallyv, until a line feed is encountered.
When this is found after say x characters have been
examined, the remaining characters in the display

are moved to the xth‘previous location in memory.

This routine is also entered if the allowable memory
storage is full of characters. lowever,; the usef is
notified of this occurrence by the previously menticned

electronic tone.

The routines that have been described here are the main
operating érograms of the DISCO software. Fach has

its own special function, independent of the others,

and thus fault finding is made comparatively easy.

Each routine was written individually as DISCO expanded
and added to the previous section. At the present moment,
the system'tape consists of all these routines, excepnt

the VDU software, plus the floating point package supnlied
by DFEC, and the distribution curve display and draphing
routine. It is of course possible to expand these routines
to incorporate any additional software, "such as to accept
analogue inputs and give graphical outputs on the VDU,

etc.
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CHAPTER B

CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

6.

Overall Machine Design

We have seen that the stcchastic computer was
designed with certain criteria in mind, ie,
to be used as a general purpose machine for

investigations into non-permanent stochastic

. structures. Satisfactory operation was attained

after certain small faults had been eliminated.

No major modifications were necessary to the
system, the only faults being dry solder joints,
unconnected wires and integrated circuits going
open or short circuit. This last problem in
particular applied to the automatic patching
circuiﬁry§9)The probable cause is the high packing
density of integrated circuits on each board,
which dissipates a large quantity of heat. Since
the boards themselves are in close proximity, the
heat concentration would tend to cause the inte-
grated circuits of less than full specification to
display the faults observed. A possible solution
to this problem would be to install a suitable blower
fan to maintain the automatic patching cards at a

reasonable temperature.

The automatic patching system, as a whole, operates
satisfactorily when properly maintained, although
faults are not apparent until one tries to use a
particular patching configuration. Regular checks

on individual boards are therefore necessary at
monthly intervals using the automatic testing program

written specifically for this purpose.

Baving /
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Having used the computer to study analogue type
problems, certain limitations were observed. The
most important of these is the scaling of the
integrators. This function is performed to multiply
the input to the'integrators by a factor of 2, 4, 8
or 16, to compensate for the effect of the summers
and multipliers. It is achieved by reducing the
counter size from 12 bits to 11, 10, 9 or 8.
Observations of this procedure showed that it
resulted in increased drift for each scaling step,
and hence a similar reduction in accuracy. At
maximum scaling, the number of states in the integrator
is 256. For each clock pulse, the change is 0.39%
of the total counter size, and thus results in a
coarse approximation to the variable represented.
However, if the counter size was increased to 16
bits, and at waximum scaling reduced to 12 bits, the
resulting change for one clock pulse would be 0.024%.
This would give increased accuracy and less drift,
but would reduce the bandwidth.

Another limiting factor in the system is the output
interface. At the moment this consists of a stochastic
to analogue convertorfnwhich is in effect a second
order filter, with a damping factor slightly less than
one. Unfortunately, the accuracy of this interface
depends upon a high clock speed, which means that it

is not possible to slow the complete system down to

observe certain results.

This interface is also necessarily limited in band-
width due to its design. It is recommended therefore,
that the output interface used be an ADDIE, préferably
the BRM ADDIE, in conjunction with a digital to analogue
convertor. This will give an increased response time,
and also enable the output to be observed at low clock

rates.

One /
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One further problem arose concerning the main PRBS
generator which would start in the all zeros state
when pbwer was initially appiied. This resulted in
no noise sources being available for comparators,
integrators, etc. This problem was solved by having
a push button on the front panel, which when depressed,
loaded several 'ones' into the main PRBS generator

shift register.

“The Universal Stochastic Module (USM)

As previously stated, the computer DISCO operates
satisfactorily although some improvements have been
pointed out. One final improvement would be to have
a universal module which contains all the stochastic
elements, selectable by a code. This module would
contain all the necessary ciréuitry for use as an
input or output interface, integrator. summer or
multiplier. It would also have a squarer and invertor,
and a PRBS generator which would be programmable to
start in one of several states. This would ensure
that no correlation of sequences occurred. Selection
of the function required would be achieved by means
of a three bit code, either entered as three separate
digits, or as a serial data string to an on-chip

shift register.

This latter method would facilitate cascading of
several USMs to form complex systems. A suggested
circuit diagram of such a USM is shown in Figure 6.1.
Ih this circuit, the scaling factor for the up/down
counter, the ROM address, the function select code,
and the input information are all entered into a
large serial shift register. It is envisaged that
this data will be loaded under control of a mini-
computer or microprocessor which will act as supervisor
for the complete system. If the length of the
counter n is limitéd to 12 bits, the complete USM
could be contained on a 24 pin package. However, if

n/
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However, if n is required to be 16 bits, then the
next size of package, 40 pin, will be required.

In this case, it may be desirable to omit the
function select logic, and simply have all
functions and their inverses available at separate
output pins. This would have the advantage that
one USM would provide multiple functions of the two

inputs if this was so desired.

The construction of such a module would be
economically sound, reduéing considerably the
overall cost of the stochastic computer and
simplifying construction.

(%)

Applications

The stochastic computer and particularly the USM
should prove to be a significant step forward in

the fields of on-line process control and general
instrumentation problems. The limiting factor in
process control is not the lack of suitable
algorithmic techniques, but the speed of computation.
The stochastic computer is faster than the conven-
tional digital coﬁputer since the computing operations
are performed in parallel and it is also more
accurate than the analocue computer. It is envisaged
that the main use of the USM will be in hard wired
packages performing particular algorithms, which will
be plugged into the bus on conventional digital
computer systems. The algorithms in which it will

be most useful are expected to be linear and dynamic

programming and matrix inversion and multiplication.

In many instances, the input to the control system
will already be in stochastic form.  This gives
the stochastic computer an inherent advantage over

conventional systems, since no interface problems

arise. Because the stochastic computer modules are
based /



..51..

based on conventional analogue structures, a system
of USMs can directly replace these functions.

This would result in D/A and A/D convertors being
unnecessary, and an increase in computation speed.

(3,9

Second COrder Simulation

As an example of stochastic computation, the well
known second order configquration was set up using
the facilities of the complete DISCO system. The
block diagram of the configuration is shown in
Figure 6.2. The interconnections vere made using
the automatic patching svstem via the VDU and the
outpﬁt connected to an ultra violet graph plotter
through a stochastic to analogue convertor. The
results shown in Figure 6.3 were obtained by
varying the scaiing factors M and N. The initial
condition of the output was set to -50, where the
maximum was —100; and then the system was activated.
The damping factor of this configuration is given
by

z = % . (-II%)Lz
where M and N are the scaling-factors. In the
results shown, the damping factors are 0.25, 0.35, .
0.5 and 0.7. This is of course a trivial problem,
and is only used to demonstrate the typical method
of use of DISCO. Several of the available functions
were used, namely the automatic patching, the scaling
function, the comparator input, and the initial
conditions. The 'read' function was also used when
setting up the systemialthough it was converted from
reading a 12 bit number, to that of reading an analogue

voltage, using the A/D convertor in the PDP8/E.

Another simple system was set up to demonstrate the
operation of the system. This was the sine wave
- generator, the block diagram of which is shown in

Figure 2.5. The output of this system was again

nmonitored [/
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monitored on the ultra Violet plotter and is shown
in Figure 6.4. It can be seen that the amplitude

of the output varies slightly due to the inherent
drift of the integrators. The frequency of
oscillation is determined by the scaling factors

of the integrators - both of which must be the same,

and the clock frequency.

SDecialiséd Stochastic Svstems

Although the stochastic computer is a valuable tool
for use in conventional analogue type structures,

it is ideally suited for stochastic system simulation.
To this end, two specialised systems have been
constructed using stochéstic computing elements and
techniques§9)These systems are called the Random
Walks and Markov chain processes and are contained

in a separate rack in the DISCO system. A photograph
of the front panel of these systems is shown in

Figure 6.5.

The Markov chain process is a stochastic system
consisting mainly of repetitive matrix multiplication
which is of course ideally suited for use with the

DISCO computer. Used in the system are twelve
comparators and the automatic patching. The Random

Walk circuitry consists of three up/down counters and

is connected to the PRBS system in DISCO. The counters
are set at some starting points, and allowed to count

up and down according to the PRBS input. Eventually

the counters will reach a barrier, ie, full up or

empty when they may be held, or allowed to reflect from
the particular barrier they have reached. The ocutput
from the system is taken from the counters and suitably
decoded to drive four seven segment displays. ILventually,
it is envisaged that the outputs will be converted to

analogue /



analogue voltages using BCD to analcgue convertors.
More detailed explanations and circuit diagrams of
these systems are available in two CNAA M.Phil.

theses.

Further Work on Stochastic Systems

It is hoped that stochastic automata will be the

next field of research using the stochastic computer.
These devices,; when uséd in a random environment can

be used as learning modelsgm)They may be made to

change their operating probabilities due to a change

in the environment by a system of punishment and
reward. The usefulness of these devices is most
obvious in a situation where the characteristics of

a process are not known, and there is no mathematical
description of fhe process available. Stochastic
automata may be used in such a situation, where the
reaction with the environment changes the probabilistic
structure of the device so that the optimum result is
achieved. The devices would then be known as learning
automata. One advantage over conventional optimisation
methods such as steepest descent and hill climbing
techniques is that the stochastic automata will not
lock on to local optima but find the truly global

optimum.

Very little work has been done on these learning
systems due to the time taken to process any simulation
programs. It is hoped that the stochastic computer
will result in much faster computation times, as an
actual learning svstem will be constructed, not
simulated. It is intended that this will be one of

the main fields of investigation undertaken using

the completed stochastic comnuter DISCO.
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ApPENDIX 3 PRBS Delay G eoneration [ FOCAL)

-~

C-FOCAL., 5/76%

#l1.45 ¢ TO FIND DELAYS G-28% TO BE EX-0R'D FRCM ONE
#l.1% E

#le2( A 7223% N(1)Y=738 J=138 U=g

A1 .25 G 6.05 '

Ble37 F I=1,J58 M(2%I=1)=N(I)=-283S5 M(2%xIy=N(1)-25
M1 .35 S TA=2

PletA F 1I=1,252%J5D 3

#1530 F I=i,2%J-13iD 1.6

le55 G 1.6

Ble6 1 (M(ID)s1e73F L=I+1,Jd%25D 2

A1.70 R :

BleBMA S K=03F 1=1,J%2;N 5

Bl«98 1 LTA~J)1.95,2.15 195

71«95 & J=K3G 1.3

@2 10 T B3F. Iml. il 2.5

72.15 T 130

AB GO T -2, NI ™ I8 Umd | 2] =188 « 43T 158 Yshs
U200 R

“3.10

+—

(MLT))BelBaR1831 (BMEIF1)IR15,ReGIR

B3¢15 S TA=TA+! |
B327% S MOTY=SNCCI+1)/2)5S MCI+1)=0

Bl 1 T (ML) )s &35 1 MCI)-MILYIYA.3001eR540443
A e20 S MII)=A3S ML=

A4 37 R

A5«174 1 (M{I1)3,5.25;8 K=K+155 NKI=MC1)
%502/, R

D625 S SH=1/2
SN=2xSN3 T (M{1)-28%xQN)Y 6.2, 6.2, 6.1

6«19 S
B6.2A § SN=SN/258 MO SNCL)=SNx2K5 S pi(2)=N(1)-58:25

N6 3% N1 <3556 135

IN©HT

'Z'
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ApPENDIX U PRBS Delay Generation ( FORTRAN )
C PROGRAM TO FIND DELAYS TO RBE EX-0RED.
C ANGITS o W, BROWVN,

TDIMENSION ST(313,ANCI52)
DO 5 X=1,31

5 ST(K)Y=(A.0
1=1
J=a
READ (1,17) TN
10 . FORMAT (Fl&.2)
3% SN=4,5
15 SN=2 ¢ A S0
] IF (TH-31.3%CNY2R, 20,15
20 SN=SN/2 .0 )

BI=TN=31.0%xGN

R2=TN=-27 « A% SN

IF (BI=31+0355:352,25
o5 ANC1) =8%

1=1+1

TN=3]

GOTO 3%
a5 K=R1

CT(KI=ST(KI+i-A

1F (BO=31A34L5,45,40

4 TN=B2
GOTN RA
45 K=12
ST(KY=ST(K)+1 .0
=1-1
TF (I>8%, A%, R”A
5% ’ TN=AN(CI)
GOTO 36
] PRINTONT SECTION.
A no 79 K=1,31

L=ST(K) /2.0
A=ST(KY /2.1
(¥ (FLOAT(L)=n) 55,70, 65

A5 WRITE «€1 75 K
75 FORMAT (114%)
J=d+ 1
S T I RO R T
G J=U i
Fini
70 CONTIHIE,
FINT '
STOD
ENT
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APPENDIX 6
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gethod introduces inherent lowpass fitterine. Thus the high-
fequency atienue tion provided by the digital filter is in-
Crcdccd relative to that of the analogue filter,

Emmp/y of a Towpass filter: The Sth-order lowpass Bessel
ransler function®

945
554 155+ 1055% 4+ 4205 4 9455+ 945

Hip(s) =

1af

amplitude
)
()

that satisfics a sct of specifications. The method preserves the
phase response of the analovue filter, and, consequently, it is
usciul for the desizgn ol lincar-phase or equalised digital
filieis. The method is less sensitive to frequency folding in
comparison with the invariant-impulse method.  Further-
more, it can be applied 1o wransfer functions in which the
numerator degree is as high as the denominator degree. In the
invariant-impulse method, the degree of the denominator must
exceed that of thc numerator by at least two

" 005~
C
0
g ¢ 4 f
oo
g 0-2 Ej
b o051
¢ I
a £
o 0-03 046

frequency , Hz

fig. 2 Amplitude and group-delay responses for a bandpass
llter with an eguiripple group deley
Yominal group delay: 8-6508 s

Amplitude: Group dclay:
000 analogue G OD analogue
000 wp = 0-7rad/s

E3LE:8 digital

1-Orad/s
UV wp = 1-3rad/s

povides a maxirnally flat group-delay characteristic. This
s used 10 obtain a corrc<pondin" lowpass discrete-time
sfer function.  Tho invariant-sinusoid method was used
ith wy = 1, 2 and 3 rad/s and with a sampling frequency of
Rradfs in each case. The amplitude responses and group-
thy characteristics are shown in Fig. 1.

bample of @ bandpass fiiter: The bandpass transfer function”
hp = 0-287063s2
x [{(s4 0300384}%140957"{(s+o 303271)2
+0-8757952}{(s+0-223361)*+1-340451%}

X 4{s+0-230216)% + 064059571~ 1

vides an equirippie group-delay characteristic The
.«lrmnt -sinusoid meihod was used with wp = 0 7 1.0 and

3ldds and with a sampling frequency of 4 rad/s in eoch
The amplitude responses and group-delay characteris-

lis are shm\n in Fig. 2.

Figs. 1 and 2 show that the derived digital filters preserve

% flat group-delay characteristics of the

.*‘ﬂm e filters, as one would expect from c(}r; 3 A!so,

‘° amplitude respons s¢ in cacn di PI ﬁli i

iy of the corr
(I

the design fre-
Y wp, as one \\uuld C,\pu.l ixom cqn. 16, wy, is not

”“Lu! as long as it is chosen within thn passband of the
NC(.

i ;
“~”l ions: An upmoumutmn method has been described

fre o digital filter can be derived from an analogue filter
i)
0

- -
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ADAPTIVE LOGIC CIRCUITS FOR DIGITAL
STOCHASTIC COMPUTERS

Jielexing terms: Computer interfaces, Logic design, lLagic
elements

A theoretical and t\ncrimr*nm investigatl

clements suitable for use as an ou i
stochastic computers is presented. ¢ a
using a binary rete mulupmr 1S du"u)!‘._\ll‘ult\f 1Y) pm\HL a
significant improvement in accuracy without ceduction in
bandwidth characteristics. .

The basic idea of stochastic computation was originated
independently, and almost simultancously, in the UK and
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the USA.1=3  Dipgital stochastic computers use probability
as an analoguc quantity—the probability of switching a
digital circuit. 1t has been demonstrated that randemly
gwitched digital logic circuits with statistically independent

Cjnputs may be used to simulate the conventional analogue

operations of summation, multiplication, inversion and
integration.

The output of a digital stochastic computer will generally
be in the form of a nonstationary Bernoulli sequence. Such a
sequence can be considered in probabilistic terms as a
deterministic signal with superimposed noise. The output
interface of the system must be able to reject the noise com-
ponent and provide a -measure of the mean value of the

input

—g up
&

counter

-

Y

comparator

[ p.r.b.s. generctor

Fig. 1A Noise ADDIE

counter,

R

L clock
Fig. 18 B.R.\J. ADDIE

deterministic input output to digital computer

i S

comparator

ADDIE

] p.r.bs. generqtor_j

Fig. 1c  Zxperimental system for ineasurement of distribution
curves '

observed sequence's generating probability. The interface

- must also be amenable to reasonably simple synthesis with

digital logic circuits. If it is assumed that the variations of the
original deterministic signai are low compared with the
superimposed noise, the signali may be extracted from the
noise by conventional lowpass filtering. Of the digital meth-
ods available for iowpass filtering, the technique of interest

- for our investigation is that of exponential smoothing.*~¢

: The digital synthesis in logic form of exponential smoothing
Is shown in Fig. 1a. This circuit gives an outpurt that is a
measure of ihe generating probability of the stochastic input
Stquence.  The circuit is sometimes called an Avpig, which
Ban acronym for adaptive digital element. It is best referred
10 as & neise-AnDIE siructure, since it uses a feedback signal
consisting of a Bernoulli sequence. If, alternatively, a deter-
mu‘mistic feedback signal is used, the aAppiz will still form an
ttimate of the input sequence’s generating probability. The
mplicit assumption in stochastic computation of statistical
independence between sicnals is still applicable even if one of
the signals is deterministic. The deterministic-feedback signal
May be conveniently generated using a binary rate multi-
phcr (b.r.m.) in the feedback loop, as shown in Fig. 1. To
diflerentiate this structure from the noise ADDIE, we shall
refer to it as a b.r.m. ADDIE. The output frequency f, of the
L. s determined by the current state of the up-down
tounter and the clock frequency fi. The generating proba bility
of the feedback sequence is f,/f.. Owing to the lack of random
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fluctuations i the feedback sequence, the distribution func-
tion of the AppiE states will be modified. In fact, as will be
shown subscquently, the standard deviation is decreased
compared with the noise ApDIE, and this provides improved
accuracy without reducing the bandwidth of the interface.

The operation of the b.r.m. ADDIE can be classed as a non-
Markovian process, and hence theoretical analysis is extremely
difficult. However, it can be shown that a reduction in the
standard deviation is to be expected, and an expression that
describes the cxtent of the reduction is developed below.

If the noise ADDIE is in a steady-state condition, the vari-
ance of the distribution function is dependent on the variance
of the count-up/count-down signals to the up-down counter.
If the probability of an input pulse is p, the probability of a
feedback pulse is (1—p), owing to the invertor in the feed-
back loop. The standard deviation of the count-up sequence,

oy, for the noise ADDIE is thus

G, = [Np(l=p){1—=p(l—-p)1* . . . . . (1)

Similarly, for the b.r.m. ADDIE, the standard deviation of the
count-up sequence, o, iS given by

op = (- NpQ=plF* . . . . .71 5D

Eqn. 1 represents the standard deviation of a sequence with
probability p(1 — p) computed over N clock intervals. Eqn. 2
represents the standard deviation of a sequence with proba-
bility p computed over a sample size of (1—p) N clock inter-
vals. The reduction in standard deviation, as expressed by a
reduction factor R,, is obtained directly from eqns. I and 2 as

Ry=2=14 L
Op l—p

2

&)

Thus R, is maximum when p = 1 and decreases to unity as

p — 0. Similarly, for the count-down line, the reduction ratio

R4 may be calculated as

et 0ol e e
Op P

This reduction ratio has a maximum at p = 0 and decreases

to 1 as p— 1. The resultant effect of both reduction ratios

has been investigated experimentally for a range of input

probabilities.

The basic experimental arrangement is shown in Fig. lc.
A deterministic 12-bit digital signal is compared in parallel
form with a 12-bit sequence of random pulses obtained from
a p.r.b.s. generator connected sc as to generate a maximum-
length sequence (msequence). The resultant serial output
from the comparator is a probabilistic representation of the
original deterministic signal. This serial stochastic sequence
is then fed to the input of an Appir that provides an esti-
mate of the generating probability of the stochastic sequence.
Typical state-distribution curves for the noise and b.r.m.
ADDIE structures, for a given input probability, are shown in
Fig. 2A. These distribution curves were plotted by connecting

the output of the ADDIE to a digital computer.* Simiiar
* PDP 8E :
4008[ <
3072 b.nm, ADDIE
g A
) £
[a)
5
@
la}
n 20481
2
2
I¢] :
A noise ADDIE
1024 |
(e} 1 1 4l ]
40 80 120 160 180
state number
Fig. 2A  Sampled distribution of states
Input probability = 1/16
501




jsiribution curves were obtained for a range of input
obabilities.

The distribution curves for the noise ADDIE approximate
As predicted for

\wll to the expected binomial distribution.

101

075

et

been demonstrated to provide an improvement in accuracy
without reducing the bandwidth characteristics.  From an
economic viewpoint, the b.r.m. ADDIE is marginally cheaper
than the noise ADDIE, using currently available digital inie-
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fig. 28 ADDIE Step-response characteristics

| -- -~ noise ADDIE
—— b.r.m. ADDIE

lhe b.r.m. ADDIE, for a given input probability, a decrease
nvariance occurs. The effect is most pronounced with input
pobabilities in the region of 0-5. It may be observed that the
fistribution curves for the b.r.m. ADDIE are asymmetrical,
id a sharp discontinuity occurs at the mean value. This
ficontinuity is a characteristic of the b.r.m. It is due
loachange in phase of the sequence when the b.r.m. changes
fom *one-all-zero® state to a ‘zero-all-one’ state. The dis-
ontinuity occurs at prebabilities of 1—1/2" and 1/2", where
1is-an integer. For intermediate values of probability the
dstribution curves are symmetrical.

The responses of both types of ADDIE to a range of step
liputs are shown in Fig. 28. These curves were obtained in
ral time using a 12-bit digital-analogue convertor and a
ywaph plotter. It may be observed that the response of the
brm. ADDIE is almost identical to that of the noise ADDIE.

An experimental a:nd theoretical investigation has been
rformed of two types of adaptive digital clements suitable
br use as an output interface for a digital stochastic com-
futer, Compared with the noise ApDIE, the b.r.m. ADDIE has

grated circuits. The b.r.m. ADDIE is to be used as the standard
output interface in a digital stochastic computer bpISCO
presently under construction.

A. J. MILLER
A. W, BROWN
P. MARS
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POLE SENSITIVITY OF A DIGITAL FILTER
WITH MULTISHIFT SEQUENCES IN EACH
SAMPLING INTERVAL

Indexing rerms. Digital filters, Poles and zeros, Sen.w'ri:‘ity

The pole xcnsx'mty of a digital filter with mulushift sequences
in cach sampling interval is investigaied. A crirerion is estab-
lished to compare the pole sensitivity of a multirate filter
with that of a single-rate filter, and the arca fnr less-sensitive
poles is plotted.

Fillbrant' has proposed a digital filter with shift registers
fch that the shifting is continued N times during each pulse
Rpetition interval, while the filter multiplication codhuuns
e also allowed to take on different values for the different

tify tsequences. If a 2nd-order digital filter, realised by the
Irect configuration (Fig. 1a), has N shift sequences during
tich sampling interval, while its cocfiicients are allowed to
lthe op difTerent \dluw every T/N seconds, so that «,; and
,Lf,m the cocflicients at # T, «,; and j,; arc Llu cocflicients at

b$1/%) 7, and a;; and B are the coefficients at
(7~ 1)/N} T, then its state equation is given by?

CESH xi(m) ] | p
[\-2(”.}_ I)_"J = AN AN—ln { i l b ’\J -+ 1311 !)] \1}
)]

T —

where

[0 1 0
ol B] 3_[1}

~u{n) = input at t=in'T

and x, (1) and x,(n) are the state variables, shown in Fig. 14,
at ¢t = nT. The poles of the filter are simply the eigenvalues of
A, i.e. the roots of the characteristic equation

debel=day= 0 = 0ok it ne s Ly
where
Am:A‘\‘AN_l...Az A1 . . . . . . . (3)

If such a multirate filter is used to realise a fixed 2nd-order
single-shift-cequence filter whose state matrix is A, where

o 15
AS=L_”[.,2 -—bl] e ltoe ()

the cigenvalues of A, and A, are identical, i.e
detzl=d )= detGEod) - & e s o)

Let A and A" be the cigenvalues of 4, and, if only complex
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o certein nodes during the procedure. If the discharging
grevit is nenlinear, which is so in b.b. circuits, this remains
uequalised. One must prove that such effects do not occur
 Juring the bucket-brigade discharging procedure. The circuit
of Fig. 2 is a model of the discharging process in the b.b.
drcuit.  Ideal diodes are connected to each node of the
gapacitance array. All the anodes arc connecled to a comiion
pusbar, the voltage of which decreases from a positive value
zero. Two statements are valid for this discharging process:

(i) While U < U, the kth diode is in a nonconducting state.
No discharging is possible, and overdischarging cannot
OCCUT. :

(i) When U, =U is reached, the decrease of U wiil be
closely followed by Uy A slower change in Uy is not
possible, owing to the conducting state of the kth diode.
A faster change is also impossible, because the voltage-
transfer ratio of a capacitive network cannot exceed 1.

U

el L

U o)
K
1
l 1 2 k n Lo
] copacitive
—o0

m-pole

Fig. 2 Model for discharging process of bucket-brigade arrays

These two statements prove that the discharge process
demonstirated in Fig. 2 forces each array node voltage to
decrease just to zero: thus overdischarging cannot occur.

Based on the foregoing, the following conclusion can be
reached: the bucket-brigade circuits can be built with an
arbitrary capacitive m-pole instead of the simple capacitance
array. For open outputs, the charge extracted from an array
node is equal to the charge previously filled into the same
node and is independent or the charging of the other nodes.
Thus the line is nondispersive. The application of the con-
dition @, = 0 (open outputs) in eqn. 2 vields

A UU R (("un_ Cuu anC_ ; C‘,a)j : Cau C:m_ ! Qa =5 "{/Qu (6)

This equation provides the basis for the investigation of the
apacitive coupling network. The matrix ¥ contains all the
weighting factors that are valid from the array nodes to the
output nodes. From the aspect of the design, one should first
choose some kind of topoicgy for the capacitive network, and
then use the individual capacitance matrix of the same. For
eample, for the apolication of the network of Fig. la, the

@pacitance matrix is

~ e

e Par SOl i e i e o
0 (j,,: ‘!‘ C\" e O : Y sz
O O Cu:: = Cwu : = Cwn (7)
=, C\\'l b Cw.’ o Cwn Cs +ECW

It the value of each capacitance C, is chosen to be
Cﬁ: C, = constant, a very siraple design formula can be
derived from eqn. 6:

E Cwi Ql‘
i=1

e e

i

R C, T ERG ) =0Cr

I8 the realised weighting factors arc proportional to the
“pacitances C,,.

flecTh ONICS LETTERS 3rd October 1574 Voi. 10
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Similarly for other networks, only positive weighting
factors can be realised by the capacitive-coupling network.
It creates no problem because of the possibility of multiple
outputs. Two outputs must be created: the first to be in
accordance with the positive weighting factors, the second
one with the negutive weighting factors. The signals of the
two outputs will be fed into a differential amplifier. When the
capacitive network is equipped with a number of (more than
two) output nodes, one single network will be able to produce
a number of differently filtered output signals.
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MOVING-AVERAGE CGUTPUT INTERFACE
FOR DIGITAL STOCHASTIC COMPUTERS”®

Indexing term: Computer interfaces

A new Jogic circuit suitable for use as an output interface for
digital stochastic computers is presented. The Jogic element
is based on the theory of moving averages, and is demonstrated
to vrovide a significant impreovement in transient-response
characteristics, without loss in accuracy.

A previous letter was concerned with the problem of adaptive
logic circuits suitable for use as an output interface in digital
stochastic computers.? The machine variable of a stochastic
computer is the probability of an o~ logic level occurring at
any given clock interval. The logic circuitry required to
measure this probability and convert it to a mare convenient
binary number form must be capable of counting ail the
observed oN logic levels and performing some type of
averaging operation. The general equation that describes all
averaging techniques can be written in the form

P.‘\" = da; AA\'+(12 4‘11\’__1’*‘([3 AN—.‘.’.
+...+a; A}\'—-i+1+a.\’A1 (1)

where Py is the average calculated over N sample points. The
coeflicients a; are referred to as weights, and the values of A;
in the binary case are 1 or 0. For the estimate to be unbiased,

If the sumple length N is extended to infinity, eqn. 2 may bé
satisfied by making the coeflicients ay, a-, as, ... a geometric
sequence. The average given by egn. 1 may then be written as

Py = (1~IX)A:\'+05(1_CZ)AA\'ax'*‘az(l—'a)AN’-~Z
ot (l—)dy-n= (I—)dy+aPx_1 (3)

This method of averaging is known as exponential averaging
or exponential smoothing. It provides the theoretical basis of
the noise ADDIE reported previously.! Alternatively, if the
* The authors wish to thank one of the referess for indicating that the use of a
moving-average circuit has been previously mentioned in private corsrespondence
by G. V. Pallottino of the Laboratorio Di Ricerca E Tecnologia Per Lo Studio
Del Plasma Nello Spazio, Rome. This correspondence was, of course, unknown
to the authors
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aple length N is finite, eqn. 2 may be satisfied by making
(e weights eq ual to 1/\ Under this condition, eqn. |

dices tO

] Noo Ay— A
PN=———E A(+AN=PN_1+“A—N’—0
i=1

4)
yestimate P is now referred to as a short-time or moving
age. An apparent disadvantage of the moving-average
fgod, compared with exponential smoothing, is the
u1rement at any time, to store all logic input levels
gred in the previous N clock intervals. However, since
jjthe first and last levels are used in the calculation at any
.fime, @ conventional serial-in/serial-out shift register of
,1h N may be used for a memory.

deterministic
output

ey

‘| counter

—Ja)y

down

. postic input

shift

register

clock

11 Moving-average system

lhe logic circuit for generating a moving average is shown
fig. 1. The shift register is 4096 bits long and is simply
sofucted from standard m.o.s. integrated circuits. The
< aer must have the same capacity as the shift register, to
wae an unbiased reading by inherent division of the
JarN. In operation, with an input Bernoulli sequence of
«iability p = 0-5, the standard deviation o of the output is

LEyE e O S
¢ / N K/ a066 - > 008

“astandard deviation of approximately 19/ of full scale.
T responise of the moving-average circuit to a step input
“down in Fig. 2. Also shown are the responses of a noise
JEand 2 b.r.m. ADDIE of the same accuracy. The improve-
‘i obtained in transient-response characteristics will be
fcant in improving the overall frequency-response
‘::racterisdcs of stochastic computing systems. . It should
”“‘fﬂpted that the moving-average circuit, unlike the expo-
il smoother, is an open-loop device. To avoid the
+imulation of errors, it is necessary to set the circuit to the
¢ ‘3§tale before each reading.  Apart from stochastic com-
“on, the moving-average circuit has been applied
rlmental!v to deterministic pulse-rate measurements. If a
tatlonaxy Bernoulli sequence is considered as a deter-
ntlc signal with superimposed noise, it is appaxent that
nome -average circuit may be used for frequency-to-
“er conversion. In such applications, it is nccessary to

0 50080000 T BO00 T 20000 25000
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& * Step-response charae sLeristics
Ving

fnn £ AVerage

¢ ADD
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provide additional circuitry to synchronise the input with the
shitt puises of the shift register. As with the stochastic case,
the clock {requency controls the. sample tength, but the sample
must now be thought of in terms of a time period rather than
a fixed number of clock intervais. The reading of the counter
will depend on the clock frequency as well as the iength of the
register. The maximum freaucncy that may be measured is
the clock frequency, and the minimum reading is directly
dependent on the length of the shift register.
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MONOLITHIC POLYCRYSTALLINE-SILICON
PRESSURE TRANSDUCER

Indexing terms: Monolithic integrated circuits, Pressure trans-
ducers

A monolithic pressure transducer using pol)cr)om]lm'= silicon
for both the diaphragm material aud an integral piezoresistor
has been fabricated. The device can be made with good
repeatability and with easily varied diaphragm thickness.
Electrical-output linearity is very good over a pressure range
of 0-11 cin Hg for a 2-4 #m diaphragm having an area of
0-00136 cm?2.

Introduction: A new form of integrated silicon pressure trans-
ducer has been fabricated using a thin polycrystalline dia-
phragm supported by a relatively thick silicon rim. A single
piezoresistor is made by ion implantation directly in the poly-
crystalline silicon. The polycrystalline pressure transducer
can be made with fewer processing steps and greater repro-
ducibly than single-crystal monolithic pressure transducers.

{op view

£ aml Ll

/ piezoresisto:"

aluminium

vl e,

bz

v & o i v e o

poly = Si
- cdiaphragm

substrate (single
crystal silicon)

edne view
Fig. 1 Polycrystalline-silicon pressure transducer
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OFTIMUM CRITERIA FOR CQUTPUT
INTERFACES IN DIGITAL STOCHASTIC
COMPUTERS

Indexing terms: Computer interfaces, Logic design, Logic
devices

Optimum criteria are discussed for the evaluation of output
interface systems in digital stochastic computers. in particuiar,
the ideal probability sensing device is described, as well as a
practical realisation of a variable-accuracy averager.

The moving-average ocutput interface’ is a device for con-
tinually estimating the average rate of a random pulse train.
This average is computed over a time interval dictated by
the circuits’ counter length and master-clock frequency.
When the input pulse sequence is synchronous with the clock,
the moving-average circuit forms a reasure of the input
sequence’s generating probability. Thus the circuit may be
used as an output interface for a stochastic computing system.

The properties governing the efficiency of output interfaces
are simitar tc those of conventional statistical estimation, and
may be summarised as follows:

Steady-state characteristics:

(@) Minimum bias error. Ideally, the output interface should
provide an unbiased estimate with the expected value of the
output equatl to the mean of the measured variable.

(6) Minimum variance. The variance of the output should be
commensurate with the length of the sample taken.

Step-response characteristics :
(@) Minimum t response time to minimum bias error. Obviously,

the time taken to reach an unbiased estimate should be as
short as possible.

(@) Minimum response time to minimum variance. The
Sponse time should equal the theoretical minimum time
fquired to compute an estimate with the desired variance.

T s = . . . .
1\0)131(1111,‘11[17'}' input characteristics: For nonstationary inputs,
Variants on all the previous properties will exist, depending
o the nature of the nonstationarity. One important
tharacteristic is the following:

_(?) Ability to track nonstationary inputs. Ideally, the output
Merface should be able to continually track a changing
326

input value without the necessity of resetting the circuit after
cach reading.

The ideal output interface for a stochastic system is one
such that the normalised variance decreases with time and all
reacings form unbiased estimates of the input probability.
Thus the most si .111"10‘1*" bit of the binary-number estimate
would stabilise first. followed by progressive stabilisation of
further bits as the nurmahsed variance decreases. An
arithmetic operation such as this requires continual division
and is beyond the bounds of a simple digiwal realisation.

The moving-average output interface provides the minimum
variance possible after N clock periods and maintains this
minimum, However, for the first N —1 clock periods, be-
fore the sample space is filled, the probability estimates are
unusable. Clearly the circuit satisfies (@), (b), (d) and (¢) of
the above criteria.

An output interface recently described by Pratapa Reddy?
reduces the time taken to achieve an unbiased estimate, i.e.
improves property (¢) and also satisfies property (d) by
providing a variance proportional to the number of clock
pulses counted. However, the claim that the variance asso-

deterministic

stochastic i LOUtp“t l
input .
= & main e
counter 3B
B, s
digital-to-
— frequency [
convertor
2 [tirmer to |
| count
i e N/2 pulses clock
Fig. 1
stochastic input binary

P
L d

outputA
up{t__h _______ '

’__: couner 5-1

down = l

N/2 SR
1 b e
:;j —__clock
clock \J\\\Shift register tirner to

iength N/2) count N arnd
N{2 puises

Fig. 2

ciated with counting N trials of a Bernoulli sequence can be
achieved after only N/2 clock periods is misleading. The
circuit forms an N bit average of the first and iast N/2 trials
of the input sequence. Since the first count is never lost,
the circuit is unable to track nomtationary inputs and thus
cannot be classified as a moving average. To avoid confusion,
it should be noted that the circuit diagram? contains a slight
error. The two outpuis of the shift register, of which cne is
inverted, should be interchanged for correct operation.
Recently, attemp's have been made to design an output
interface with a \':1ri;m‘“ sample iength. One such circuit is
shown in Fig. 1. The device uses the basic circuit idea proposed
by Pratapa k\,d(l\’ for halving the respense time. Im main
counter is initially set to a stalte corresponding to an input
probability of 0-5. After N/2 clock intervals, the main counter
reaches an unbiascd estimate with variance of the order of
2/N. At this time, the feedback slﬂni} Is connected to the
input of the integrator, changing the circuit into a standard
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appie with deterministic feedback.?  The accuracy of the
estimate then steadily improves, finally giving a distribution
function of variance proportional to 1/2N. It <hould be noted
that the ramp response of the circuit provides the appie with
an initial condition, which is itself an acceptable probability
estimate.  Subsequently, the ADDIE operates on additional
data, using its extended memory capacicy to decrease the
normalised variance.

A more complex output interface structure is shown in
Fig. 2. This circuit switches to an N-stage shift register after N
clock periods and provides a true moving average. The
improvement in the response time to minimum bias error is
achieved solely at the cost of additional circuitry.

A. J. MILLER 19th June 1975

GEC Hirst Research Centre
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EXTREMELY HIGH PACKAGING
DENSITIES BY OPERATING INTEGRATED
CIRCUITS WITH R.F. POWER

Indexing terms: Integrated circuits, Packaging

A binary circuit configuration in which the transistors operate
with r.f. power is described. This mode of operation allows
the use of very simpic circuitry. 1.C. configurations ir which
this principle is exploited to maximum advantage are proposed

The principle is illustrated with the aid of a circuit configura-
tion implemented with discrete devices (Fig. 1). A sinewave
or square-wave r.f. supply voltage of 5 V reiative to ground is
applied to terminal S. The frequency may be, for example,
15MHz. The r.f. current flows through the capacitors C,,
C, to the transistors. Since the voltage at the transistors is
always far below the supply voltage, the capacitors are
r.l. current generators with respect to the transistors. The
transistors T,, T, form a logical unit cell. When at least
one of the two transistors is turned on by a positive drive
signal applied to terminals /,, /., the r.f. current flowing
through capacitor €, is shorted. Since no current is able to
flow into the emitier junction of transistor Tj, the latter is
turned off. If, however, terminals /,, I, are connected to
ground potential, i.e. if transistors T, T, arc off, the positive
halfwave of the r.f. current will flow through the ernitter

= C1 C2 =

Iy K
T Ta T3
L I,

Fig. 1 Circuit configuration with discrete devices operated with
Lf. power
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junction of transistor Ty, which is thereby turned on to short
the r.f. current flowing through the capacitor C,. It is
practical to operate the collector of the output coupling
stage Ts with direct voltage, e.g. 5V. When the transistor
T, is driven, there is constant operating voltage at the output
O. If however, the transistor T ; remains turned off, the ouiput
voltage will fluctuate between ground potential and the
operating voltage i/ at the rate of the r.f. voltage. Both this
r.f. output signal and the mecan d.c. value filtered from it
can be used to drive further circuits. The transistor Ty is
added to indicate how the configuration can be expanded
into a logic network of any required complexity.

It is of decisive interest that capacitors C,, C, need not
also be integrated. Instead, either the isolation capacitance
may be used or the entire surface of the semiconductor device
can be covered with an isolation layer on which is deposited a
metal film that is connected to the r.f. generator.

//

i S et

Fig. 2 [.C. operated with r.f. power

Schottky contact as collector. No isolation diffusion is required

Fig. 3 Transister forms at points where metal leads M cross
over the n-doperd leads

For the optimum use of the principle described in i.c.s,
novel transistor structures as outlined below are proposed.
An important feature of these structures is that no isolation
diffusion is required. L in Fig. 2 denotes the metal film
connected to the 1.f. generator and D the isolation layer.
The p*-type region acts as the emitter, the n#-type region as the
base and the metal film M as the collector {Schottky contact
in reverse-biased direction) and, at the same time, as a
connection 10 the base of the next transistor. To ensure a
base contact without any barrier-layer effect, the #*-type
region is inserted on one side of the base. The 1 region
(> 10% cm) isolates the metal film M. No isolation diffusion
or oxide isolation is necessary, because the maximum voltage
o be isolated is 0-6 V, a large fraction of which is taken up by
the potential barrier.  The residual iselation current is
negiigible. It should be noted that the configuration shown
in Fig. 2 represents a p—n—p transistor.

Fig. 3 shows how the transistor structure of Fig. 2 can be
further simplified. The upper i#-doped leads do not terminate
at the base, but a transistor 1s formed at the point where a
metal lead M crosses over an n-tvpe lead. The n*-type
terminali is the base connection. 1If desired. several collector
leads can cross over one base lead. The transistor structure
in Fig. 3 allows large geometric tolerances, because the
various regions are not interdigitated as in conventional
transistors.  This opens the way to very small transistor
structures and, consequently, high packaging densities.

Only the positive halfwave of the r.f. voltage can pass the
base of the transistors. To prevent the configuration from

327
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A study of an output interface for a digital stechastic computer

A. J. MILLERt, A. W. BROWNT and P. MARSY

A theoretical and experimental investigation of adaptive digital elements suitable
for use as an output interface for digital stochastic’ computers is presented. An
adaptive digital element using a binary rate multiplier is demonstrated to provide a
significant improvement in accuracy without reduction in bandwidth characteristies.
The experimental results are shown to be in close agreement with the various
theoretical predictions.

List of principal symbols

A,;=binary random variable
a; = constant involved in averaging process
. E =analogue input voltage
f.=clock frequency
f, =output frequency of BRM
M =mean state of ADDIE
N =sample size
N =total number of counter states
n(t) =state of ADDIE at time ¢
p=generating probability of stochastic sequence
Py, =estimate of p after Vg samples
g=l-=p
R, =standard deviation reduction ratio on count-up line of ADDIE
R4=standard deviation reduction ratio on count-down line of ADDIE
S,=estimate of value of p at time ¢
v,=voltage at time !
V,=voltage corresponding to ON logic level
V =maximum value of analogue input voltage
a=constant used in exponential smoothing

;(t) = probability of changing from state ¢ to state j at time ¢

7,(t) = probability of being in state 7 at time ¢

@y ap = 3 dB frequency of ADDIE

e=error of ADDIE
¢, =standard deviation of noise ADDIE
7= circuit time constant

a{A(i)}: expected value of A at the ith clock interval

ik

At =width of clock pulse

Iniroduction
The basic idea of stochastic compuatation was originated independently and

almost simultanconsly in the U.K. and the U.S.A. (Gaines 1967 a, Poppelbaum

Received 6 July 1973.
1 Robert Gordon’s Institute of Technology, School of Electronic and Klectrical

Engineering, Schoolhill, Aberdeen AB2 1FR.
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1967, Ribeiro 1967). Digital stochastic computers use probability as an
analogue quantity—the probability of switching a digital circuit. Tt has been
demonstrated that randomly-switched digital logic circuits with statistically
independent inputs may be used to simulate the conventional analogue opera-
tions of summation, multiplication, inversion and integration. - The stochastic
computer is not quite as fast as an analogue computer and it is not as accurate
as a digtal computer but it possesses a speed-size-economy combination
which cannot be matched by conventional machines (Gaines 1967 b). Recently
some potential applications of the stochastic computer have been surveyed
(Mars 1972).

Physical quantities within the stochastic computer are represented by the
probability that a logic level in a clocked sequence will be ON. Since proba-
“bility varies from 0 to 1 most physical variables have to be mapped into the
allowable range of computer variables. The actual mapping used substantially
influences the simplicity of the hardware required for a specific computatien.
Of the possible mappings which have been investigated (Gaines 1969) the
mapping of most interest for the present study is the bipolar representation
given by

| &

p(ON)=3+1 (1)

~—f

where — V< E< V. Here p(ON) represents the probability of occurrence of
a pulse, & is the analogue input signal and 1" represents the maximum value of
E. For this mapping both positive and negative quantities may be represented
on one line. Clearly for maximum positive quantity E=V and p(ON)=1,
and for maximum negative quantity £ = — 1V, p(ON)=0. Zero is represented
by a logic level with an equal probability of being ON or OFF. The theoretical
basis of stochastic computation is provided by finite state automata theory
(Booth 1967, Mars 1968).

The output of a digital stochastic computer will generally be in the form
of a non-stationary Bernoulli sequence. Such a sequence can be considered in
probabilistic terms as a deterministic signal with superimposed noise. The
output interface of the system must be able to reject the noise component and
provide a measure of the mean value of the observed sequences generating
probability. The interface must also be amenable to reasonably simply
synthesis with digital logic circuits. If it is assumed that the variations of the
original determinstic signal are low compared with the superimposed noise,
then the signal may be extracted from the noise by conventional low-pass
filtering. Of the digital methods available for low-pass filtering the technique
of most interest for our investigations is that of exponential smeothing (Brown
and Meyer 1956, Brown 1862).

2. Theoretical analysis
2.1. Baponential smoothing

The process of averaging may be described by the equation

Dy =0Ayn +a Ay s+ o tady o+ . +ay 4, (2)
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Here 4, (=0 or 1) is the value of the input sequence at the tth clock pulse.
For the estimate py_to be unbiased

N
Y u=1 G
If all the constants a; in eqn. (2) are equal, then eqn. (2) describes a moving

average as given by
Ne

Y a,=Na=1
=1

or
' 1 &

b=y lz 4,

=1

Any combination of the coefficients @, which obeys eqn. (3) may be used to
form an average of the variables 4,. If N is considered to extend to infinity
then eqn. (3) may be satisfied by considering the variables @, in the form of a
geometric sequence. . Thus we have

— s D CELNE
Uy =0aly, QAg=0a"Wy, ..., a.\.s_.a\'s la‘l
In this case
: N 1
e
i=a l—«

and if x<1

N a
Zt Yo |=—
Ne—soo | =1 ]l -«
Cleaily if a,=1—«, the original eqn. (3) is satisfied. Under these conditions
eqgn. (2) reduces to '

fr=(1—dy +o(l —a)Ay s +o¥(l—o)dy o+ ...
+ ocn(l = a)*‘{lA\‘s—n (4)

This metnod of averaging is known as exponential smoothing. If S, represents
the estimate of the average at time ¢ using exponential smoothing then eqn. (4)
may be rewritten as

S,=(] —(x)Al—Fa[(l —a)A,#1+a(1——a)A,_2+ =2
=(1 —(x)A,—f-OéSt_l
=4, +S ;- 4) (5)

Equation (5) states that the new estimate at time ¢ is equal to the observation
at time { plus a correction term multiplied by a. The correction term is the
difference between the latest observed value of the input, 4, and the previously
estimated value. The influence that the correction term exerts on the value of
8, depends directly on the value of the parameter «. For a=1, the estimate
will be unchanged by the new information, and for a=0 the estimate will
simply assume the present value of the observed input.
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If a signal with a high noise content is to be averaged, the estimate, S,
must be made insensitive to small random fluctuations by choosing « to be
close to one. If on the other hand the signal has a fairly low noise level, 2 high
value of o can be used, and any change in the input signal will be quickly
reflected in the averaged input. Under all circumstances a compromise will
be involved between the noise rejection and the bandwidth characteristics of
the system.

2.2. Analogue low-pass filtering

It is informative at this stage to compare the results obtained for exponer:-
tial smoothing with the performance of a low-pass analogue filter. The voltage
across a capacitor and a resistor connected in parallel depends on the rate of
charging the capacitor. If the input to the parallel combination is a pulsed
stochastic sequence then the voltage developed across the capacitor forms an
estimate of the stochastic sequences generating probability. Fach pulse in the
stochastic sequence charges the capacitor by a fixed amount. The voltage on
the capacitor can therefore only vary up to a certain maximum rate, and this
rate is governed by the time constant of the circuit and the frequency of the
master clock pulse. Due to the inability of the cirenit to respond to high
frequency fluctuations, it serves to filter out any high frequency variations in
the probability.

It may be easily shown that the output voltage across the capacitor is
related to the stochastic input sequence by the equation

At
V=Vp_g+| 1 —exp <~R—C }(AzVo“Ut—At) (6)

Here V, is the voltage corresponding to an ON logic level, and 4, is the value
of the logic level (0 or 1) at timet. Afrepresents the width of a pulse. Dividing
eqn. (6) by V, and rearranging gives

g AN . At
P=| exp ~ %0 Pi_y+| 1—exp B0 A,
where
Py 7’0 and 7),1_71'];:{
Thus
Pi=op+(1—-a)d, (7)

where a=exp {—[Al/(RC)]}. Equation (7) is identical to eqn. (5) derived for
exponential smoothing and this illustrates the fact that exponential smoothing
is equivalent to using a low-pass analogue filter to suppress the Ligh-frequency
components of a waveform.

The digital synthesis in logic form of exponential smoothing ie shown in
Fig. 1. This circuit gives an output which is a measure of the generating
probability of the stochastic input sequence. The circuit is sometimes called
an ADDIIE, which is an acronym for Adaptive Digital Element (Gaines 1967 a,
Andreae 1968). The operation of the ADDIE is dependent on both the
stochastic input sequence and the probability of a feedback sequence obtained
from the current state of the up-down counter. If the probability of the



A study of an output interface for a digital stochastic compuier 641

input

—

Counter

Comparator

Figure 1. Noise ADDIE.

ADDIE being in state ¢ at time ¢ is 7,(t), and the probability of changing from
state ¢ to state j at time ¢ is =;(t) then the probability of being in state j at
time ¢{+1 is

=

m(t+1)= Y mO)myl), i=1,2,..., 5, .., N

1=1

This shows that the operation of the ADDIE can be analysed as a non-
stationary Markov process, with () being a probability matrix with the rows
summing to unity. The up-down counter’s inability to jump states provides
a restriction on the operation of the ADDIE. Thus if the counter is in the
initial state 7, it can move to states 1 —1 or 141, or it can remain in state 7.
It follows directly that

my, 41 () + 7y () + 7y 0 (0) =1

The inability to the ADDIE to jump states is equivalent to the restriction
in the analogue low-pass filter case of the capacitor only being able to change
its voltage by a certain fixed amount. It is this constraint which introduces
a degree of ‘inertia’ in the system and provides tbe filtering action to
stochastic sequences.

2.3 Steady-state analysis of the ADDIE

The counter of the ADDIE will count up if both inputs are ON and down
if both inputs are OFI.  When the inputs are different no change of state will
occur. Let the probability of the input sequence being ON at any clock
interval be p and the probability of it being OFF be . The ADDIE is a chain-
structured automation with N 41 ordered states 0,1,2,...,n,...,N. It is
shown in Appendix I that if the input signal is a stationary Bernoulli sequence,
the states of the ADDIE will randomly fluctuate about a mean value given by

M=Np . (8)

The mean value will form an unbiased estimate of the input sequences genera-
ting probability and the distribution function of the ADDIE states will be

binomial as given by
e 2% \
P, =prgh <~> (9)

n

J.E. ' 5E



642 ' A. J. Miller et al.

2.4. Transient response of the ADDIE

Equations (8) and (9) describe the steady-state characteristics of the
ADDIE. These equations may be used to derive an expression for the accuracy
of the ADDIE in its measurement of a given stochastic sequences generating
probability. The statistics of the input stochastic sequence will not always be
constant, and to assess the ADDIE’s capability of dealing with non-stationary
sequences it is necessary to determine its response to a step input.

Let n(t) be the state of the ADDIE after ¢ steps. It is shown in Appendix
IT that the expected state of the ADDIE after ¢ steps is given by

{
e{n(t)}=Np — {Np—n(0)} (1 —%) (o)

Equation (10) indicates that the ADDIE will approach a new level along an
exponential path. A time will be reached at which the inherent random
fluctuations of the ADDIE states will be greater than the term

y 1\/
{Np—n(0)} (1 —]7)

At this time meaningful readings may be taken from the ADDIE. Unless ¢
is very large a bias term will exist due to the exponential approach, and this
bias term may only be decreased by decreasing the number of ADDIE states N.
Although decreasing the number of ADDIE states increases the speed of
response of the ADDIE to change, the error due to the random fluctuation
of the ADDIE states will also be increased.

The equivalence between the operating characteristics of the ADDIE and a
low-pass analogue filter may be illustrated by comparing the equations des-
cribing their transient response to a step input.

For tne analogue circuit _

’
vy= Vo[l—exp (——t—\j (11)
/)

where
i’ =time in seconds
7 =civeuit time constant
V. =uv(t) as i—c0
For the ADDIE from eqh. (10) with 7(0) =0 we have

e{n(i)}=Np [1—(»1—%)1] (12)

-

where ¢ =number of steps=1'f,. Direct comparison of eqn. (11) and (12) gives

Y=t
T= — {fr:ln (l —Zi;)}

Equation (12) may thus be rewritten as

/‘ 1 7 |
n(t)=Np {1 —exp [tlfcén ( 1-— Y‘) I} (13)
N ] :



A study of an output interface for a digital stochastic computer 643

By multiplication of the time-constant term —{f ] (1—1/N)}~! the ADDIE’s
transient response can be equated to that of the analogue filter. However,
due to the noise added by the feedback sequence the ADDIE will be less accurate
than the analogue filter. A simple calculation given in Appendix IIT shows
that the variance of the analogue filter is given by (pg)/(2N —1). The variance
of the ADDIE is obtained directly from eqn. (9) as (pg)/N. Thus for the same
transient response characteristics the analogue filter is 2 — 1/N times as accurate
as the ADDIE structure.

2.5. Relationship between bandwidth and accuracy

The frequency limitations of stochastic computing systems may be con-
veniently stated in terms of the 3 dB point of the ADDIE. The time constant
7 of the ADDIE obtained from eqn. (13) is

1 —1
fn (-5
Thus the 3 dB frequency is
1
W3z aB = —fcln (1_'7\_}> (14)

If the error € of the ADDIE is assumed to be the normalized standard deviation
of the state distribution function, then

s 1/2
e= (4
(%)

Clearly the maximum error occurs when p=¢=0-5. Thus
€max = 0'5(1\7)‘1/2 (15)

The bandwidth may be related to the errer by substituting eqn. (14) into eqn.
_(15) to give

€max =05 <1 —exp —-°°'—"-—“l‘) (16)
Je
Figure 2 shows a graph of error ¢ as a function of bandwidth normalized to
clock frequency. Clearly the only method to reduce the slope of the graph %o
provide improved accuracy for a given bandwidth is to increase the value of the
clock frequency f..

&
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Figure 2. Percentage maximum error as a function of bandwidth. Clock
frequency =1 MHz.
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input

Clock

Figure 3. BRM ADDIE.

3. Binary rate multiplier ADDIE

All the analysis so far has considered a noisy ADDIE structure with a
feedback signal consisting of a Bernoulli sequence. If alternatively a deter-
ministic feedback signal is used, the ADDIE will still form an estimate of the
input sequence’s generating probability. The implicit assumption in stochastic
computation of statistical independence between signals is still applicable even
if one of the signals is deterministic. The deterministic feedback signal may be
conveniently generated using a binary rate multiplier (BRM) in the feedback
loop as shown in Iig. 3. To differentiate this structure from the noise ADDIE
we shall refer to it as a BRM ADDIE. The cutput frequency, f, of the BRM
is determined by the current state of the up-down counter and the clock
frequency f.. The generating probability of the feedback sequence is f,/f,.
Due to the lack of random fluctuations in the feedback sequence the distribu-
tion function of the ADDII states will be modified. In fact, az will be shown
subsequently, the standard deviation is decreased compared with the noise
ADDIE and this provides improved accuracy without reducing the bandwidth
of the interface.

The operation of the BRM ADDIE can be classed as a non-Markovian
process and hence theoretical analysis is extremely difficult.  However it can
be shown that a reduction in the standard deviation is to be expected and an
expression which describes the extent of the reduction is developed beiew.

If the noise ADDIE is in a steady-state condition the variance of the
distribution function is dependent on the variance of the count-up/count-down
signals to the up-down counter. If the probability of an input pulse is p,
then the probability of a feedback puise is (1 —p) due to the invertor in the
feedback loop. The standard deviation of the count-up sequence, o, for the

noise ADDIE is thus
o =[Np(1 —p)[1 -p(l —p)1}? (17)

Similarly for the BRM ADDIE the standard deviation of the count-up sequence
oy, is given by
o= {(1=p)Np(1—p)p2 (18)

Equation (17) represents the standard deviation of a sequence with proba-
bility p(1 —p) computed over N clock intervals. Equation (I18) 1epresents the
standard deviation of a sequence with probability p computed cver a sample
size of (1—p)N clock intervals. The reduction in standard deviation, as
expressed by a reduction factor R, is obtained directly from eqns. (17) and
(18) as

0
Reaos g D (19)
oy, 1—-p




A study of an output inlerface for a digital stochastic computer 645

Thus R, is maximum when p =1 and decreases to unity as p tends to 0. Simi-
larly for the count-down line the reduction ratio £, may be calculated as

R On 1 ”—p(l —ZD)
e e
9y P

(20)

This reduction ratio has a maximum at p=0 and decreases to unity as p tends
to unity. The resultant effect of both reduction ratios has been investigated
experimentally for a range of input probabilities.

Deterministic Input Outnut to digital computer

Comparator

PRBS Generator

Figure 4. Ixperimental system for measurement of distribution curves.

4. Experimental resuits
The experimental work is concerned with the steady-state and transient
response characteristics of the two ADDIE structures.

4.1. Steady-state characteristics

The basic experimental arrangement is shown in Fig. 4. A deterministic
12-bit. digital signal is compared in paraliel form with a J2-bit sequence of
random pulses obtained from a PRBS generator connected so as to generate
a maximum length sequence (m-sequence). The resultant serial output from
the comparator is a probabilistic representation of the original deterministic
signal. This serial stochastic sequence is then fed to the input of an ADDIE
which provides an estimate of the generating probability of the stochastic
sequence.  Typical state distribution curves for the noise and BRM ADDIE
structures for a range of input probabilities are shown in Figs. 5 to 8. These
distribution curves were plotted by connecting the output of the ADDIE to a
PDP 8K digital computer. A computer programme was devised which interro-
gated the ADDII states and stored the results in memory locations directly
equivalent to each state of the ADDIL. Iach time the ADDIE entered a
particular state, the number stored in the equivalent memory location was
incremented by one. A digital-to-analogue converter was arranged to provide
an output by sweeping across the ordered locations. Due to its chain structure,
the ADDIE produces an output sequence which is positively correlated. This
correlation tended te obscure the true shape ot the distribution function when
computed over a short time interval. To avoid this problem the ADDIE was
sampled at a low rate comvared to the fundamental clock frequenecy.

The random number generator used for the experiments was a 28-stage
shift register with exclusive-OR feedback from stages 3 and 28. Two 12-bit
random numbers are required for the experiment ; one for the generation of the
input sequence to the ADDIJS and one for the generation of ADDIE feedback.
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Figure 6. Sampled distribution of states. Input probability =1/4.
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The 24 random bits used were arranged to be 24 consecutive bits of the m-
sequence, and the shift register was clocked 32 times between the reading of
each random number (Tauseworthe 1965). Thus if the clock frequency of the
ADDIE is 100 kHz, the register must be clocked at 3-2 MHz.

The distribution curves for the noise ADDIE shown in Figs. 5 to 8 approxi-
mate well to the binomial distribution. This is consistent with the theoretical
predictions of § 2.3 (eqn. (9)). As predicted for the BRM ADDIE, for a given
input probability a decrease in variance occurs. The effect is most pronounced
with input probabilities in the region of 0-5. It may be observed that the
distribution curves for the BRM ADDIE are asymmetrical and a sharp dis-
continuity occurs at the mean value. This discontinuity is a characteristic of
the BRM. It is due to a change of phase of the sequence when the BRM
changes from a °one-all-zero * state to a ‘zero-all-one’ state. The discon-
tinuity occurs at probabilities of 1—1/(27) and 1/(27) where n is an integer.
For intermediate values of probability the distribution curves are symmetrical.

The ADDIE structures provide a binary representation of the stochastic
input sequences generating probability. As we have seen, this binary number
will vary about a mean value and to obtain an estimate of the original physical
variable it is necessary to apply the transformation £ = V(2p—1) obtained
from eqn. (1). The actual arithmetic manipulation is best performed on a
digital computer. Usually the digital stochastic computer will be interfaced
to a digital computer and the digital computer may be used to improve the
accuracy of the output interface of the stochastic machine by sampling and
averaging. If the ADDIE output is sampled N, times and the average of
the samples computed then the accuracy of the outputl is improved by the
factor 1/4/N .

Figure 9 shows typical errors for a range of input possibilities for both noise
and BRI ADDIES. These results were obtained by sampling the distribution
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Figure 9. Percentage error full-scale as a function of input probability tor two
ADDIE structures. BRM ADDIE, - -~ noise ADDIE, — - — BRM
ADDIE (negative correlation). N =100.
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. of ADDIE states 100 times and evaluating an average using the PDP 8L
computer. The estimated value of the physical variable I is expressed as a
percentage of the full-scale value V. The sampling technique permits the
bandwidth-accuracy relationship to be adapted to a particular problem by
initial specification of the number of samples.

The input Bernoulli sequences for the experiment were generated using
independent random numbers. It was thought that negatively correlated
random numbers might improve the accuracy of the BRM ADDIE since its
basic operation is that of addition. This technique is sometimes used for
Monte-Carlo simulations. The result of generating a negatively correlated
input sequence for the BRM ADDIE is also shown in Fig. 9. The maximum
error for the BRM ADDIE is of the order of +0-19%,, and the improvement in
accuracy is clearly evident. 'The correlated random number was generated
by clocking the m-sequence shift register at the same clock frequency as the
ADDIE. Negative correlation was achieved by negating all the sequences
except the sequence feeding the most significant of the counter.

4.2, Transient response characteristics

The responses of both types of ADDIE to a range of step inputs are shown
in Fig. 10. These curves were obtained in real time using a 12-bit D/A con-
verter and a graph plotter. It may be observed that the response of the BRM
ADDIE is almost identical to that of the noise ADDIE. The curves exhibit a
close correspondence to the theoretically predicted curve obtained from eqn.
(12).  According to eqn. (12) the step response of the ADDIE is related to the
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total numhber of states. This was verified experimentally using the noise
ADDIE and the results are shown in Fig. 11.

The frequency response of both types of ADDIE was measured for various
clock frequencies and the results are shown in Fig. 12, As might be expected
from the transient response results, little difference exists between the frequency
response for both ADDIE’s and the results show a close correspondence to the
theoretical predicted curve obtained from eqn. (14).
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5. Conclusions

An experimental and theoretical investigation has been performed of two
types of adaptive digital elements suitable for use as an output interface for a
digital stochastic computer. Compared with the noise ADDIE the BRM
ADDIE has been demonstrated to provide an improvement in accuracy without
reducing the bandwidth characteristics. From an economic viewpoint the
BRM ADDIE is marginally cheaper than the noise ADDIE using currently
available digital integrated circuits. The BRM ADDIE is to be used as the
standard output interface in a digital stochastic computer, DISCO, presently
under construction.

Appendix 1
Distribution function of ADDIE slates
The generating probability of the feedback sequence is given by the state
of the ADDIE, n. The probability that the feedback sequence is ON, p;, is
given by
N-n
Pi="x

The probability of the feedback sequence being OFF is

n
g:=1 —Pf-_-h—,
1f 7, (1) is the probability of being in state n at time ¢, then
m,(t+1)=m, _4(t) . [probability of counting up]
+,41(¢) . [probability of counting down]

+7,(t) . [probability of no change]
Therefore

(b4 1) =7, ()P . ]+, (O[9q:] + 7;rn,(t)[pgf +gp:]

N—n-+1l ) n+17]
:ﬂn—l([’) I:p . T] +"'T'/z.+1(c) [g —j\T—J

N-—-n n L
+ar,(1) [l] P N'J (A1)

To test that this equation applies in all cases, consider the extreme conditions
when the counter is either empty or fall up

1
molt +1) =1, (t)q W +molt)g
N
Similarly

1
wy(t+ 1) =y 1 (t)p v +7y(t)p

Thus eqn. (A 1) appiies for extreme conditions.
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Multiplying eqn. (Al) by 67 and summing from 0 to &N gives

(
N N

Y 0 (1) =2 Y 07N —n+ 1), (1)
0 1

Zl%

>

Vo1

4+
=l
= 8

Gn(n.{_ 1) nLl( )

by
1
=

6”(1\"- —n)m,(1)

+
=4S
o

N
+§;me)

Therefore
v

%, 0 t+1) —Zem s)ry(l)

s=n—1

q <
it Z—\j ; 9"‘“157-;8(0

s=n+1
N-1

N Z (N —n)0"m, (i)
+£ Z ﬂgn?l'ﬂ(_t)
I
Each summation may now be extended from 0 to N, as each ‘ missing term ’

has a zero coefficient.
In the steady state

(b4 1) =, (1)

Replacing s by » gives

¥ p (X ¥
Y 6, =% { Y YN —n)m, + Y, 71,9"7:-"}
0 N (% 0

e

N

"N N 1
+— { Y, 6 lnm, + Y, (N —n)fm,
A LS 08T 0 j

ll
=S
——
P =

Y =
NOn,—(6-1) % n(?”"lwn}

0

N . N .
+1{2Nmm_w-nszwn
N4

0

b q { : Y
:@iﬁ)\ZOWlea@E”mdml (2
N { 0 j

Let
N
0)= 2 9"7‘.’71
0
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K

Thus . A(l)=

7=

and n

II

2
=5

Thus directly from eqn. (A 2)
2 _
G(0) :ﬁﬁw (NG(0)+(1-0)G'(6)}

@'(6)  Np

Therefore G_'(E)— = e

Siﬁce, when 0=1, G(0)=1
G(0)=(pf+q)"
Since 7, is the coetfficient of 6% in G/(0) we have
g2 AN
Ty :pﬂq'\_n (%) (A 3)

The distribution function of states of the ADDIE is thus binomial. It
follows that it the input signal is a stationary Bernoulli sequence, then the state
of the ADDIE will fluctuate about a mean value given by Np. The mean
value will form an unbiased estimate of the input sequences generating proba-
bility.

Appendix II

Transieni responses of ADDIE

Let %(t) be the state of the ADDII after 7 steps. The expected change in
state between steps /-1 and ¢ is given by

Ef{n(i)—n(t—1)}=[probability of counting up]

— [probability of counting down]

SN il 1) n(t—1)
[l

n(t—1)

The average value of n(t) is
n(0) + E{n(1) —n(0)}+ E{n(2) —n)}+ ... + E{n(t)—n{t—1)}
Thus the expected state of the ADDIE after the first step is

1)} = E{n(0)} +p - !5,{’:;__], (1 *i) 2(0)

i N

£{n(2)}=E{n(l)}+p— hl”( )} =p+ (1——) Ein(1)}

e (1 Ly 0)
—p —Ar p—}'\_F\—y/"n()
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Therefore

1 1)1 ]
E{n(t)}=1p {1+<1~ﬁ>+ +<1~—N—7> :]Jr‘:lwﬁ:] - )
1! 1%¢
:Aﬁ){l—-(l*‘ﬁ)}'*‘(}_E?).n(o)

Appendix III
Variance of analogue filier

Dividing eqn. (5) by V, and re-arranging terms gives

— At — At
S,zexp W th_l-i— (1 —eXp —‘R—E-) Al
where
v
LS,‘:—I7’;

Replacing exp [(— Af)/(RC)] by (1 —1/N) and squaring gives
R pSe 1 1 1
, (S,)~=\I =5 > (8-1)*+2 (1—37) A8 F*"Azzj@
By teking expected values and using the relationship

e(Ap)=¢e(4)=p

the above equation becomes

foad 1 1 p
SRl 2——|=p2{2—-— |—p2_4+=
g(qt ) \ AT) Z’ ( Av) p ,Z\T+ T

Therefore
) 1 1
(82 —pt=w (p~1%) 5— ¥
Thus . A
¥ =
variance:p R e
GN=1—2N=1
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