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SUMMARY

This thesis describes the design and construction 
of an automatically patched, general purpose, 
digital stochastic computer. Also described are 
the automatic patching system and the software 
which has been written to operate the macliine in 
conjunction with a PDP/8E minicomputer.

Some applications of the machine are investigated 
and suggestions as to further v/ork are made.
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INTRODUCTION

In 1965, research teams v/orking independently in the 
fields of pattern recognition and machine learning, 
suggested a new approach to digital com.putation.

They found that by using standard digital gates and 
counters, and using probability to represent the 
variables, they could build analogue type modules 
and combine them to form a stochastic computer.

In certain applications, such as process control, the 
amount of data to be processed simultaneously is so 
large that normal computation methods result in intolerable 
com.putation tim.es. Digital comiputers may be very 
accurate, but are generally slow for on-line applications, 
because they use sequential operations for addition, 
subtraction, etc. '\nalogue machines are inaccurate v/hen 
large systems are used,, because of the build up of drift 
errors and offset errors in the amplifiers. The solution 
time hov/ever, is virtually instantaneous.

Both system.s have their advantages and disadvantages.
The digital stochastic computer, it is hoped, combines 
the advantages of both - the fast processing time of 
the analogue machine v/ith the accuracy of the digital 
m.achine. It does this by using standard digital integrated 
circuits arranged to form modules of analogue type, such 
as summers, m.ultipliers and integrators.

The stochastic computer does not rep.resent its variables 
as a binary num.ber as in a normal digital computer, nor 
as a voltage level as used in an analogue machine, but 
uses the probability that the voltage on a line will be 
a logic 1 or a logic O after any clock pulse.

A variable represented by 'this m.ethod v/ill have a mean 
probability corresponding to its value, and a variance 
about this mean. By using parallel processing of many 
variables, /



• 2 -

variables, the stochastic computer makes computation time 
faster than the dicital computer. This time, hov/ever, 
is slov/er than the analogue machine, since probability 
miust be measured over a finite time for reasonable accuracy. 
A graph, showing the relative areas of use of analogue, 
stochastic and digital computers is shovm in Figure (i).

The value of a variable represented as a stochastic sequence 
will also be less accurate than that of a digital computer 
using the same number of bits, but v;ill be more accurate 
than an analogue computer.

The digital stochastic computer, DISCO, to be described 
later, (DISCO is an acronym for Digital Stochastic COm.puter) 
is run under the supervision of a PDP8/E minicomputer 
through standard digital input/output interfaces. All 
operations are controlled via a visual display unit 
consisting of an iilphanumeric display on a cathode ray 
tube and a standard keyboard. The interconnection of 
the stochastic modules, the setting up of initial conditions 
on the integrators, and the reading of results, are all 
controlled from the V.D.U.

All the softvrare v;ritten to control these operations, 
has been v/ritten in machine language,, since no readily 
available programming language provided the flexibility 
and ease of communication that was required. All the 
machine language programs, to control DISCO, and the 
V.D.U., are included for reference in Appendix I.
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'3-Chapter 1
REVIEW OF STOCHASTIC COMPUTATION

A stochastic coinputer can perforin all the standard operations 
that can be accomplished by an analogue computer, such as 
integration, multiplication, etc. These operations are 
performed using standard TTL logic in simple configurations.

; 3  ̂9 ')1.1 Stochastic ^'aonings
Stochastic variables are represented by a clocked sequence 
of logical ones and zeros on a line. Their value is 
determined by the probability of a logic 1 occurring on 
that line at any particular time. In this way, variables 
with a value betv/een nought and one can be represented 
directly, with zero being a constant logic 0 on the line, 
and one a constant logic 1. A half v/ould be represented 
by there being an equal chance of a one or zero occurring.
The mapping that is used in this case (ie, unipolar) is

p (on) = E/V 0 < E < V
v;here E is the value of the variable, and V is the maximum 
value to be represented.
This of course, does not give an entirely accurate repre­
sentation of the variable, but has a binom.ial distribution 
about its mean value. When negative quantities have to 
be represented, as well as positive quantities, one of 

*■ two m.ethods are normally used. These are single line 
bipolar and dual line bipolar.
1. Single line bipolar

'In this method of representation, the value of 
the variable, whether positive or negative, is 
represented on a single line. This is done by 
using the mapping

p(on) = h +
where p(on) is the probability that a one v;ill 
occur, V is the maximum value that may be repre­
sented, and E is the variable to be represented.
A /
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A variable may therefore lie in the range -V to +V. 
In the case v;hen E = “V, the probability p (on) 
v/ill alv/ays be zero. When E = +V, p (on) v;ill always 
be one. In this representation, zero will be 
represented by

1/  ̂ 1 ^ 1 Ep(on) = ^ + 2*v 1 1 0  
2 2*V

2. Dual line bipolar

In this case, tv/o lines are used to represent a 
variable, one for positive quantities and the other 
for negative quantities. If the quantity to be 
represented is positive, then

P(UP) = E
V

p(DOWN) = 0
and if the quantity is negative, 

p(UP) = O 
p(DOWi) = I

In this representation, if the variable is zero, 
both the up and down lines will be at logic O.

For the machine to be described, the single line bipolar
(8)mapping was adopted. This mapping requires less hardware 

for implementation and thus kept down costs, and simplified 
construction.
The basic elements used in the stochastic computer, are 
the inverter, summer, multiplier, squarer, and integrator. 
The operation of these elements is explained below.

1.2 Inverter - Figure 1.1
This element simply negates the input sequence to give the 
negative of the number. If the input probability is p 
then

p* = 1 -‘p
where p' is the output probability since p' + p = 1.
If /
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1 I EIf we substitute the mcir̂ ping p (on) - ~2 2'^ then
1 1 ^
2 2* V = 1 , X X E» 

^2^2*V^

X,3 The Summer - Figure X.2

E' = -E

(a, s)

This element has two inputs and one output, which is the 
normalised sum of the tv/o inputs. The inputs are 
effectively sv^itched through to the output by a stochastic 
sequence v;ith the probability of The result is:-

p(out) = -|p (A) + ^P(B)

Substituting the single line bipolar mapping
. , 1 ^0 1 ,, . 1 ^A
■ 2* V 2 2 * V

% ^0 1 ^A 1 ^B• • V 2* V 2* V
•
• • ^0 = I-

^ 2 * V ^

The factor of — allows for the condition that the inputs 
may be greater than ^ v/hich v/ould result in the output 
being meaningless.

1.4 The Multiplier - Figure 1.3 Ca)

This element also has tv70 inputs and provides a normalised 
output. The circuit is effectively an inverted exclusive- 
OR. The output is a logic 1 if the two inputs are either 
both ones or zeros.'

p(out) = p(A).p(B) + (1 - p (A) ) . (1 - p (B) )
Substituting;-/
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Substituting
1 + 2

1 "̂ 0 „ 
2' V PJl

• 1 ^0 1
2 • V . V

•
^0 =

^A*^B
V

-i+1‘2^2* V
> ^ A_1 ,1_1 ̂ 4  2* V ̂ 4  2' V '

The output is normalised by the division of V.
C3.8)1.5 The Sauarer - Figure 1.4

It is not possible to obtain the square of a n-umber by 
simply connecting the tv/o inputs of a multiplier together. 
This V70uld result in the output alv/ays being at logic 1.
It is necessary that the input sequences to. a stochastic 
element be completely independent to achieve unbiased 
results. In this case, however, all that is required is 
to delay the sequence by one clock pulse, and use the 
resulting sequence, and the original sequence as the 
inputs to a multiplier. The squarer then becomes an 
element v;ith only one input and one output.
As will be explained subsequently, due to modifications 
made to the PRBS generators in DISCO, this method of 
squaring is not possible.

1.6 The Integrator - Figures 1.5, 1.6

Integration is performed by using tv/elve bit binary up/ 
dov7n counters, since it is necessary to integrate negative 
as V7ell as positive,quantities. Figure 1.5 shows a 
simple integrator v/hose input is connected to the up line, 
and the inverse, connected to the dovm line. Therefore, 
if a one is received, it counts up, and if a zero is 
received, it counts down.- It cannot stay in the same state 
for tv70 s\iccessive clock pulses.
If /
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If v/e assume that the counter has N+1 states -in the range 
-1 to +1, and that the input sequence is stochastic and 
conforms to the mapping

/ N 1  ̂ 1 E p(on) = j + 2 ’y

then
P(UP) 1 + i K2 2‘V

p(DOVM) = I -

Let us say that the counter starts in some arbitrary 
state n(O), then after m clock pulses, the expected 
output V 7 i l l  be:

m
n (m) = n (0) + E (p(UP) - p(DOWN) ) .X 

n=0
v;here x represents the value of one change of state of 
the counter.

m
n(m) = n (0) + E

n=0
m ,E,n (m) = n (0) + E (̂ ) .X 

n=0
But X = — so

m
n (m) n(o) + ± E

n=0
E
V

m
= n (0) + E.T

N.T Vn=0

where T is the time for one clock period. The clock period 
is high, in the order of iMHz, so that T = 
and so we can say T -*■ dt.

1/10^ = 10 ®s.

n(t) = n(o) ^  Ê (t)
V dt

V X n(t) = V X n(o) + E(t)t . 1 dt

E  ̂ = E (O) + —^  out  ̂ ' N.T E (t)dt (1 . 1)O
We /
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We nov7 see that the expected value of the output from the 
integrator is the starting value plus the time integral 
of the input, multiplied by a factor v/hich is proportional 
to the clock frequency, and invers-ely proportional to the 
niomber of states in the integrator minus one.
A modification to the integrator can be made. Figure 1.6, 
to make it a tv/o input device. These two inputs are summed 
and then integrated as can be shown:—

m
n(m) = n(0) + E 

n=0 
m

n(m) = n(0) + E 
n=0 
m

n (m) = n (o) + E 
n=0

n(m) = n(o) +

(p(UP) - p(DOhTN) ) . X  - n - n

(p(A).p(B) - p(A).p(B)).x

m
E

n=0

((1+1 ;V ‘

- (1̂2
(—^ + 2 W

^B
V

.1,1 E

A

)x

B
V 

E
) . (

)

1 1 EB
2 2 • V ) ) . X

As for the previous configuration:

n(t) = n(o) + ^  ^  + ^)dt

• « 'out NT '^Ar (E + E^)dt {1.2)

As the above shov/s, it is very easy to add, multiply, etc. 
using stochastic elements. The variable inputs, v/hich may 
be available in either digital or analogue form, must now 
be converted into stochastic sequences.
Conversion from analogue to stochastic may be done using

(o')the circuit in Figure 1.7. This involves the use of 
v/hat is called a true noise source, such as a microplasma 
diode. This is compared v/ith the analogue signal in a 
comparator v/hich will give a logic 1 out, if the analogue 
voltage is greater than the true noise source voltage, 
and /
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and a logic 0 out, if it is not. This method has the 
advantage that all sequences generated v/ill be completely 
independent.
Digital to stochastic conversion may be performed in one 
of tv7o ways. A digital to analogue converter miay be used 
to provide an analogue signal, and then used in the above 
method (Figure 1.8), or the digital n\imber may be compared 
directly v/ith a pseudo random number in a digital 
comparator (Figure 1.9).' This v7orks in the same way as 
in the analogue comparator in that it produces a logic 1 
if the digital number is greater than the pseudo random 
number.
The operations in the computer are performed using these 
sequences, and therefore there must be a conversion of 
the outputs to digital or analogue form. These outputs 
take the form of a sequence of ones and zeros. To convert 
these sequences to an accurate probability, it would be 
necessary to count the number of ones occurring over a 
long interval of time, and the solution would be the 
number of ones that occurred, divided by the number of 
clock pulses in that time. This would be a satisfactory 
solution for sequences that remain constant, but would 
still involve a considerable length of time. For sequences 
whose probability is changing v;ith time, this method would 
not be feasible.
The output can be regarded as a steady probability v7ith 
an inherent variance, that corresponds to noise on an 
analogue signal. A low pass filter is therefore required. 
The element used to do this is called the ADDIE (an

Ci8,\5)acronym for ADaptive Digital Element). The circuit is 
shovjn in Figure 1.10. This is, in effect, a two input 
summing integrator with negative feedback to give an 
exponential average of the input sequence. This can be 
seen from the following analysis, assuming a simple 
analogue model.

Eo(t) /
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E^it) = Eq (0) + iii J  (r:<T) - Eg(T))dT

Eo<t) = ^ (E(t) - Egit))

Taking Laplace transfoms;-

sEq (s ) = —  (E (s) - Eq (s ) )

^0^^^ IIT

Eq (s ) = NT ^ ̂ ̂  ̂
(s +

If v/e nov7 consider the response to a step input E,
1

Eo(s) = ?TT E

== + iiè>
E
S

E
( ̂  MT ̂

E(s) = E

E^it) = E(1 - exp(j— ))

It can now be seen that the output v'ill be exconentially 
V7eighted with respect to past inputs, and that, if the 
number of states of the integrator is increased ' (N) the 
time constant and accuracy will increase V7ith a corres­
ponding decrease in bandwidth. This ADDIE is called 
the 'noise' ADDIE, because it uses a pseudo random 
binary numljer to give the feedback sequence. There is 
a modified version V7hich uses a binhry rate multiplier 
instead of a random number source and comparator and is 
called the BRJl ADDIE.This is discussed further in 
Chapter four.
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1.7 Pseudo-Random Binary Sequence Generation

Integration, summation and the input and output 
interfaces all require either a single random 
sequence, or a tv/elve bit random number. The 
seauences must have a probability of a half, 
v/hich may be obtained by using pseudo random 
binary sequence (PRBS) generators. These generators 
consist of N-bit serial shift registers with feedback; 
usually taking the form of a single exclusive OR 
gate whose inputs are the Nth bit and one other, 
which is chosen as follows.

In an n bit shift register, there are 2^ possible 
states that it may take. When the feedback is 
connected in the correct way, the shift register 
will cycle through every possible state except 
all zeros. The reason for this being that the all 
zeros state is one in which the shift register v;ould 
remain indefinitely.

If the shift register does cycle through every possible 
state, this would be called a maximal length sequence. 
It is possible to connect the feedback in a different 
manner, hov/ever, and the generator may only cycle 
through a small fraction of all possible states. The 
generator may also start in a state which is not part 
of the final cyclic pattern.

The maximum length that a sequence can have is 2^-1, 
where n is the number of bits in the shift register. 
Take for example, a three bit PP3S generator. This is 
shown in Figure 1.11. The feedback is taken correctly 
from bits 1 and 3. The sequence v;ould take the 
follov/ing form, assuming it v;as started in state 001.

Time /
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Bit 1 Bit 2 Bit 3
0 0 0 1
1 1 0 0
2 1 1 0
3 1 1 1
4 0 1 1
5 1 0 1
6 0 3. 0
7 0 0 1

If we take the feedback from bits 1 and 2 however, 
the shift register will take the following sequence, 
assuming it starts in state 001.

Time
0
1

Bit 1 
O
O .

Bit 2
O
0

Bit 3
1
O

This reverts to all zeros, and remains there. It 
can be shovm that the shift register will take a 
three state cycle if started in any other state. 
This is shown in the state diagram in Figure 1.12.

This shov7S the general method of PRBS generation 
which is used in the stochastic comnuter, but of 
course v/ith much larger shift registers. The 
detailed design considerations and construction 
peculiar to this particular system are discussed 
further in Chapter Four.
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Ch a pter  2

GENERAL SYSTEM ORGANISATION OF DISCO

This chapter describes the general organisation and design 
of DISCO^ the factors influencing the particular choice of 
construction method, and the overall operation of the system.

The DISCO system is shown in Figures 2.1 and 2.2. It is 
built using verorack modules and mounted in a standard 19"
rack. Three of the modules contain the complete system,

(9)one being totally utilised for the automatic patching, and 
the other two containing the computing elements and PRBS 
generators. Since the stochastic computer is intended to 
be a completely flexible system for general purpose simu­
lations, modular construction was envisaged. Each verorack 
has thirty-four slots into which cards may be inserted.
To ensure complete flexibility, each of the thirty-four slots 
in the lower rack may be used for any type of module whilst 
the upper rack contains twelve fixed modules and the PRBS 
generator cards. The individual modules may be summers, 
multipliers, inverters, comparators or integrators, each 
module being constructed on one verocard. The fixed modules 
are assigned to the leftmost tv;elve slots in the top rack.
There are eight inverters, ten multipliers, and ten comparators, 
of which the inverters and multipliers utilise one card each.
The remaining slots are used for the PRBS generators for the 
complete system.

Some of the modules require a twelve bit random number, whilst 
others only require a single bit random sequence. In addition, 
modules may require a clock pulse, or a hold line, or a 
connection for the input of data. Since the system is to be 
completely flexible, each modular slot in the system must have 
all of these functions available. The pin assignment for each 
modular slot is shown in Figure 2.3. We are limited to one 
operation per card even though the inverter, for example, uses 
only one sixth of an integrated circuit. The reason for this 
unfortunate /
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unfortunate fact is that the integrator circuitry is so 
complex that only one may be constructed on a verocard.
If the system is to remain truly modular, therefore, we 
may only assign two inputs and one output to each slot.

(9)The automatic patching system has the capacity of connecting 
any of 96 input nodes to any of 64 output nodes. The 
modular section of DISCO uses thirty-four of these outputs 
and sixty-eight inputs. The fixed inverters use eight 
inputs and eight outputs, the fixed multipliers twenty inputs 
and ten outputs, and the fixed comparators no inputs and ten 
outputs. This gives a total utilisation of 96 inputs and 62 
outputs. The two connections remaining may be used for 
external inputs v/hich are already in stochastic form.

The comparators, which are used to provide the conversion 
between a digital number and a stochastic sequence, must 
have their data loaded from the PDP8/E under program control.
This is done serially, and thus each comparator contains a 
twelve-bit, serial in, parallel out shift register, v;ith data 
in and data out connections. Each slot has the pin corresoonding 
to the data out line, connected to the data in line on the 
adjacent slot. If the comparators in a system are inserted in 
adjacent slots, this v/ill then form a large, serial in, parallel 
out shift register. On modules which are not comparators, the 
data in and data out connections are short circuited, so that 
they may be inserted between comparators if so desired. A 
similar method is used for the scaling information required 
by the integrators. In this case, however, only four bit shift 
registers are required. This method of loading the data requires 
that there be no slots left unused between modules, so that the 
serial data line is not broken. An exception to this rule is 
that if the modules to the left of the unused slot do not require 
scaling or input information. Since the data is entered serially 
from right to left, the slots must be used in that order. Each 
slot is assigned one output number and tv;o input numbers for use 
in patching. The leftmost slot in the lov;er rack is output 
number one, increasing to output thirty-four at the far right 
slot. The input numbers of any slot n are 2n-l and 2n.

When /
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When one wishes to use the computer, there is available a 
layout of the system slot assignments, giving the input 
and output numbers of the fixed modules, so that inter­
connections may be easily made. This is.shown in Figure 2.4. 
The modules that are required should be inserted into the 
modular part of the system, from slot thirty-four to slot 
one. The block diagram of the required configuration should 
be marked with the input and output numbers corresponding to 
the connections in DISCO. An example of this procedure is 
shov/n in Figure 2.5. The required connections may now be 
typed in on the keyboard using the 'C' command, as shov:n in 
Figure 2.6. Using the 'S' command, the integrators should 
then be scaled. Even in the case of unity scaling an inte­
grator must be scaled to ensure that any information in the 
program, perhaps entered by a previous user, is not used 
inadvertently. If a connection is made to an output by 
mistake, it may be corrected by simply retyping the instruction. 
This erases any previous connection. If there are comparators 
in the system, the input information is entered by the '!' 
command. The comparator numbers that appear on the V.D.U. 
refer to the comparators in the system, numbered from left to 
right in ascending order. The final operation corresconds to(9)the setting up of the initial conditions on the integrators.  ̂
This is essential, because any further instructions will cancel 
the automiatic compute-reset cycle initiated by this command.

There are three distinct methods which may be used to obtain 
an output from the system. Firstly, the output to be
investigated may be read directly by the use of a stochastic(9)to analogue converter/ The converter is simply connected to 
any node using the automatic patching. The analogue output 
niay be connected to a digital voltmeter for an accurate repre­
sentation of the variable. Unfortunately, the resultant 
information must be converted from a voltage to a physical 
Variable by manual calculation. However, if necessary, it 
would be simple to modify the program to read this voltage 
and convert it automatically to the required value.

A /
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h second method of output interface involves direct reading 
of a twelve bit output if the output is from an integrator, 
and it is plügged into a slot with-tv;elve connections to 
the PDP8/E. This slot may also be used with an ADDIE to 
which a single line output has been connected using the 
patching system. The particular twelve bit number is 
automatically converted to the proper value and displayed 
on the V.D.U.

The final output interface method is normally used only 
for diagnostic purposes. This method utilises the 
distribution curve as a means of determining the accuracy 
and variance of an output. A twelve bit number is read 
continuously and a distribution curve built up on an oscillo­
scope. This curve may be graphed on an X-Y plotter if 
necessary. Further explanation of this output method, and 
some examples of results are given in Chapter Four.

Having considered the overall structure of rhe DISCO system, 
we will now consider the specific design of an automatic 
patching system for the interconnection of individual modules.
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Ch a p t e r  3AUTOMATIC PATCHING
This chapter describes the design of an automatic patching
system for the connection of stochastic modules and the(9)routing of output data frora the stochastic coraputer.

3 . 1  General System Organisation
The comnlete stochastic comnuting system involves a
number of interchangeable modules, v/ith an effective 
total of 96 input connections and 64 output connections. 
This represents a total of 96x64 possible connection paths, 
To obtain a comoletely flexible svstem it must be possible 
to connect any output to any input in a simóle manner.

There are several methods that could have been used to 
patch the systejm, but almost all have some disadvantages.

It would of course have been possible to hardwire any 
algorithms on the machine, but this v/ould have been a 
time consuming process, and generally result in an 
unsatisfactory system.' For example, it v/ould have been 
impossible, using this method, to have a rapid change 
in algorithm, and each user v/ould have had to re%'jire his 
o\m particular problem each tine he wished to use the 
machine.

Another possibility V70uld have been to use' a conventional 
patch board system as used in an analogue computer. This 
would have been a convenient system to use, had the 
problem of crosstalk not arisen. An analogue machine 
generally operates at lov7 frequencies, in the order of 
tens of hertz, v/hile it v/as envisaged that the stochastic 
computer vrould onerate af one to ten megahertz. Hov;ever, 
a normal patchboard system v/as tried exoerimentally, but 
with little success, due to the predicted crosstalk betv/een 
adjacent /
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adjacent lines on the patchboard.

The problem could also have been solved by the use of a 
96x64 sv/itching matrix. A'particular input and output 
node would have been connected by the switch at the 
junction of their particular rov; and column. Part of 
this sv7itching matrix v/as built, using standard TTL 
logic circuitry. Two inputMAND gates v;ere used as the 
sv/itches, oneWAND gate input acting as a control line 
and the other input connected to one of the 64 output 
nodes. A schematic diagram of this system is shovm in 
Figure 3.1. Any particular output from the computer 
would be connected to one of the inputs of 96WAND gates, 
the outputs of the gates being wire-OR'ed. Each output 
would be connected to one of the 96 input nodes of the 
stochastic computer. For this system, 64 modules would 
be required, one for each output of the computer.

The control lines would be activated by a command from 
the PDP8/E minicomputer, the actual information bits 
being loaded into a serial shift register, 6144 bits long.

The main disadvantage of this form of patching is the 
high cost both in terms of labour and materials. A 
typical breakdov/n of the cost of such a system is given
in Figure 3.2.

2 Hardware Organisation
The apparent complexity of the system is reduced by the 
fact that the stochastic machine never requires two outputs 
to be patched to a given input. It is thus possible to 
consider using some form of multiplexing system, whereby 
one, and only one, output is patched to a specific input. 
This problem may be more easily understood if we say that 
only one output node may be connected to a given input node. 
However, any output may be connected to several input nodes, 
For the 96x64 system we require that a sixty four-to-one 
^multiplexer system be connected to each input, to allov/ 
it to be patched to one and only one of the 64 outputs.
We /
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We therefore require 96 of these multiplexers, and 
although this v/ould appear to be a complex system., it 
is simplified by the use of MSI integrated circuits.
Each multiplexer unit is constructed using four sixteen 
to one data selectors,- and a four to one data selector. 
(Texas Instruments type SN74150 and SN74151). The 
schematic diagram is shov/n in Figure 3.3.

The configuration established by these multiplexers 
is decided by a six bit binary code, contained in a 
serial in, parallel out shift register, loaded from 
the PDP8/E on command from the- keyboard. The four least 
significant bits of the code are common to each of the 
SN74150 data selectors, and the tv/o most significant 
bits are connected to the final SN74151 data selector. 
This integrated circuit is an eight to one data selector, 
with the most significant bit grounded. By using these 
MSI integrated circuits, it allov/s the construction of 
four multiplexers on one large verocard. There aire 
therefore tv/enty four cards required, a considerable 
saving on the previous method.

Since each of the 54 outputs must have a connection to 
96 inputs on the multiplexers, they m.ust be buffered.
On each of the boards, a single inverter is used for 
each input to drive the four multiplexers on that board. 
This reduces the number of gates to be driven by each 
output to 24. This is achieved by the use of the SN7440 
dual four input NAND buffer. These povjer gates each 
have an output driving capability of 25, and so only one 
is required for each output. The buffers are located on 
tv70 separate cards,’ adjacent to the patch boards. Two 
cards are necessary since there are 64 inputs and 64 
outputs to be connected, and there are only 72 edge 
connections on each card.

hs V7ell as being .smaller and easier to construct, this 
system is also much less expensive. The cost breakdov7n 
of this system is shov7n in Figure 3.4.

Although /
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Although this system is more compact and uses less integrated
circuits than the sv.’itching matrix, it still requires a
large amount of pov;er. Each board of multiplexers requires
approximately one amp at five volts, the complete system
requiring approximately twenty two amps. Tt v/as decided
to use a single power supply for the complete computer,
and so thirty amps v;as considered a reasonable figure.
A commercial power supply v;as purchased for use in the
system, rated at thirty amps at five volts. These large
currents would not of course bo necessary in a situation
v;here stochastic computation is used to control a process.
The algorithm would then be hard.v?ired, and the current
consumption v/ould be approximately one or two amps, since
no patching system v/ould be required.

3.3 Softv;are Organisation
The complete computing system and patching, is controlled 
by a PDP8/E minicomputer via a visual display unit and 
keyboard. This is shov;n in Figure 3.5. The softv/are for 
the system \;as v/ritten so that the PDP8/E vrould respond 
to certain control characters typed on the keyboard.
The flov7chart for this is shown in Figure 3.6, and. the 
operation of the system is as follov7S.

When the system is sv;itched on and initialised, (ie the 
program started and reset), all previous patching information 
stored in the core memory is reset to zero. This ensures 
that no patching other than that required v;ill occur.

A flashing cursor is displa3.7ed on the VDU to signify 
readiness to accept data. This also has the function 
cf showing v/here a displayed character will next appear.
The character that is typed on the keyboard is tested to 
determine which comniand has been given. A list of 
command characters and their meaning is given in Figure 3.7. 
Only the first tvra commands v;ill be dealt with now, the 
others in their respective chapters.

If /
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If the character typed is not one of the listed 
characters, the softv/are will cause a question 
mark to be displayed on the VDU and the command 
ignored. If the character is a C, the connection 
routine will be entered, and the legend "INPUT" 
displayed. This signifies that the command has 
been accepted and that the softv/are is waiting for 
a one or two digit number to be typed on the key­
board. This routine is so often used in the program, 
that a special subroutine was written for it.

This special subroutine will only accept one or two 
digit numbers. An attempt to enter a third digit 
will result in a question mark being displayed, and 
the routine terminated. If an error is made while 
entering the data, it may be deleted one character 
at a time from right to left, by means of the 
"RUBOUT" key on the keyboard, or v/holly deleted by 
use of the 'back arrow' (<-) . Nev; data may then 
be entered. The information typed is stored in a 
single memory location as a six bit binary v/ord, 
signifying the "INPUT" on the stochastic computer 
v/hich is to be connected to an output to be 
specified. After this connection has been stored, 
a similar routine is used to allow the OUTPUT 
connection to be entered. This information is 
also stored as a six bit binary v/ord.

The final part of the connection routine is to collate 
the information, and set up the required bit pattern 
in memory. This bit pattern v/ill eventually be 
loaded into the serial shift registers on.the patching 
boards. The actual information is stored in forty 
eight twelve bit words in memory, each v/ord corres­
ponding to two input, connections. Each twelve bit 
word is divided into tv/o six bit codes, which correspond 
to the outputs to be connected.

The /
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The "INPUT" data therefore defines a specific location 
in raenory, and the "OUTPUT" data, the six bit code to 
be entered in that location. On conmletion of this 
operation the program X'/ill return to the start and avzait 
the typing of another control character.

If the character typed in is $, the computer v/ill enter 
a routine v/hich transfers the input information from 
memory to the patching system-. This information transfer 
is performed serially because the speed of patching is 
limited by the typing soeed of the human operator. It 
is also necessary to conserve the output connections on 
the buffered digital input/output on the PDP8/E. There 
are twelve outputs and tv/elve inputs on the interface, 
the outputs being used in pairs. One of each pair is 
used for information, and the other the clock pulse for 
that information. The code- shift registers on the 
patching cards are connected together to form one large 
serial in, parallel out, shift register of 576 bits. 
Serial shift registers are also used for, scaling of 
the integrators, input information to comparators, and 
the setting up of the initial conditions. This requires 
a total of ten output connections.

^htomatic Testing
Because the patching cards are of such complexity, it 
was not feasible to test them by manual methods. A 
machine code,program v;as written in assembly language 
to test each of the four multiplexers on each card, 
v;ith varying inputs and different combinations of codes. 
The flowchart for this program is shov/n in Figure 3.8.

The PDP8/-E stores in memory the bit patterns of the 
code inputs, ie, four six bit codes, one for each multi­
plexer on the cards. These bit patterns v;ill be clocked 
into the serial shift registers on the cards. These four 
codes are taken sequentially, and each one varied from 
nought to sixty three, the other three remaining at zero. 
For /
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For every one of these 256 possible codes, a logic zero 
is applied sequentially to each of the sixty four inputs. 
The PDP8/E is limited to tv/elve digital outputs, tv/o of 
which must be used for the code information and clock 
pulse. It v/as therefore necessary to construct an inter­
face card, which contains a sixty four bit, serial in, 
parallel out, shift register. Each of the outputs on 
this shift register connects to one of the sixty four 
inputs on the multiplexer cards. This interface also 
contains buffers for the clock pulse and shift register 
inputs.

The sixty four bit shift register is loaded serially 
from the PDP8/E under program control. This reduces 
the number of interconnections to tv;o. The schematic 
diagram of the interface is shown in Figure 3.9.

The program commences by initialising all code patterns 
to zero, and loading the interface shift register v/ith 
logic ones, except for the first bit, vrhich is set to 
zero. This zero is used as the test input, since there 
is an overall inversion in the patch boards. In this 
manner, one can ensure that the outout will only go to 
a logic one, if the correct coding is used, and the board 
is functioning correctly. In addition, open circuit 
outputs can be conveniently detected as a logic one.

The four six bit codes are now entered into the code 
shift register and the four outputs interrogated to 
see if they correspond to the comisuted outputs. The 
program computes the expected result from the code patterns 
and input position. Unless a fault exists, the outputs 
should remain at zero at all times except v/hen the input 
position is the same as the decimal equivalent of the bit 
pattern in the code shift registers.

If /
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If the expected result is not received, then an error routine 
is entered, .and all pertinent information about the fault 
typed on the teletype. This information consists of 
expected output, received output, multiplexer number (1-4), 
input number (1-64), and the four six bit codes.
The program, v/ill then continue v;ith the test routine.

If the received output is correct, then the remaining 
sixty three inputs are tested, and the code pattern 
updated. This procedure is repeated for every code 
pattern in one multiplexer. When every code pattern has 
been tested, the following multiplexer is tested in the 
same manner. After all four multiplexers have been tested, 
the computer may halt, or alternatively, it may continue 
to test the board by returning to the start of the program.

The' machine language coding for this prograia, which v/as 
written in PALIII assembly language, is shown in 
Appendix tv70.

This test program does not indicate the specific connection 
or integrated circuit that is causing the fault, but by 
consideration of the printout, the general nature of the 
fault may be found. More detailed investigation may 
then be performed. In practice, a fault is not limited 
to a single multiplexer, since the inputs are common to 
all four, and thus by the repetitive nature of a fault, 
it may be narrov/ed down to a oarticular area.

The program has proved its usefulness in the course of 
time, since approximately 75 per cent of the patch 
boards exhibited ab least one fault immediately after 
construction. The program is also used to provide a 
routine check of the patching system every month or so, 
to ensure no unnoticed faults upset the operating of 
the stochastic computer.
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1, C, t y p e s Number per board Unit total U n i t  cos t TOTAL C O S T

S N 7 40 9 2 4 1 5  3 6 0-1 4 215 .04

S N7 4164 1 2 7 68 1 .9 0 1 4 59.20

S N  7 440 2 128 0,1 2 1 5.36

S N 7 4 0 4 1 6 4 0.1 2 7. 5 8

64 Vero b o a r d s 2.0 0 ! 28.00

2 Ve ro rack s 25.0 0 50.00

T O T A L  £ 1 875. 28

F IGURE 3 . 2  C o s U n g  of i n i t i a l  p a t c h i n g  systcn - '
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— ..................— ........
L C. types Number per board Unit total Unit c o s t T O T A L  COST

S N741 50 1 6 384 2.15 825.60

S N 7 4 1 51 4 0 5 0,90 86.40

S N 7 4 0 4 1 1 264 0.1 2 31,68

S N 7 4 1 5 4 3 72 1.90 1 36.80

<2# S N 7 4 4 0 1 6 32 0.1 2 3-£43CD S N7404 6 1 2 0,1 2
i1 . U

26 V s r o b o a r d s 2.00 52.00

1 V e r c r c c k 25.00 25.00

T O T A L  £1152.76

F I G U R E  3 . i  C o s t i n g  of f i n a l  p a t c h i n g  s y s t e m
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Chapter /4BASIC COMPUTING ELEMENTS
This chapter considers the basic elements of the stochastic 
computer. In particular v;e v/ill describe the design of 
the integrator, the ADDIE, and the PRBS random number 
generator.
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4.1 Integration ( 3 , 8 )

The block diagram of a basic integrator is shov;n 
in Figure 1.6. This, however, was modified for 
use in the stochastic computer and the block diagram 
of the new integrator, incorporating these modifi­
cations, is shovm in Figure 4.1. This circuit consists 
of three, four bit binarj- counters (type SN74191) 
connected to form a tv/elve bit, ripple through counter. 
The output of the counter is compared with a twelve 
bit pseudo-random•number to produce a stochastic 
output. The input circuitry allov/s the integrator 
to count up if the inputs are both at logic one, 
and to count dov/n if they are both at logic zero.
If the inputs are not equal, the integrator state 
will remain unchanged.

The counters require two inputs; an enable input 
which allows the counter to count v/hen the level is 
at zero, and an up/down input which decides v/hether 
the counter is to count up or down. If the up/dovm 
level is zero, the counter will count up, and vice 
versa. The integrator also requires a 'hold' line, 
which if held high, has the effect of inhibiting 
the clock to the counters. The truth table for 
these functions is shov,Ti below.

Inputs /
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Innuts Required Outputs
A B Up/down (U/D) Enabl
0 0 1 0
0 1 0 1
1 0 0 1
1 1 0 0

By inspection, the required logic expressions are:
U/D = A E = i\B + AB

or E = A 0  B

Thus the enable output E is derived from the output 
of an exclusive OR gate, and the up/dov/n line is 
simply the inverse of the input A. The clock to 
the system is routed through a NAND gate which 
serves a dual function. The gate provides the 
inverted clock pulse form required by the SN74191 
integi~ated circuit, and also enables the clock to 
be gated by the hold line.

If we nov7 consider equation 1.2,
1 tf + E„)dt ■out 0 NT A B

It m.ay be seen that the output of the integrator is 
dependent upon 1/T which is the clock period, and 
1/N v;hich is the inverse of the number of states 
in the integrator. Since for an n-bit integrator,
N = 2^, scaling of the integrator may be simply 
achieved by varying n. Thus for example, a reduction 
of n by one has the effect of dividing N by two.
This fact can be used to provide a scaling function 
for the integrator. It can be accomplished practically 
by the modification to the basic integrator circuit, 
shov/n /
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shown in Figure 4.2. The first four bits of the 
integrator are replaced by discrete J~K flip-flops, 
(type SN7476). This allovrs the blocking off of one 
to four bits of the counter so that the integrator 
may have 8, 9/ 10, 11 or 12 bits.

The number of bits that the integrator uses is 
determined by the code pattern set up in a four 
bit serial in/parallel out shift register. As 
with the patching system, these shift registers 
are loaded serially from the PDP8/E, and thus the 
scaling factor for each integrator may be entered 
at the keyboard console. The code patterns and 
resulting scaling factors are shov/n in Figure 4.3. 
Only the first four bits of the integrator are 
shown in Figure 4.2, since the remaining eight 
bits are not affected,' and only require an enable 
and up/dovm signal from the preceding stages.
These scaling factors are used to compensate for 
the normalised outputs produced by some circuit 
elements, as explained previously in Chapter One.

4.2 PP̂ BS Generation C3,û )

The generation of pseudo-random binary sequences 
for use as tv/elve bit random numbers is of essential 
importance in the design of DISCO. Since the system 
is so large, and modular, it isr^cessary to have a 
twelve bit random number available at every position 
■in the machine. These numbers must not be correlated 
in any manner, that is, they must be completely 
independent.

The basic principles of PRBS generation were discussed 
in Chapter One. There are several methods possible 
for the generation of large quantities of random 
numbers. One solution would be to have a large PRBS 
generator, / • '
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generator, and generate tv;elve individual sequences 
for each number by means of cascaded exclusive OR 
gates. This obviously vrould involve a large number 
of logic gates and complex wiring problems, although 
one advantage of this system v/ould be that bit 
independence is provided over a considerable time 
period.

Another alternative technique v;ould be to provide an
individual PRBS generator for each tv/elve bit number.
Thus each PRBS generator v;ould have the same number
of bits, but would start in a different initial state,
For example, consider a PRBS generator 31 bits long.
The number of states that this generator may take 

n 3 Xis 2 -1 = 2 -1. The minus one is included since the
all zero state is a null condition.

If there are thirty tx̂70 numbers required, then each
31 SPRBS generator must start (2 -l)/2 states from the

previous one. This would ensure that no correlation
31 5would occur until after (2 -l)/2 clock pulses. If

the clock rate was one iMHz, then this V70uld be 
equivalent to a time of

231 _ ^
X

10̂
seconds

that is, approximately 67 seconds. This v/ould be 
sufficient time for most computations to be completed 
before correlation effects occurred. Unfortunately, 
this method would also require a considerable am.ount 
of logic gates and shift registers. Another dis­
advantage v/ould foe the difficulty in ensuring that 
each PRBS generator started in the correct state.

The actual method finally selected for use in DISCO 
consists of fifteen identical modules and one master 
generator. The schematic diagram of this system is 
shovm / ■ •
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shovm in Figure 4.4. The master generator board
contains the main thirty one .bit PRBS generator

31from v/hich is derived the 2 /32 delay using
cascaded exclusive OR gates. This delay is routed
into a second thirty one bit shift register v;hose
outputs are exclusive OR'd in exactly the same
manner as the main shift register to produce the 

31delay (2 /32) x 2. As shov̂ n in the schematic
diagram, this arrangement is duplicated to obtain 
32 sequences.

Practically, it is possible to have tv/o banks of 
exclusive OR gates on one verocard. Thus only 
sixteen cards are required for the complete PRBS 
system. The twelve bit random numbers are the 
first twelve bits of each shift register, with the 
most significant bit inverted. This is to give a 
small degree of negative correlation to improve 
computational accuracy.

Having selected this basic configuration for PRBS 
generation, the problem of delay generation must 
still be solved, that is, in vjhat manner are the 
exclusive OR gates to be connected to generate 
the required delays from the basic shift register. 
The method of calculating delays may be explained 
using the characteristic equation of the PRBS 
generator. The feedback on the PRBS generator is 
derived from the modulo tv;o addition of bits 31 
and 4, so that the equation is

^0 "" °31 ®  ̂ 4̂
where is the input to the generator, and
are delays 31 and 4 respectively. Rearranging the 
equation gives

=D31 0
ie

D = D, '5t\ © D ,  '>n\n vn~31) (n-27)
This /
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This equation may be used to find any delay n, 
For example, delay 87:

°87 °(87-31) ®  '^(87-27)

= ° 5 6 ® ' ’60

We nov; have to use the equation reoeatedly until 
the delays are less than or equal to 31. 
Therefore,

^56 °(56-31) ®  ^(56-27)

and
^25 ®  °29

^60 ^{60-31) ®  ^(60-27)

and

Hence

Since

^29 ®  ^33D3 3  = e  Dg
^ 8 7  ®  D g  ®  D 2 5  ©  D 2 g  ©

°29 °29 °
we can ignore these delays. 
Therefore

^87 ^2 ® ^6 ® ^25

This algorithmic technique was orogrammed on a mini­
computer and run satisfactorily. The program listing 
is given in Appendix Three. Hov;ever, several disadvantages 
are involved v;ith this method. Since the program was 
written in an interpretive language, FOCAL, the execution 
tim.e /
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time increased rapidly as the magnitude of the input 
increased. This resulted in a computation time of 
approximately five minutes for an input involving5a delay greater than 10 .

We require to find the delays to be exclusive OR'ed2 6to produce delays around 2 , so that this method
was not feasible. Another disadvantage was the 
fact that FOCAL could not operate accurately v/ith 
integers greater than 999999.

The PDP8/E system had only 4096 x 12 bits storage 
capacity, so that the quantity of numbers that could 
be stored was limited. The method previously outlined 
requires a large amount of storage, since the number 
of variables to be stored approximately doubles at 
each succeedi’̂'g step. In some cases there are 
cancellations which reduce the storage, but not 
significantly.

It was noted that at each level of 2^, as shown in
Figure 4.5, where n is a positive integer, the number
of delays to be gated together reduced to tv70. In
the pyramid structure shown in Figure 4.5, level 0

2 Grepresents the initial delay, in this case, 2 .
The delays on the other levels are found by subtracting 
31 from the previous delay as we move diagonally left 
dovm the pyramid, and subtracting 27 as we move diagonally 
right down the pyramid. This reduction to two delays 
at certain levels was utilised to allow the program to 
start at the lowest pair using the equations,

d. = D 
= D

2 X a
2 X b

v/here d^ > O

v-7here a = 31, the length of the shift register, and 
=27, the feedback connection. The objective is 

to find the smallest d^ > 0. This method reduced 
the computing time and storage required considerably 
but was not yet the ideal solution.

The /
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The next stage was to use these delays and 
as original delays, and use the previous equations.
This v;as repeated continuously, each new pair of 
delays being utilised as original delays, until 
every d could be tapped off directly from the master . 
PRBS generator.

Cancellations were automatically made by storing an 
array of values ST(1), ST (2),...., ST (31) corresponding 
to each bit of the generator. When a delay d v;as found 
in the correct range the corresponding value of ST was 
incremented by one.
That is, ST(d) = ST(d) + 1 where 1 ^ d ^ 31

When every d was in the range one to thirty one, the 
printout routine in the program would print a value 
I if the value ST (I) was odd. This meant that the 
cancelled delays v/ere ignored. Ey using this 
cancellation m.ethod, the storage required was reduced 
dramatically, but was not yet of the order to enable 
large delays to be found.

The final modifications to the program resulted in 
minimum storage capacity, although the computing 
time v/as increased slightly. This enabled the 
program to be run with large numbers, of the order 
required by the DISCO system.

After computing the first d^ and d 2 from the original 
delay, instead of immediately forming four new delays 
from d̂  ̂ and d 2 / d 2 v/as stored, and d̂  used to form tv;o 
new delays. This process was repeated, d^ forming two 
delays, and d2 being stored, until d̂  ̂v;as in the 
required range, that is, 1 to 31. When this occurred, 
the corresponding’d 2 was used as an original delay, 
and the process repeated. If it occurred that d^ and d2  

V7ere both in the required range, the previous d2 v7ould 
be used. Automatic cancellation took place as before. 
The flov/chart for this final program is shov;n in Figure 
4.0, and the FORTRAN listing given in Appendix Four.
This /
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This explanation is helped by the nvimerical example 
shov;n in Figure 4.7.

4.3 Output Interface Design (ADDIES)

The ADDIE is the element used to convert a stochastic 
sequence into a deterministic twelve bit binary 
number. It was discussed briefly in Chapter One, 
where it was shown that the output v/as exponentially 
weighted v;ith respect to past inputs. A-more 
detailed diagram is shown in Figure 4.8.

The counter in the ADDIE, vihich is a cascade of 
three SN74191 up/down counters, will count either 
up or dovm, or stay in the same state, depending 
on the state of the input and the feedback. If 
the input and feedback are both logic one then the 
ADDIE will count up. If they are both logic zero, 
then it will count dov/n. Any other condition will 
result in the counters being disabled and remaining 
in the same state. The counter is continuously 
compared with a tv;elve bit random number using three 
SN7485, four bit comparators. The output from these 
comparators will be a logic one if the state of the 
counter is greater than the random number, and logic 
zero if the state of the counter is less than or equal 
to the random number.

It can be seen that if the counter is almost full, 
there will be very few logic O's at the output of 
the comparator. However, the output is negated, and 
so the feedback will tend to be almost all logic O's. 
This will tend to stop the counter counting up. A 
similar effect occurs when the counter is almost empty, 
but-this time tending to stop the counter counting dovm.

As previously mentioned, a modification was made to
the ADDIE, by using binary rate multipliers (BRM's)

(8)as the feedback element, 
shown in Figure 4.9.

^he /
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The BRM gives an output rate proportional to the 
value of the input, v;hich is in this case the output 
from the up/down counters. The output from the BRi4 
however, is gated internally by the clock, and this 
is not suitable for this application, since \-/e require 
a full-v7idth pulse. The circuitry also shown in 
Figure 4.9, ’was used to lengthen the output pulses 
from the BRM. It consists of an S-R flip-flop constructed 
using NAND gates, which is set by the output from the 
BRM, and only reset if both the output and the inverted 
clockpulse are at zero. An example of its operation 
is shov/n in Figure 4.10.

Using the BRM has the advantage that it removes the 
necessity for a twelve bit random number. This intro­
duces deterministic feedback, and so improves the 
accuracy of the ADDIE.

It was necessary to have some means of determining 
the accuracy of the output, and also to test the 
output for variance. First, the output v;as converted 
to an analogue signal by means of a digital to analogue 
converter, and then plotted on an X-Y plotter. This 
gave a useful indication of the accuracy and variance 
but was a laborious procedure. A more sophisticated 
method ’was devised, whereby the output of the ADDIE 
under test was read and operated on by the PDP8/E 
minicomputer. The experimental arrangement is shown 
in Figure 4.11.

The object v/as to produce a distribution curve of the 
output of the ADDIE, to be displayed on an oscilloscope. 
A machine langùage program V7as ’written to accomplish 
this task and the flowchart for the program is sho’wn 
in Figure 4.12. The assembly listing for the program 
is in Appendix Five.

Since /
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Since it is reasonable to assume that the variance 
of the ADDIE will never be more than plus or minus 
100 states either side of the mean value, the 
distribution curve displayed is limited to these 
values. The expected mean value is entered into the 
PDP8/E by means of the front panel console switches.

The twelve bit output from the ADDIE is interrogated 
and examined to see if it lies v/ithin the specified 
range of states. If it does, a location in memory 
corresponding to that particular state is incremented 
by one. If the output is outside the specified range 
then the reading is ignored. A routine is nov; entered 
v/hich produces a display of the distribution curve on 
the oscilloscope by taking each of the 0^00 locations 
3n turn and using a digital to analogue converter to 
provide a corresponding voltage level. This results 
in a continuously increasing distribution curve.
Instead of producing a display for each individual 
reading, the display characteristics are only exhibited 
for every thirty samples. This has the effect of 
producing a flicker-free display and an imorovement in 
the speed of the build up of the distribution curve.

The distribution curve gives a good visual indication 
of the accuracy of the output interface since the correct 
estimate of the output value is displayed in the centre 
of the screen, and a quick guide to variance is evident 
from, the v/idth of the display.-

If a permanent record of a distribution curve is required 
then the program may be slov/ed down by means of software 
delays so that the X and Y outputs may be used as the 
inputs to a graph plotter. Some typical distribution 
curves for the noise and BRM ADDIE structures for a 
range of input probabilities are shovm in Figures 4.13 to 
4,16.

It /
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It can be seen that there is a decrease in variance 
for the BRT-I ADDIE due to the deterministic feedback. 
The discontinuity in the distribution curves for the 
BRI-1 ADDIE is a characteristic of the DRM. It is due 
to a change of phase of the output sequence, when the 
input to the BRM changes from a 'one-all-zeros' state
to a 'zero-all-ones' state. Cs)
We have seen from the distribution curves that there 
will be certain variance about the m.ean value. A 
more accurate method of estim.ating the mean value v/as 
required, and so a program v;as v^ritten to take a 
specified number of readings and form an average. The 
result v;as also converted to a real value by the 
transformation E = V(2p(on) - 1) v?here V is the 
maximum value of the real variable, and p{on) is the 
reading talcen from the output of the ADDIE. Figure 
4.17 shov;s typical errors for a range of input 
probabilities, for three ADDIE configurations. These 
results were obtained by taking 100 readings of the 
A.DDIE states and evaluating an average. The errors 
are expressed as a percentage of the full scale value 
V. The third ADDIE configuration, that of the BRM 
V7ith negative correlation, v;as obtained by using a 
negatively correlated random number as the PRBS input 
to the comparator. The generation of this number v?as 
accomplished as shov/n in Figure 4.18. A single PRBS 
sequence is clocked along a serial in parallel out 
shift register, the outputs all being- negated except 
the most significant bit.

The tests previously described refer only to the steady 
state response of the ADDIEs. The response to various 
step inputs v;as also investigated. Some results are 
shown in Figure 4.19. These curves were obtained using 
a 12 bit digital to analogue converter and an X-Y 
plotter. It can be seen that the response time of the 
BRM ADDIE is almost identical to that of the noise ADDIE.

The /
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The effect of varying the number of bits in the 
ADDIE counters was also investigated. As expected, 
if the number of bits in the counters were decreased, 
then the response time decreased, and the accuracy 
deteriorated. The results for three lengths of counter 
are shovm in Figure 4.20. The frequency response of 
the ADDIEs v/ere also measured for varying clock 
frequencies, and the results are shovm in Figure 4.21. 
It may be seen that the BRM and noise ADDIE are almost 
identical in their response characteristics.

The BRM ADDIE shows an improvement in variance over 
the noise ADDIE, without any deterioration in 
bandv/idth, and the BRM ADDIE v;as therefore chosen 
as the output interface to be used in DISCO.
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Chapter  5

DISCO ORGANISATION

This chapter describes the softv;are designed to perform 
the various operational functions required by DISCO. 
Amongst the specific functions involved are the reading 
of a twelve bit number from the output interface and the 
loading of a tv/elve bit number into the input interface. 
Also described is the softv/are system for the scaling of 
the integrators and the establishment of their initial 
conditions. Finally, the visual display unit operation 
and software is explained.

5.1 Interface vrith PDP8/E
The stochastic computer is supervised and controlled 
from the console of a video display unit (VDU). The 
VDU controls the interchange of information and data 
between the PDP8/E and DISCO. The minicomputer referrec 
to as the PDP8/E is a Digital Equipment Corporation 
machine, v;ith 16K of core store and several peripherals 
including analogue to digital converters, digital to 
analogue converters, real-time, clock, and digital 
buffered input/output.

All the information typed on the console keyboard is 
stored in the core store, and only transferred to 
DISCO upon command. The transfer of information is 
performed alraost exclusively by means of the digital 
input/output facilities. This consists of 12 bits 
of information, v^hich may be transmitted or received 
individually or 'en bloc*. The supervisory program 
V7ill respond to certain command characters typed on the 
keyboard, butv;ill ignore others by typing a question 
mark. These command characters and their function are 
listed in Figure 3.7.

If /
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If one of these conmiands is typed, then the program v/111 
enter the subroutine corresponding to that command.
Any information to he transmitted is stored sequentially 
in m.emory, to be clocked out on the $ command. This 
command initiates a series of clock routines for the 
scaling information, connection information, etc. There 
are tv/o outputs used for each set of information, one 
for the data and one for the clock pulse.

•The interconnection between the PDP8/E and DISCO is 
made by a length of flat ribbon cable, terminated at 
the receiving end by pull-up resistors and Schmitt 
trigger AND gates (Figure 5.1). Once the information 
has been entered into DISCO, the inputs may he disabled. 
This avoids any spurious pulses on the line interfering 
with the information, and is also a protection against 
inadvertently entering nev; data before it is required.

5*'2 The Reading of a 12 bit Number
If the comjnand given is R, the program v/ill enter a 
subroutine to print an average of fifty readings of 
a 12 bit number. The flowchart for this routine is 
shov/n in Figure 5.2. In this case, the digital buffered 
input on the PDP8/E is used. The number read is the 
output from an ADDIE or directly from, the counter of 
an integrator. An average of 50 v;as taken as a reasonable 
amount to ensure a good representation of the variable.
An increase of this figure to 100 sam.ples v/as found to 
have no significant effect on the accuracy of the result, 
while increasing the computing time to a noticeable extent. 
The process requires the use of the formula

E = V (2 . p (on) - 1)
if the single line bipolar mapping is used.
V is the maximum value represented, p (on) is the 12 bit 
number read, and E is the value of the variable. Since 
multiplication is involved, the floating point package 
supplied by the Digital Equipment Corporation was used.
This /
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This is a set of mathematical subroutines v/hich may be ■ 
easily incorporated within the users programs. When 
fifty readings have been taken, the result is averaged, 
and then printed in floating point format, 
eg, 0.734112E02 v;hich is 73.4112.

5.3 The Input to the Comparators
The command I initiates the subroutine to set up the 
input comparators. The flov;chart is shown in Figure 5.3, 
and the circuit diagram of a comparator is shov/n in 
Figure 5.4. Each comparator has a twelve bit number 
associated v/ith it, corresponding to the required 
input value. The input subroutine first asks the operator 
to state the maximum value (V), then the number of 
comparators being used, and for each comparator, the 
required input value. These values are converted from, 
the floating point format, in which they are entered, 
to a twelve bit fraction representing the input probability 
This is accomplished using the m.apping

EP (on) % "   ̂ I
V7here E is the input value. All the information is 
stored sequentially in memory and clocked into the 
comparator shift registers on the i command. As in the 
automatic patching input routine, if the data is entered 
erroneously, then it may be deleted by the rubout key, 
one character at a time.

5.4 The Scaling of the Integrators
The command S causes the subroutine for scaling of the 
integrators to 'be entered. As stated previously in 
Chapter Four, the scaling requires a four bit code 
pattern to be entered into each integrator, determining 
the factor by vjhich the output is to be multiplied. In 
a similar fashion to the comparators, the information is 
loaded into a four bit shift register on the integrators. 
The flov7chart for this is shown in Figure 5.5. The 
subroutine /
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subroutine first requests the user to enter the number 
of integrators in the system, so that the correct 
number of scaling factors will be requested. The factors 
themselves are then entered; one per integrator.
These are then manipulated to give the correct four bit 
code, and stored sequentially in mem.ory. Again, the 
information is only entered into DISCO upon receipt of 
the $ command.

C9)5.5 The Initial Conditions
In norm.al analogue com.puters there is a facility for 
setting up initial conditions on the integrators.
This consists of an initial charge on a capacitor so 
that the output of an integrator will start at a 
certain set value. In-DISCO, the integrator store is 
an up/down counter so that any initial condition must 
take the form of a binary number corresponding to the 
required starting value being set in that counter.
Normally, this v/ould be accomplished by the use of 
the preset and clear inputs to the individual bits 
of the counter which v/ould be set to the required bit 
pattern. This information v/ould then be entered by 
a single 'load' pulse. This method is not feasible 
V7ith the equipment available since it requires tv/elve 
lines to each position in DISCO, and a tv,'elve bit output 
from the PDP8/E. There are not. enough pin connections 
■on the verocard slots in DISCO for 12 lines to be 
connected, and a parallel output of 12 bits from the 
PDP8/E is not possible since several of the outputs are 
already being used for other functions.

A possibility would have been to use a 12 bit shift 
register on each integrator to store the initial 
conditions. These v/ould have been loaded serially 
from the PDP8/E in ̂ the same manner as the comiparator 
inputs. Although this v;ould have been an excellent 
solution, the integrator circuitry is so complex that 
there is no physical space on the verocards to allov; a 
shift /
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shift register to be used. It v/as therefore necessary 
to store the initial conditions other than in the PDP8/E. 
Since DISCO may consist of up to a 34 integrator system, 
the storage required is 34x12 bits. This v/as realised 
by the use of MOS integrated circuits. Six 40 bit shift 
registers v/ith integral recirculate control are contained 
in one MOS integrated circuit, therefore, two of these 
are used. This gives the facility for up to a 40 
integrator configuration if the DISCO system is expanded 
at some future date.

The logic for the initial conditions system is shovm in 
schematic form in Figure 5.6 and the machine language 
program listing is given in Appendix 6.

The system operates by, only allowing one integrator at 
a time to count up to its required initial condition.
This is done by having a tv;elve bit counter in the 
system, v;hich is clocked at the same time as the inte­
grator counter, and comparing it with the required 
value. When the required initial condition is reached, 
the integrator counter is stopped using the hold line 
and the next integrator enabled. The MOS shift registers 
are clocked after each integrator has been, set, to allow 
the next initial condition to be com.pared v;ith the 
tv/elve bit counter. This tv/elve bit counter is also 
cleared after every comparison.

The initial condition program is entered v?hen the command 
.letter P is typed on the keyboard. The flowchart for 
this program is shown in Figure 5.7. The first operation 
is to clear all previous initial conditions from core 
memory by setting them to zero. The number of integrators 
in the system and the maximum value V are then requested.
The integrators v;hich have to be initialised are identified 
by the number of the' slot in DISCO into v/hich they are 
inserted. For each integrator in the system, the program 
requests a slot number and a corresponding initial condition, 
This information is stored in a series of forty memory 
locations, one for each integrator in the system. If an
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integrator is inserted into a slot, but not identified 
in the program, it will be set to binary zero, ie -V.

V7hen all the initial conditions are in core store, they 
must be entered into the MOS shift registers in DISCO.
This is done by a specific sequence of pulses. The 
MOS shift registers may be in one of tv/o modes, write 
or recirculate, the particular mode being determined by 
the logic level of an input to the integrated circuit. 
Initially, this input is set to v/rite and then an 
initialise command sent. This has the effect of clearing 
all information from the system, and making it available 
to accept fresh data. The next step is to enter the 
initial conditions, in groups of tv;elve bits, into a 
serial in, parallel out shift register in the system.
The outputs of this shift register are connected to the 
inputs of the tv/elve MOS shift registers. A clock pulse 
is generated automatically at the end of each group of 
twelve bits, to enter the information into the MOS storage, 
When all the forty initial conditions have been entered, 
the write/recirculate input is set to recirculate so that 
the information V7ill not be lost.

Having entered all the initial conditions, all that remains 
is to enter a specific time interval after v/hich the DISCO 
system will be reset. The program requests a 'compute 
time' in seconds, say n, and■at every n seconds, an 
initialise pulse v/ill be sent to the logic, resetting 
the integrators to their initial conditions. Any time 
interval from one to forty seconds may be used. The 
timing is done by the use of the real-time-clock facility 
in the PDP8/E. This is a crystal controlled clock which 
may be set to any specific frequency, from 100 Hz to iMHz, 
a tv7elve bit counter, and a buffer-preset register. The 
twelve bit counter is allovred to count at the specified 
frequency, until it overflows, v/hen the contents of the 
buffer-preset register are loaded into it, and the cycle 
starts /
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starts again. This overflov; of the counter may be 
detected and used to reset the initial conditions system. 
To allow a snecific time interval to pass before the 
system is reset, the buffer-preset register must be set 
to minus the number of clock pulses required before the 
counter overflows. For a time of n seconds, therefore, 
at a clock frequency of lOOHz the buffer-preset register 
must be set to - (100 x n).

The overflov; is detected by the use of the interrupt 
system in the PDP8/E, vrhich causes a jump to a specific 
memory location when an interrupt occurs, eg when the 
clock counter overflov/s. When this happens, the real-time 
clock is examined to determine v;hether or not the counter 
had overflowed. If it had, the initial conditions system 
is reset and the real-tim.e clock restarted. If the 
interrupt was generated by something other than the real­
time clock, eg, a command being typed on the keyboard, 
then the interrupt is turned off, and the normal program 
entered.

5.6 The Visual Disolay Unit
The VDU used v;ith the PDP8/E is shov;n in Figure 3.5, and 
consists of a cathode ray tube and keyboard. The characters
displayed are generated inside the unit by a read only
memory, in the form of a 5x7 dot matrix. This particular 
VDU does not have its ovm m.em.ory, but uses the core store 
of the PDPS/E. It may display up to forty rov;s of sixty- 
four characters, each character being allocated to one 
word in memory. An electronic tone may also be generated, 
equivalent to the normal teletype bell.

The PDP8/E has 16K v/ords of memory, in four fields of 
4k v;ords. Field zero is used for the main patching 
programs and field one is used for the visual display
unit program and storage. The flov/charts for this program
are shov;n in Figure 5.8. The characters to be displayed 
are stored in seven bit AFCII format, the remaining bits 
of /



of the twelve bit words being used to determine the form.at 
of the character. It may be displayed normally, or brighter 
than normal, or pulsed on and off, or the true and 
complement forms displayed alternately. All characters 
are usually'displayed in the normal brightness mode, 
except the last character which is the space character 
displayed in the pulsed mode, for use as a cursor.

The display uses data break, v/hich is a method whereby 
the PDP8/E is interrupted by the display, v;hich directly 
accesses memory for the characters required. This means 
that 'the display is automatically refreshed, although the 
operating speed of the computer is reduced slightly.
Memory is accessed sequentially, beginning at a location 
initially specified by the program. The last of the 
characters is determined by a special end of screen character 
which instructs the display to return to the initial 
location.

When the main patching program is first started, a routine 
called INIT .is entered, v;hich clears the display apart 
from the flashing cursor. This routine is also entered 
when the sense switch on the keyboard is depressed.
Several special characters have to be sensed before they 
are displayed since the format they produce is unintelligible, 
They are the .rubout character, the bell character, the 
carriage return and the special 'key on the keyboard v;hich 
signifies that the display is to be moved up one line.

The rubout has to be detected so that the end of screen 
character and cursor may be moved back one location, 
which in effect removes the last typed character. The 
bell character is detected before display, since its seven 
bit code is the saine as that for the letter G, When it 
is detected, a half second electronic tone is generated 
v;ithin the display. The carriage return character is 
similar, but does not require any special manipulation, 
since it is implicit in the line feed character, and so 
is ignored- Usually, the combination carriage return, 
line feed is sent, and socnly the line feed has an effect, 
moving /
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moving the cursor to the start of the next li'ne. If 
the special cliaracter f is detected, this signifies 
that the user requires the display to be moved up by 
one line. This is done by searching the characters 
in memory sequentially, until a line feed is encountered. 
When this is found after say x characters have been 
examined, the remaining characters in the display 
are moved to the xth previous location in memory.
This routine is also entered if the allov/able memory 
storage is full of characters. Hov/ever, the user is 
notified of this occurrence by the previously mentioned 
electronic tone.

The routines that have been described here are the main 
operating programs of the DISCO softv/are. Each has 
its ov;n special function, independent of the others, 
and thus fault finding is made oomparatively easy.
Each routine v;as written individvially as DISCO expanded 
and added to the previous section. At the present moment, 
the system tape consists of all these routines, except 
the VDU softv/are, plus the floating point paokage supplied 
by DEC, and the distribution curve display and graphing 
routine. It is of oourse possible to expand these routine; 
to incorporate any additional softv/are, such as to accept 
analogue inputs and give graphical outputs on the VDU, 
etc.



Figure 5.1 Buff¡?r s y s t îm



S T A R T

F I G U R E  5 . 2  R e a d i n g  of a  1 2 - b i l  n u m b e r



F I G U R E  5 * 3  S e t t i n g  up of t h a  i n p u t s



1 2 - bit P R B S number (B)

F I G U R E  5 .4  I n p u t  c o m p a r a t o r



F IG URE  5.5  Sca l i ng  of intagrators



Npur

F I G U R E  5 . 6  I n i t i a l  c o n d i t i o n s  Log i c



Figura 5,7 S i t t i n g  up of t h e  I n i t i a l  c o n d i t i o n s



F I G U R E  5 . 3  V. D. U. s o f t w a r e



-47-

Ch a pter  6

CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

6.1 Overall Machine Design
We have seen that the stochastic computer was 
designed with certain criteria in mind, ie, 
to be used as a general purpose machine for 
investigations into non-permanent stochastic 
structures. Satisfactory operation v/as attained 
after certain small faults had been eliminated.
No major modifications were necessary to the 
system, the only faults being dry solder joints, 
unconnected wires and integrated circuits going 
open or short circuit. This last problem in
particular applied to the automatic patching

(9)circuitry. The probable cause is the high packing 
density of integrated circuits on each board, 
which dissipates a large quantity of heat. Since 
the boards themselves are in close proximity, the 
heat concentration would tend to cause the inte­
grated circuits of less than full specification to 
display the faults observed. A possible solution 
to this problem would be to install a suitable blower 
fan to maintain the automatic patching cards at a 
reasonable temperature.

The automatic patching system, as a whole, operates 
satisfactorily when properly maintained, although 
faults are not apparent until one tries to use a 
particular patching configuration. Regular checks 
on individual boards are therefore necessary at 
monthly intervals using the automatic testing program 
written specifically for this purpose.

Having /
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Having used the computer to study analogue type 
problems, certain limitations were observed. The 
most important of these is the scaling of the 
integrators. This function is performed to multiply 
the input to the integrators by a factor of 2, 4, 8 
or 16, to compensate for the effect of the summers 
and multipliers. It is achieved bv reducing the 
counter size from 12 bits to 11, 10, 9 or 8.
Observations of this procedure showed that it 
resulted in increased drift for each scaling step, 
and hence a similar reduction in accuracy. At 
maximum scaling, the number of states in the integrator 
is 256. For each clock pulse, the change is 0.39% 
of the total counter size, and thus results in a 
coarse approximation to the variable represented. 
However, if the counter size was increased to 16 
bits, and at jaaximum scaling reduced to 12 bits, the 
resulting change for one clock pulse would be 0,024%. 
This would give increased accuracy and less drift, 
but would reduce the bandv/idth.

Another limiting factor in the system is the output
interface. At the moment this consists of a stochastic

C9)to analogue convertor, v/hich is in effect a second 
order filter, with a damping factor slightly less than 
one. Unfortunately, the accuracy of this interface 
depends upon a high clock speed, which means that it 
is not possible to slow the complete system dov/n to 
observe certain results.

This interface is also necessarily limited in band­
width due to its design. It is recommended therefore, 
that the output interface used be an ADDIE, preferably 
the BRM ADDIE, in conjunction with a digital to analogue 
convertor. This will give an increased response time, 
and also enable the output to be observed at low clock 
rates.

One /
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One further problem arose concerning the main PRBS 
generator which v7ould start in the all zeros state 
when power was initially applied. This resulted in 
no noise sources being available for comparators, 
integrators, etc. This problem was solved by having 
a push button on the front panel, which when depressed, 
loaded several 'ones' into the main PRBS generator 
shift register.

6.2 The Universal Stochastic Module (USM)

As previously stated, the computer DISCO operates 
satisfactorily although some improvements have been 
pointed out. One final improvement would be to have 
a universal module v;hich contains all the stochastic 
elements, selectable by a code. This module would 
contain all the necessary circuitry for use as an 
input or output interface, integratorc summer or 
multiplier. It would also have a squarer and invertor, 
and a PRBS generator which would be programmable to 
start in one of several states. This v/ould ensure 
that no correlation of sequences occurred. Selection 
of the function required v;ould be achieved by means 
of a three bit code, either entered as three separate 
digits, or as a serial data string to an on-chip 
shift register.

This latter method would facilitate cascading of 
several USMs to form complex systems. A suggested 
circuit diagram of such a USM is shov/n in Figure 6.1.
In this circuit, the scaling factor for the up/dov/n 
counter, the ROM address, the function select code, 
and the input information are all entered into a 
large serial shift register. It is envisaged that 
this data v/ill be loaded under control of a mini­
computer or microprocessor which will act as supervisor 
for the complete system. If the length of the 
counter n is limited to 12 bits, the complete USM 
could be contained on a 24 pin package. However, if 
n
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Hov7ever, if n is required to be 16 bits, then the 
next size of package, 40 pin, will be required.
In this case, it may be desirable to omit the 
function select logic, and simply have all 
functions and their inverses available at separate 
output pins. This would have the advantage that 
one USM V70uld provide multiple functions of the tv;o 
inputs if this v;as so desired.

The construction of such a module would be 
economically sound, reducing considerably the 
overall cost of the stochastic computer and 
simplifying construction.

(9)5.3 Applications
The stochastic computer and particularly the USM 
should prove to be a significant step forward in 
the fields of on-line process control and general 
instrumentation problems. The limiting factor in 
process control is not the lack of suitable 
algorithmic techniques, but the speed of computation. 
The stochastic computer is faster than the conven­
tional digital computer since the computing operations 
are performed in parallel and it is also more 
accurate than the analoaue computer. It is envisaged 
that the main use of the USM will be in hard wired 
packages performing particular algorithms, v/hich will 
be plugged into the bus on conventional digital 
computer systems. The algorithms in which it will 
be most useful are expected to be linear and dynamic 
programming and matrix inversion and multiplication.

In many instances, the input to the control system 
will already be in stochastic form. This gives 
the stochastic computer an inherent advantage over 
conventional systems, since no interface problems
arise. Because the stochastic computer modules are 
based /
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based on conventional analogue structures, a system 
of USMs can directly replace these functions.
This would result in D/A and A/D convertors being 
unnecessary, and an increase in computation speed.

Second Order Simulation (3.9)

As an example of stochastic computation, the v/ell 
known second order configuration was set up using 
the facilities of the complete DISCO system. Tlie 
block diagram of the configuration is sho-wn in 
Figure 6.2. The interconnections v/ere made using 
the automatic patching system via the VDU and the 
output connected to an ultra violet graph plotter 
through a stochastic to analogue convertor. The 
results shown in Figure 6.3 were obtained by 
varying the scaling factors M and N. The initial 
condition of the output v;as set to -50, vzhere the 
maximum v/as -100/ and then the system v/as activated, 
The damping factor of this configuration is given 
by

z = 1,'2

where M and N are the scaling factors. In the 
results showm, the damping factors are 0.25, 0.35, ■
0.5 and 0.7. This is of course a trivial problem, 
and is only used to demonstrate the typical method 
of use of DISCO. Several of the available functions 
were used, namely the automatic patching, the scaling 
function, the comparator input, and the initial 
conditions. The ‘read* function was also used when 
setting up the system although it v/as converted from 
reading a 12 bit number, to that of reading an analogue 
voltage, using the A/D convertor in the PDP8/E.

Another simple system was set up to demonstrate the 
operation of the system. This v;as the sine wave 
generator, the block diagram of which is shown in 
Figure 2.5. The output of this system v̂ as again
monitored /
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monitored on the ultra violet plotter and is shovm 
in Figure 6.4. It can be seen that the amplitude 
of the output varies slightly due to the inherent 
drift of the integrators. The frequency of 
oscillation is determined by the scaling factors 
of the integrators - both of v/hich must be the sarnie, 
and the clock frecuencv.

6.5 Specialised Stochastic Systems
Although the stochastic computer is a valuable tool 
for use in conventional analogue type structures, 
it is ideally suited for stochastic system simulation.
To this end, two specialised systems have been 
constructed using stochastic computing elements and

(Q)techniques. These systems are called the Random 
Walks and Markov chain processes and are contained 
in a separate rack in the DISCO system. A photograph 
of the front panel of these systems is shown in 
Figure 6.5.

The Markov chain process is a stochastic system 
consisting mainly of repetitive matrix multiplication 
V7hich is of course ideally suited for use with the .
DISCO computer. Used in the system are tvzelve 
comparators and the automatic patching. The Random 
Walk circuitry consists of three up/dov/n counters and 
is connected to the PRBS system in DISCO. The counters 
are set at some starting points, and allowed to count 
up and dovm according to the PRBS input. Eventually 
the counters will reach a barrier, ie, full up or 
empty V7hen they may be held, or allov;ed to reflect from 
the particular barrier they have reached. The output 
from the system is taken from the counters and suitably 
decoded to drive four seven segment displays. Eventually, 
it is envisaged that the outputs will be converted to 
analogue /



analogue voltages using BCD to analogue convertors. 
More detailed explanations and circuit diagrams of 
these systems are available in tV70 CNAA M.Phil. 
theses.

6.6 Further Work on Stochastic Systems
It is hoped that stochastic automata v/ill be the 
next field of research using the stochastic computer. 
These devices, v/hen used in a random environment can 
be used as learning models They may be made to 
change their operating probabilities due to a change 
in the environment by a system, of punishment and 
reward. The usefulness of these devices is most 
obvious in a situation where the characteristics of 
a process are not knovm, and there is no mathematical 
description of the process available. Stochastic 
automata may be used in such a situation, where the 
reaction v/ith the environment changes the probabilistic 
structure of the device so that the optimum result is 
achieved. The devices vrould then be knovm as learning 
automata. One advantage over conventional optimisation 
methods such as steepest descent and hill climbing 
techniques is that the stochastic automata will not 
lock on to local optima but find the truly global 
optimum.

Very little work has been done on these learning 
systems due to the time taken to process any simulation 
programs. It is hoped that the stochastic computer 
v;ill result in'much faster computation times, as an 
actual learning system v;ill be constructed, not 
simulated. It is intended that this v;ill be one of 
the main fields of investigation undertaken using 
the completed stochastic commuter DISCO.



FIGURE 6 ‘ 1 Universal Stochastic Module
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F IGURE  5*2 Second order system



F I G U R E  6-3 Second order system response
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FIGURE 5-5 Specialised Stochastic Systems
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04 67 0 3 1 7 ''.4.IT'0 '14 T T
0/1 7 0 7 650 SI-''A GLA
0/'! 7 ! 53 33 ,K'!” . + 1 ! .
04 73 1117 H'AD LOGAD
04 7 3 7 3 3 3 3 S'3
04 74 3 ! 1 7 DG A LOG AD
04 7 5 1 53 1 . T AD í LOG
04 7 6 '3 3 5 6 ADD K l  7
04 7 7 1. 1 1 7 TAD I-.OG AD
05 0 0 3 53 1 Df; A I l.-OG
05 0 1 5 6 67 .P. '4 1 '"/AI
05113 .1 5 3 ¡ TAD I LOG;
050 3 0 -3 5 7 At i i<77 0 0
0 5 0 -'! 1 1 1 7 A' A D LOG./' D/•t •*' c* ‘ .* .■") 3 53 1 1.1 G 4 I LOG'
0 5 0 c> 5 6 67 I A I '



A 6

FIELD 1 
* 2 0 0

02 0 0 0 0 0 0 I N IT j 0

02 0 1 1 3 52 TAP P d e m i
02 0 2 3 0 10 DCA 1 0
02 0 3 1 352 TAD RH FM 1
0 2 0 ¿t 30 1 1 DGA 1 1
'0205 135 1 TAD RHF
02 0 6 30 12 DGA .1 2
02 0 7 1 3 53 TAD GURSRL
02 1 0 36 1 1 DGA I 1 i
02 1 1 i 3 56 TAD EOS
02 1 2 36 1 2 DCA I 1 2
02 1 3 13 51 TAD RM F
02 1 A 60 50 DP LA
02 1 5 13 5 7 T AD EM ¥'

.02 1 6 60 5 1 PPQO
*02 1 7 02 1 7 G D ï + 0 0
0 2 2 0 5 60 0 ,IMP I I N I T
02 2 1 0 0 0 0 EMTER^ 0

0 2 2 2 76 2 1 MAL
02 2 3 7 50 1 M0A
022^1 1 3 65 T AD MMP
0225 7 650 5 MA GLA

■' 0 2 2 6 5 3 1 ! ,]MP MOME
02 2 7 7 50 1 MD A
02 30 1 36 7 T AD MREÌ.L
02 3 1 7 650 5MA GLA
02 3 2 5 3 0 7 J MP TOME
023 3 7 50 1 MD A
02 3̂ 1 13 50 T AD MGH
02 3 5 7 650 3 M A GLA
02 3 6 5305 .IMP EXIT
023 7 7 5 0 1 MDA
0 2/i 0 1 3 5 5 TAD MHDR
02/1 1 7 65 0 SNA GLA
02 612 52 65 •J MP HD'R
026 3 1 3 56 t a d EO.̂
0266 36 12 DGA I 1 2
026 5 1 3 53 TA!'. GMP 5RL
026 6 36 1 1 DGA T 1 1
026 7 7 50 1 MD A •
-0250 0 3 60 A M P K 1 7 7
. 0P 5 ! 3 6 1 0 DG A I 1 0
02 5 2 I 3 63 7 a d MR FPT
02 53 10 12 T a d 1 2
02 56 77 i 0 SP A GLA
02 55 ■ 5 30 5 .;m p r'XIT
02 5 6 60 5 7 60 5 7
02 57 60 5? 60 5 7
02 60 1 3 66 T A n t'IR PMD
02 6 1 1 0 1 2 TAD 1 2
02 62 7 f-50 5 .\i A GLA
02 63 5 3 1 i 3 H P MOUE
02 66 5 3 0 5 • IMP E ■>' I T
02 65 ! 3 5 6 EUR,. TAD MRI IF
02 6 6 7 0 0 1 I AC
02 67 10 10 TAD 1 0



A 7

7650 PWA CLA
PIP 7 1 5 3 0 5 .IMP EXIT
PiP7P ' 7.P4 0 CL A CMA
PIP 7 3 10 10 TA.n 1 0
Pip 7-'! 30 1 0 DC A 1 0
Pip 7 5 10 10 TAD 1 0
m i  6 30 1 1 DC A 1 1
m i l 13 5 3 TAD CUPSPL
03 0 Pi 34 1 1 DC A I 1 1
03 0 1 10 11 TAD 1 1
C13 0P 30 1 2 DC.A 1 2
030 3 1 3 54 TAD EOS
03 04 34 1 2 DC A 1 12
030 5 0 2 ! 7 EXIT^ CDI+00
030 6 5 62 1 .JMP I ENTE
03 0 7 60 57 TON?:^ 60 57
03.1 0 5 3 0 5 ..IMP EXIT
03 1 1 10 11 TAD 1 1
03 1 P ! 3 5 6 TAD MPHF
03 1 3 7 650 ,5Na CL. A
03 ! 4 5 30 5 JMP EXIT
03 1 5 1 3 52 TAD PH EM 1
03 1 6. 3 0 1 3 DC A 1 3
03 1 7 14)3 TAD I 1 3
03 P0 13 61 TAD r-iL E
03 P 1 7 6̂ a 0 STA Cl. A
03 P P 53 17 JMP. “3
03 P 3 1 3 52 TAD PDEi'11
03 P 4 3 0 1 4 DC A 14
03 P 5 ,1 4 1 3 MOPE.. TAD I 1 3
03 P 6 1 3 62 t a d M E 0 S
03 P 7 7 4 5 0 PNA
03 3 0 53 3 4 JMP EX
033 1 ! 3 54 TAD EOS
03 3 2 34 1 4 DC A I i 4
03 3 3 5 3 2 5 JMP 7jnpE
03 34 1 3 54 EX.. TAD EOS ‘
033 5 34 1 4 DC A I 1 4
03 3 0 10 14 TAD 1 4
033 7 3 0 1 2 DC A 1 2
0340 7 2 4 0 ■STA
034 1 10 14 TAD 1 4
03 P 3 0 1 i. DC A 1 1
034 3 7 2 4 0. ,5TA
034 4 10 11 t a d 1 1
034 5 30 10 nr. (\ !
034 6 5 3 0 5 JMP EX 1, T
0 3 4 7 7 5 7 1 7 5 7 i
03 5'0 0 5 63 MO'0. 7 5 63
03 5 1 0 4 PI 0 PITH., .4 0 0
03 5 P 0 31 1 R0KM1 ̂ 3 7 7
03 53 0 64 0 COP- El.... 6'’i -'i
03 54 3 0 0 0 EOP> 3 ('• 0
03 5 5 7/i01 Hpnp.. . •7 /j •>. 1
03 5 6 7 4 0 0 M-4I FC 7 A 0 0
035 7 0 Pi 1 0 El-i V , 1 Pi
03 00 0 1 7 7 K 1 7 7 ̂ ! 77



A 8

Pi ri 61 77 6 6 ML - 1 3
m ô P . 50 0 0 MEO 5^ -3000
PI3 63 66 P A MPFDT^ -1356
03 6/1 66 0 0 MPFMD^ - 1 ¿\ 0 0
03 65 7 56 6 "333



A 9

>̂ 63
m ò 3 - 0732 MSK5;, ME5 5
m e ^ -ì 7 7 62 MI e . - 1 6
m e s 0 3 0 0 XMEXT^ 300
(^0 6 6 0/100 N02MX.. 4 00
00 67 7 7 64 M 1 4 . - 14
m i V ) 7 7 74 M4> -4
m i  1 0 0 0 0 inOD^ 0

m i 2 0 0 0 0 MNINT.. 0
m  7 3 0 0 0 0 N I MT.. 0

00 74 0 0 0 0 PTR^ 0

m i  Si 0077 K77^ 77
m  1 6 7700 K7700J 7 700
00 7 7 0334 KRAGK^

.*156
3 34

.015 6 ! 04 1 PLIMT.. 
*3 71

END
037 1 0 5 10 SCALE 

*5 10
051 0 1 1 1 0 SCALEA TAD CHAD
05! 1 4 0 2 7 -JMS TYPE
05 1 3 1 1 5 e TAD P¡̂  I NT
05 1 3 3 074 DGA p t r
05 1 4 13 7 6 , TAD MSE3
•05 1 5 3 1 0 6 nCA P O INTP
05 1 6 1 0 64 TAD M ] 6
05 I 7 3 1 1 5 OCA CHK
05^0 44 3 7 JMS I.XMSC
0521 4-4 65 JMS I XMEXT
0522 4 6 6 JMS 1 MODMX
0523 M  1 7 TAD LOCAD
0524 7 04 1 CIA
052 5 3072 DO A MNIMT .
052 6 7 0 ■0 ! lAC
052 7 3 0 7 3 DO A MI M'r
053 0 /I .3 6 MXT.» JMS I XCLF
05 3 1 1 3 7 7 TAD M^E4
053 2 3 10 6 DC A POT Ì J T R
053 3 1 0 67 TAD M ! 4
05 34 3 1 1 5 DC A CHK
05 3 5 4 /! 3 7 JMS \ XMSC
053 6 .1 07 3 TAD N I NT
•05 3 7 /i7 7 5 JMS 1 XnE'I
054 0 1 0 63 TAD M S E 5
054 1 3 1 0 6 « OCA P 0 IM TR
054 2 ■1113 TAD iv[ 1 0
054 3 3 115 DC A CHK
054 4 44 3 7 • JMS I XM S G
054 5 4 4 6 5 JMS T XNEXT
054 6 4 4 6 6 JMS I NORMX
05-'-! 7 1 0 7 0 TAD r.j/1
05 50 3 1 1 5 D'CA r;wK
05 5 1 1117 TAD l o c a d
05 52 7 110 ■ CLL DAP
05 53 3 117 DC A LOCAD
0554 1117 MP^ TAD LOCAD



A I O

( A 5  5 5 7 0  1 0 r a r

P 1 5 5 6 - 3 1 1 7 D C A  L O H A n

0 5 5 7 1 0 7  1 T A D  i c o n

0 5  6 0 7 0  0/1 R A L

0 5  6 1 ■307 1 D C A  i c o n

0 5  6fl 2  1 1 5 I 5 Z  C H K

0 5  6 0 5 3  5/1 J M P  M R

0 5  6/1 I 0 7  1 T A D  i c o n

0 5  6 5 3 4 7 / 1 D C A  1 P T R

0 5  6  6 3 0  7  1 D C A  i c o n

0 5  6 7 2 0 7 3 I S Z  Nli'.JT

0 5  7 0 2  0  7  4 I S Z  ^ T R

0 5 7  1 2 0  7  2 I S Z  M M  I N T

0 5 7 2 5 3 3  0 J M P  N X T

0 5  7 3 5 7 7 4 J M P  I X W A

0 5 7 / 1 0 2  1 7 X W A I T j W A I T  ■

0 5 7 5 1 0 0 0 X D E C ^ D E C P R T

0 5  7 6 0 7 0 0 M 5 E 3 ^ M E S  3

0 5 7  7 0 7  1 6 0 S E 4 ^  

>k 7  0 0

M E S 4

0 7  0  0 0  2 4  0 M E S 3  j 2 4  0

0 7  0  1 0 2 4  0 2 4 0

0 7  0 2 0 3  1 6 3  1 6

0 7  0  3 0 3  1 7 • 3  ! 7

0 7  0/1 0  2 4  0 2 4 0

0 7 0  5 0 3  1 7 3  1 7

0 7  0  6 0  3 0  6 3 0  6

0 7  0  7 0 2 4  0  , 2 4 0

0 7  I 0 0 3  1 1 3 M

V07 I 1 0  3  1 (5 3  1 6

0 7  ! 2 0 3 2 4 3 2/1

0 7  1 3 0 2 4  7 2 4 7

0 7  1 /I 0 3 2 3 3 2 3
0 7  ! 5 0  2  /10 2  /! 0

0 7  1 6 0 2 / J 0 M E S 4 . . 2 /I 0
0 7  1 7 0 3  1 1 3  1 !

0 7 2  0 0  3 1 6 3  1 6

0 7  2  1 0  3  2  4 3 2 4

0 7  2 2 0  3 0  5 3-0 5

0 7  2  3 0 3  0 7 3 0 7

0 7 2 / 4 0 3 2  2 3  2 2

0 7  2  5 0  3  0  1 3 0  1

0 7 2  6 0  3  2  /i 3  2  4

0 7 2 7 0  3  1 7 3  ! 7

0 7  3  0 0  3 2  2 3'2 2

0 7 3  1 ■02 4  0 2 4  0

0 7  3 2 0 2  /I 0 M E 3  5^ 2  4  0
0 7  3  3 0 2 4 ' 0 2  4  0

0 7 3 / 1 0  3 2  3 3 2  3

0 7  3  5 0 3  0  3 3 0 3

0 7  3  6 0  3  0  1 3 0  1

0 7  3  7 0  3  1 4 3  I /I

0 7 / 1 0 0  3  5 . 3  0  5

07/1 i 0 2 4 0

ìf.-1 0  0  0

2  4  0

10 0  0 0 i'I 0 P E C P R T j <"A

10 0 1 3 2  3  5 r)GA W A L



L I b=il Vi>i
y c^.-iiüx

L I ! :^aV0ü-I 
L I I = ü lÌAl 
Ç, I I = >iH O 

y Vj l ==hlN I Ud 
¿  ò -  !•{ Cl A  A 

t í l l—ciL’hl'J 
* -(!N3

G9 Ö ''09 ô>i 09 50 0 ¡7 0 l
 ̂0 ‘■'d'J G 0 P G ¿L0 I
G •■G IG 0 0 0 0 9 L0l
0 ‘■■IVn 0 0 0 0 9 L 0 ÍT „ l L L L L Í7L01

Ò l - '■ L.nA 9 9  L L L C 0 i
Ö- 9  L L L 5L01

ticl A UVl ''VV LL5 I I L'0 l
:-iU I aWÎ‘ 0 09 S 0 L 0 l
l -ÜV ci WP 5 l 5S ¿501

hO 2 b I ¿L55 9 501
tlV 2 b I L 1 55 9501

ü lü vOG 9 L 5 L *7 501
3dA A b WP ¿30V L501
ki9 ÖM G VA 0 Í/5 1 5'50 l
üia G VA 9 L5 I I 501

VT3 00 5 ¿ 0501
L-HV a WP 0 l 5S ¿ 1 0 1

GZb 0 L V ¿ 9 101
Ülü 2 b I 9 L55 9 101

"!2 b 0 L Í7 ¿ V 101
Hd A GVA ''G'V LC5I L î 01
3'yA GVA 9L5 l 5 101

GWÜ 00 l L 1101
IV/i VOG S L 5 L 0 l 0 l

oMb 0 1 t7¿ . ¿ 0 0 1
dV VDG L l 5L 9 0 01

GVA l L5 l 9001
fcil) VÜG L Z 'c L  . l7 0 0 l
v 'J GVA 5 L 5 l L001

LIG V'JG y L5L 5001

TT¥



A12

* 1 60
on 6 P1 17 0 0 XING, INTGG

*23 4
m  3 /A 5777

*377
T 377 ■

0̂ 3 7 7 1 2 0 0
*7 7 6

1 2 0 0

m i e , 1 2 62 FIN 
* 1 2 0 0

1 3 32 TAD C OM I N
120 1 30 74 DCA PT'̂
12 0 2 1 1 1 0 TAD CHAR
1203 1 322 TAD MI
1 2 0¿l 7 650 SNA CLA
120 5 52 1 0 ,JNP ÏNP
1206 44 3 5 .JNS I OJFST
\?JA 1 5 6 60 ■ I W.AITX
12 ! 0 1 1 1 0 I NP‘, TAD CHAR
12 1 1 4 02 7 ..IMS TYPE
12 12 1 323 TAD M 6
12 1 3 3 115 DCA CH EC K
12 1 lA 1 32 0 TAD M S E 6
12 15 3 1 0 6 DCA PDINTH
12 1 6 44 3 7 JMS I MES G
12 1 7 ¿\ i\ 5 JMS I 5
12 2 0 4 4 0 7 JMS I 7
122 1 6333 Fi=>UT' V

1 2 2 2 0 0 0 0 F'F.X'̂
122 3 1 324 t a d Ml 2
122-1 3 115 DCA CHECK
1225 1 32 1 t a d MSK7
1 2 2 Ó 31 n 6 nr; A FOINTP
122 7 443 7 .JMS I MES G
12 3 0 44 6 5 JMS I XMFX3'
123 i 4 4 6 6 JMS I N 0 P X
1232 1117 TAD LOGAD
123 3 70 4 1 CIA
12 34 3 32 5 OCA MC OM P
12 3 5 7 0 0 1 IAO
123 6 332 6 DCA MC OM P
12 3 7 44 3 6 JMS I C H L F'
124 0 ! 32 7 TAD KC
124 1 4 027 JMS 'pVp }T
1242 1 32 6 TAD NC 0!-1 P
124 3 4 6 61 ..IMS I xriFC
124/J ! 3 3 ' ' TAD K 2 A 0

12 4 5 4 0 2 7 ,JM'̂ "T voyr
124 6 4407 .IMS 1 0
124 7 533 3 FGKT
1250 0 n 0 a FFXT
12 5 1 4 5 ó •“) , [f-i s I X I W G
12 52 3 4 74 DCA 1 PT”,
12 53 0 0 74 I S2 r»'!' O
12,'>4 2 32 6 IS 7, N G OMP
12 5 5 2 32 5 I S Z MCÎ)i-iP
12 56 52 37 .IM>̂ DM02
12 57 5 660 <IM'-> I .*1



Al 3

126í̂ 02 1 7 WAITX^ ''í A IT
1261 10 0 0 vn5:c.' AFC^RT
1262 ' 7 2/10 FIN^ ■STA
12 63 l 32 6 TAD MCOMP
12 6/1 7 0/1 1 CIA
1265 3 115 DC A CHECK
,1266 . 1 332 TAD COM IN
1267 3 117 DC A LOCAD
12 7« 3 1 0 1 WLor,^ DC A STORE
127 1 13 3 1 TAD MIA
1272 3 1 0 3 i:)CA CHK
1273 1517 TAD I LOCAD
127/1 1 1 0 1 MRIT^ TAD STORE
12 7 5 7 110 CLL RAF
127 6 3 10 1 DC A STORE
1277 7 0 0/1 RAL
•13 0 0 1 0 0 6 RTL
130 1 6505 DR CO •
1302 7 2 0 0 CLA
130 3 13 17 TAD K1000
130/1 650 5 DBCO
130 5 ■ 650 6 DRSO
130 6 72/10 .STA
1307 650 6 DR SO
1310 CLA CLL
131 1 2 1 03 ISE CHK
13 12 527/1 ,JMP WRIT
13 13 2 117 ISF. LOCAD
13 1/1 2 1)5 ISZ CHECK
13 15 52 70 NLOC
13 1 b 5 6 60 JMP I '•LAITX
13 17 1 0 0 0 K 1 (̂10 0 1 0 0 14
132 0 1 /i50 M 5 E 5̂ MFS 6

132 1 1 /| 5 6 M5F;7 j MES?
1322 7/167 MI j - 3 ! 1
132 3 7772 M 6 ^ - 6
132/1 7 7 6 6 M l 2 ̂ -  1 2
132 5 0 0 0 0 í̂í
132 6 0 ñ  0 0 0

0 30 3 KC^ 303
1330 0 2 /! 0 K2 /-i0 ^ 2 /10
133 ( 7 7 6/4 M 1 /I ̂ - 1 /I
13 32 13 3 6 COt'il l\.M END
13 3 3 . a  r/, :7, .9! 0 ;
133/1 0 0 0 0 0 ;
13 3 5 0 0 0 0

FM0- .  
1 /J 5' 0

1/150 0 O / J 0 M F  5 6 . 2/10
1/15 1 02/40 2 /J0
1/152 0 32 5 3 2 6
1 /! 5 3 ( A 0  7 y 277
1/-15/1 0 2 /10 2/10
1/15 5 0 2 /i 0 2/10

1/4 5 6 0 2 /10 MES'' ̂ 2/1 0
1/15 7 0 2/10 2/10

1/160 0 3 0 3 3 0 3



A14

14 61 03 1 7 3 1 7
14 63 ,0315 3 1 5
14 63 0330 33 0
14 64 0.3 3 3 333
14 65 03 7 7 377
1466 0 34 0 240
Ì4 67 0340

1 7 0 0

34 0

\ i m 0 0 0 0 I !\!TEĜ 0
170 1 44 07 ÜMS I 7
1703 63 51 pp ! IT TPS
1703 0 0 0 0 FEXT

44 0 5 ,JM.5 I 5
170 5 4/107 JiMS 1 7
_17 0 6 43 51 FDT\; 7?5
Ì70 7 3 34 6 FMP’f HLF
17 10 1 34 6 FADO HLF
17 1 1 3 34 3 FMPY K.ST
17 ! 3 0 0 0 0 FL'XT
17 13 7 3 00 CL A
17 1/1 1 044 TAD 44
17 15 7540 STA SMA
17 1 6 53? 1 JMP.+3
17 17 7 3 0 0 CLA
173 0 53 4 1 JMP DO ME-̂ 3
173 1 1 3 /; 3 TAD Ml 3
1733 74 50 SNA
173 3 5 3 37 JMP DONE
1734 7500 SMA
173 5 7 4 03 KLT
173 6 3044 DCA 44
173 7 7 1 0 0 CLL
1 7 3 0 i 04 5 TAD 4 5
173 ! 7 5 1 0 SPA
17 3̂ 5 7 03 0 CML
173 3 7 0 1 0 HAH
1 7 3 4 3 0 /! 5 DC A 4 5
17 3 5 3 0 /! 4 ISC 43
173 6 5 33 7 JMP 0 0
1 7 3 7 1 04 5 nONE^ t a d  4 5
174 0 7 004 PAL
.17 4 1 5 7 ''10 JM? J I NTEG
17 /i 3 7 7 65 M 1 3 > - 1 3
17-4 3 0 0 1 3 ÍCE'!',- 1 3
17/! /! 3 7 7 7 37 7 7
¡74 5 4 0 0 0 /i0 0 r̂
174 6 0 0 0 HLF,- 0 ■
174 7 3 0 00 3 0 r-10
17 50 0 0 0 0 0

17 5 1 0 0 0 0 TP.Sj 0

17 53 0 0 0 0 0
17 53 0 0 !■) 0 0

P'p w ^ 7 /( 
OHí̂'̂ í̂=í 13
ouf:"t -35



A15

TYop; = p7 
CHECK=115 
PniMTR= 1 
MESG-.'i? 
XNEXT= 6 S 
N0RMX=fS6 
LOCAn=117 
CPLF^3 6 
ETOPE - 101 
C HK=103 
WAITER 17 
DBG0= 650 5 
DBS0 = 650 6 

DEGPRT^1000



Al 6

-7P3 3
*6
7 9 3 PI

5777
* 1 93 6 

I 1 37 7
=4= 1 3 7 7

137 7 1 53 1 1 53 1

153 1 1113
=*-'153 1

t a d  o h a r
1533 1 3 53 TAn MR
153 3 7 653 SNA CLA
153̂ 1 5337 JMP REAR
153 5 /13 3 3 3MS OUEST
1536 5 7 56 ,JMD I EUT
1537 13 5 5 5f:An^ TAD KU
15 3 3 633 7 JMS TYPE
153 1 6 333 •-JM5 OUEST
1533 13 57 TAD K363
15 3 3 /| Oí 9 7 .JMS t y p e
153/4 /16 3 5 ,JMS I 5
15 3 5 ,JMS I 7
153 6 67 51 f-pUT I UX
15 37 5 3 6 6 FGET 7, ER
15/4 4-1 67 53 PPUT I PR
15/4 1 3 3’3 3 , FE'/'T
15/13 13 5 6 TAD M63
156 3 3 1 33 DCA OHK
15/Ì/-4 5 76 5 UMP I .+1
1 5/15 ! 63 3 MORE
15/46 3 3 3 3 3 ;̂
15/¡7 3 PI 3 3 3 j
155'3 3 3 3 3 3
155 1 i 63 1 M X j V

1 5 53 1 636 PSi)M
15 53 7 6 5 6 -333
15 5/4 39 17 J A I T
15 5 5 3 33 6 K\I j 33 6
15 5 6 77 16 M 60 ̂ - 63
15 5 7 3 3 6 3 •-<36 3, 36 3

1 64̂  PI 6 536
* 1 63 3 
MOO ORR Í

1 63 1 7 1 53 CLL TMA P
1 6P13 3 3 6 5 nr. A 6 5
t 6,3 3 7 3 13 RAP
i 63/1 3 3 /t 6 on A 6 6
1 6P1 5 3 3 /t /I ' OCA 6 6
1 63 6 •6 6P4 7 .JMS I 7
1 64/17 7 3 413 F ';J 0 P
1613 34/37 j.'f.joy T'UO
161 1 33 3 I pfvjpy u
1613 33 3 1 Fc:UR V

1613 1 3 36 f a d o  p r u m
161/4 63 3 6 ppilT PRUM



A17

1615 A AM A FEXT
1616 3 1 M3 I3Z CHK
161 7 'S3 MM .JÍ--1P MORE
1 63 A 4 4 M 7 JM3 I 7
1 63 1 53 34 F3ET PRHM
1 633 ■ /( 6 4 3 FniU K5M
1 63 3 MMMM FEMT
1 634 44M 6 OMS I 6
1 63 5 4 63 M -IMS I XORLF
1 63 6 5637 JMD I W a ITX
1 63 7 M3 1 7 '•'AITX̂ '■'AIT
1 63 A 1 5M4 XCRLF^ CRLF
163 1 MMMM m ;
1 63 3 M M M M M ;
163 3 M M M M M
1 63 4 M M M M pqilM j m ;
1 63 5 M M M M m ;
1 63 6 MMMM M
1 63 7 M M M 3 TWO^ 2
1 64 A 3MMM 3 M M M
1 64 1 MM MM M
1 64 3 MMM 6 K5M^ 6

1 64 3 3 1 MM 3 1 MM
1 64 4 M M M M M

r,HAR= 1 1 PI
WAIT=P17 
r,HK= 1 A3
HRP I = 65 A/I
ryv-E-py
C '-T i^ ì ''- 1 5 A4



A p p e n d i x  2

A18
Automat i c  Patching ^est

0 ^ i2 l

0 0 '>1 0 
1,5 c,1.7,

iPODl ,> r\

(A

CV4 2 2 0 0 '"i 0 (3
0‘7i9 3 00 0 0 7i
00 P.-'! ■ 0 000 •SPPT^ 0
00R5 7 7 l! 0 N ! 00> - 1 00
00P6 0 0 0 0 conr,T0 =•3
m 2 i 777/1 5i4 j “ 4.
•m 3 0 0 0 0 0 0007;. 0
00 3 1 002 6 0O)).ST̂ 0 0 D 1
00 3 P 0 0 0 0 HOrjOTj M
m  3 3 . 10 00 »(1 0 0 (3 j ! (/,0O
00 34 0 0 0 0 '■3
00 3 5 0 0 0 i3 t a l l y ,. 0

0036 (3 0 0 C S 0

00 3 7 (3 0 0 0 AODt-Y 0
004 0 0‘000 0
00 /i 1 0 0 0 71 io
00 4 P 0.0 1 7 6C1 7,, 1 X
004 3 /t 0 (3 0 K4'0 0O^ /10 0 0
0 0 /14 7 7 7 P 11 6 . - 6
004 5 r.'l 0 0 0 GHTOK^
<Wu'i 6 C'j { 0 ',1 ^43 i M'i'C ,
m / n 00 0 0 'i' 0  i-i .5 j 0

00 5 0 0 0 n 0 C*, r [ i'i

0ia 51 (3 p 0 c] .<;2M6Y p ■?:
00 52 0305 3 0,5
00.5 3 03 3'I a' J 3 3 0  .
00 54 ■0 3 P P C'
Or̂i .5 5 1 I'i J 3 i 6
UV- ) 5 6 0 3 614 D. 304
00 5 7 0 3 I 1 3 ! !
00 60 0 3 P 0 '5. r,■'> 1
00 6 1 0 3 03 r . j V0 3
i.0-1 6P' .-.ti ;'>< O’Y. ■ 1
m  63 f7< C'i 3̂ TTi-n». A]

(A/l 7 7 61 7 17. " 1 7
00 (03 0 4 0 0 767 X,. 7 7 7

00 0 6 7 7 7 6 i-;p.
■3067 f i 0  /.\ KP4 0. A’ /I ;
00 7 0 ■6 p 1 2 XP 1 6. P 1 P
00 7 1 . 0P i 5 KP 1 PI .5
00 7 2 •04 67 XO0T. OITTp! !T-̂ 2
00 7 3 1 0 P 7 l5 0 i‘( M . TA.r> i-14
00 7 4 '"1 T 'A'i I ■6
0'.3 7 5 1 ‘3/«4 ATTOPi-A 7'AO i!''
( 4,3 7 6 7 1 0/' 0LL
'■4 ) 7 7 7 10 6 07.!-1X. 

1 'llO
0LL 7.TL

01 0 (i 0 0 06 570).. 1 ]
010! 1 0 34 ■•'AO CJ. l-'i
ni 02 05315 000 0
't 1 (i 3 1 n /! 3 T a O K 4 0 6
0 1 '0 /( 6 5 C i .5 i’lono
01 (3 5 7 0 0 0 0,p.>
0 1 '3 6 65 6 6 n; j (\

01 0 7 7 p 0 ■' C.'D A',
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•Ldb S VOG G 0 U G G /, rltí

d í ld S d .U P GGOG C ¿  00
n O d S S H P GU l V 0 ¿ 0 0

f +  • d U Í “ 'y Lo 'A I ¿  00

ctMS ^  ! G ¿ 0 ¿  00  .
c; b 'J /  b I ■ 9GOO ¿ 9 ’¿0

X Ci ¿1 b' '/S  I tvOOO 9 9 Ob
c; cial X i'i 1' G S G i/ 9 9  00

^i 'ld  V T G G I S OG .¿¿ V/9 00
L-iUOG U G X ¿G G  í G9 00

G 1 0 I Gu ¿ 0 9  00

G? IG’ 3 X U G X i/ L k, í 19  00

N I i-i-GÍa. 'G GiCl G XO G 0 9  00

¿  1 V, U U G OGG Ó ¿ s o o  •

G l:0 0 Gí'v ¿ 9 S 0 0
V t ih U G i-J G 9 9 9 00

i'jü ütiÜG i o  i'i I ' 9  ̂ o  - G 9 00

A i n v j , . Z S I G G 0 0 G9 00

Ic iG O O / b l ú i/G O 0 9' oO

AM O b u r i 0 I G l 9 00

ü'A 'Z S í 'P G 1 l G ¿v9O0

■ lio  G T O G'ZS 0 G ¿ ¿ ¿ G 00

J.dC iüO  I Ü G X U i/G  l 9 G 00

W 1X ü g X ‘"i j Ü 0 c.' Oí 4 í GU 1 9 G 0 0

¡01X G'OÚ 1 ’g G'G i/ V 00

G I O 1 Gi-v¿ CG O 0

X a d  S Ü G X V 0 1 > 1 O í/00

A 1 1 V X GOCI  ̂L L' C ■ l GOO

>:■ K Ü G X ¿  0 U l ÜGOO

X a U ü O G O ü k) G b G ¿ G 00

02V



A21

M3 3 1 3050 ne A GHK
C'13 3 3 1 -3 6 T,70 I noi'IT
03 3 3 ' 1 wiV T An 5 TOOL
033 3 7 1 ! 0 CLn A ‘3
03 3 3 3 3 7 ne.A 5T03E
03 3 6 ' 7 0 03 3AL
033 7 650 5 on GO
033 1 ! '5 1 TAO KAO'I
033 1 )5 DO(A)
03 /13 ‘13 7 3 T I “
033 3 65 16 D'15 0
033 3 7 ■■■•; .3 0 STA
'13 3 3 65 0 6 On.S')
03 3 6 ' 7 3 0 0 GLA GiJ,
'13 /1.7 '10 5'0 I 5 7. G HL
03 3 '1 5 3 3 3 -JM'J i'J)*! 1 T
03 3 1 3 0 / j 6 15'3 6 0 I i/n'G
03 33 3 0.3 5 ï 5 3 GJ0LGK
'■'13Î)3 5 3 3 7 • IM0' i(!.,OG
03 53 5 7 i 7 î GOi)GÎ.
03 5 5 ■•wio 00:37 0^ 10
03.5 6 1 '0 73 TAO OOHi'l
03 5 7 3 3 73 r)G A I XOIIT
■■■)3 60 1 '17 7 TAO JO,.. ',.f
03 6 I 3 7 6/. • OGA I ■■■0!'3L
03 3 3 65 ..I'3l5 ï .''.'O'OX
03 63 57 55 .JM'' T 'rnHO
03 63 03 73 x(Mo; OÜRK 1
03 65 ;> : 3 3 'Mfl 0 DG A GLIO
>Xl 6 6 3 1.1 '0 0M5 5 0 GL
33 67 I ‘̂3 3 T-AO K ’ ' ’ 0 0
'.'-3 ? 0 .3 .0 /! DCA GL iO
03 7 1 53 3 1 ;JE"GOD
03 7 7 0 '■ ■1 i i T ï GLA
53 7 3 1 *51 T AD KP.,; .]
03 73 533 3

>i: 3 0 0
J'P ** I T-i- 1 '

■a/133 0 0 0 0 0
030 1 ! 0 53 0'AO L
0 3'03 3 1 3 7 .JiJ5 TV P'.;
04*13 1 0 53 TAO V
■'̂ 13 3 /I /L1 0 7 Ü"i5 V  'V) xr
0 3 ''5 /i 3 .1 6 Jl'iS 5
33 3 6 1 0.37 TAO G 0*'/L
03 0 7 0 DGA
03 in /i. V n “ï Ji JO i lU'f opT
03 ) 1 3 3 0 6 • LOS SP
03 ! 3 105/1 TA*) T--Ï
03 I 3 10 7 -J 0 5 'i'* ’ ̂ ■•7'
03 i 3 I '15.'1 TA T)
03 1 5 /! 1 0 7 • ' 5 O}.'
03 1 6 /: 3 ■* 6 . .J'15 r* r ' ,•>
03 I 7 1 ;73 T ' ■) '1'' • ] ;
)/< 0 À 3 -1 r.v « DGA r)--v
03 3 1 /■ ' *) ►. .1 O* (H
’' )/l 'J 0 /i3o r. , I 3 f; ■_>
0-'î 3 3 1055 'i' 3 11 i
03 33 /< 1 7 0' ,'1 T''
<-Vj V '5 1 -0 7 6 ‘'A3 1) '“i



A 2 2

m o ( s 3 l 27 T'/PR
9 7 /! 3 ■0 6 tJM3 GP

P5/13'! , 1 0 3 -:3 T 3 O ■■in!)''3T
íí'íia 1 ! 10 63 t a o •0 17
'3/13 3 A 3 1 6 003 D'TG 140T
m  3 3. A 3 0 6 0 0  3 3 2
m  3 n 1 '037 TAO K I

' 3A3 5 3 127 0M3 TYPG
3/13 C-' 1 6-0 2 AD P
3/13 7 3 i 27 0 MS T'/Pp.
■3/1/13 /! 3 '0 6 0M3 ,3
3/1 /! 1 1 023 TAD 36<p t
■3/t /13 7 0 0 1 lAO
•3/1/13 , /! 3 1 ó 0 MS D3CP2T
3/1/4/| A 3 0 6 0:03 c; n
33 /13 1 0 61 T A 2 G
3/13 6 /■ 1 y 7 ..lM3 7 vpp
0/4 í\ 7 1 •'■i 3 6 TAD D
0/150 3 127 0 0 3 TY 2 2
0/1 5 1 3 3 5 7 0 0 30'I'0 0
0/133 3'13 6 !')CA POI0 TG
03 5 3 i'02 7 TAI) 0 '1
03 5/! 3 0 3 0 DGA GHG
0/1 5 íi ! /; 3 6 TAD I P'')I2'
03 3 6 310 62 DO A O'P
0/4 3 7 3 3 62 .Tl-íO . 1 0020 - i-i r
03 ̂V,'̂ 203 6 1.3 Z 2!) I 0TC-
0/1 61 2 n 3 Cj ISZ CHi-C
03 62 52 55 - G
03 63 3 i 33 Jí i S GP.LF
'03 63 5 63 1''; 00-^ I Y22
03 63 00 0 0 OUT^'iJT^ i.)
03 6 6 7 3 :-'i 0 r.LA G, L L,
■0/1 67 1 02 7 . TAD A ,
•03 7 0 3 '0 3 3 O'-; A T.3LJ-.Y
03 7 1 3'/ 63 DGA P' ;2
03 72 I ' 6'3 TAD 0 ’ ’
03 73 7 0 -V2
'j/i 7 3 7 1 •■; 6 CLD >■>''' '
03 73 1 0 63 T /i D ‘1' ~r : • 'O
■03 7 6 7 0 03 TAL
03 7 7 3''i 63 DGA *; “■ • i' J
03'00 , 7'0 0 /I RAL.

. •33'0 1 1 3 3 3 T 6 D ‘ •. ■ 0
03'/2 A 1 2 7 00 3 T'/Oír
030 3 2’035 , 13 r-: 'f' 'M..LY
03'0 3 32 7 3 0¡'Â
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Appendix 3 PRBS Delay Generation I FOCAL)

G-P'OCALj 5/6^
0 1 . G 5  C TO P ' I N D  D G l . A Y S  TO RF: E X - 0 ' ^  ' D FROM  OK'FJ I M R H T  ' 7 . '
01.10 K

0 1 . 2 0  A ?  z.? ; s  N ( I ) = z ; s  ._) = 1; s  v = 0
01 .25 0 6.0 5
01.30 F' I = ! ̂ J ; 5 M ( 2 - 1 ) = M ( I. ) - 2 8 J S M ( 2 * I > = W ( I ) - 2 5
01.35 5 TA--=0
01. A0 F 1= 1 ̂ 2:. 2*.j; n 3
01 . 50 F r= I ̂ 2=F'J-' 1 ; D 1.6
01 . 5 5 G 1 . 8
01.60 I c m (I))^i .7;f l -̂i + 1 ̂ j x 2; n a 
01 . 7 0 R
01. R0 5 K = 0; F T = l̂ ,J;i=2;n 5 
01.90 I (TA-J)1.95^2.1J 1.95 
01.95 5 J^KIG i.3 .

02.10 T 1 ; F I ̂  I ,-j; D 2.2 
02.1 5 T ! ; 0
02.20 T %3^M(I)^" ”J5 1 ; I (\'-
02.A0 9

]0)q.A;T i;5 V/-0;r

03.10 i ( M( I ) ) 3 . 1 5.. 3 . 1 5J I (M( I-f-1 ) ) 3 . 1 5̂  3 . 1 5; R 
03.15 5 TA==TA+-1
03.20 5 Ki( I )=M( ( I-;-1 )/2) ; M(,I+1)=0

0 A . 1 0  I ( M ( L ) ) j A . 3 ; I  CMC i  ) - M (  I . ). > a  - 3.. a  . R W t . 3 

0 A . 2 0  S M ( I ) = 0 ; 5  M( L ,

0A . 3 0 R
05.10 1 (M(I))^5.2;r k =K+1;3 W(K)=M(1)
05.20 R

06.05 8 5M-1/2
06. 1 0 5 5r\)=2>!:SM; I (I'K 1 ) -2 5M\6.2 6. ̂  j 6. 1 
■ 06.2 0 5 5 rj = 5 M /2 ; S M ( 1 ) = W( 1 ) - 5 p R; R i>i ( 2 ) = M ( 1 ) - .3 M« 2 5 
06.30 n 1.35;G 1.35
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Appendix A P R B S  Delay Generation I FORTRAN

C
c

IFl
30
15

P0

«5

35

'•'¡5

50
C
O'A

nTi
75

opt
70

PROGFfAM TO FIMn OFLAYS TO PF FX-OPFO. 
ANGHF, >J . HP{)!.'N.-
ni MFM5 I OlM 5T ( 3 1 ) e AM ( 1 50 ) 
no 5 K = 1 ̂ 31 
ST(K)=0.0 
1 = 1 
,J = 0
PEAH (1e 10) TN 
FOPMAT (FI 0.0;
SN = 0 .5 
AKI.-.P . P):(;qN
J. ¥ ( T N -■ 3 1 . 0*P W ) P 0 j 30 e 1 5
SN=SN/P.0
PI=TM-31 .0*SN '
PP = TM-P7 . O'iiSM
IF ( P ! - 3 1 . 0 ■; 3 5.3 5 ̂ 3 5
AN(1)=P3
1=I-^1
TN = P!
GOTO 30 -
K = P1
PT(K)=ST(K)-t- i .0
IF ( PP - 3 i . 0 ) A 5 n 5 e A 0
TN=:P3
GOPO 30
K = P3
ST(K ) = ST (K) 1 .0
1 = 1-1
IF (I )50 > 50^ 50 
TN=AM(I)
GOTO 30
PPINTONT SEOPIOM. 
no 70 K=1^31 
L = S'f ( K ) /P . 0 
A-c t (KI/P . 0
i, F ( FLOAT ( 1. ) - A ) 55e 70> 65 
0PITE.()e75) Ke 
FOP 31 AT (110)
,.) =  . J +  1
I1Y.J-A) 70^70^90 
,1 = 0 
FIN I
OON'i'ITiHF
PINT
C T 0  T->

END



Appendix 5

A26

ADOIH Distribution Curve
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32 5 3 7 7 33 5 IAA CL,A

32 5/4 52 62 .Jj.iO 2L0T
32 5 5 1 A 3 7 IMCLnr,> TAD I LOCA
32 5 6 1 3 3 5 7AD K 1
32 5 7 3 A 37 DCA I LOCA
r r2 63 23 A 1 152 .5 0 FA
32 61 52 ! A t rjj 3DC J /I
32 62 1 2 ] TAO L3 1 3
32 63 3 32 6 DC A i'DTST
32 6A 1 '3 2 A TAO i'l3 3
32 65 3 3A 1 DCA 7 0 F .'l
!A!> 5 6. 1 '/i 32 TA.n il Î .3-13
32 67 3 3 37 ’ rii", A LijCADL
30 7 r-í 1 3 3 3 MO-Vr";.. 'i'.-iri K / ! 3 3  , '4

'32 7 1 65 53 O AC.53
32 7 2 7 3 "13 CJ. A CLL
32 73 1 /4 3 7 TA D I J,OCA
32 7 A 65 51 dap. 3 11
■i2 7 5 7:3 ' ! 3 CL A Ci.D
'-12 7 r-, 1 3 a  3 TAL' XT' (' 5
32'.'7 1 -3 A 2 TAD ;( Î 2
33 3 3 65 52 0AC.5 0

33 3 1 3  3/13 r»C
33 3 2 ! '12 5 T.A D
333 3 6553 DAi'13 :<
33 3 A 7 3‘-■4 3 CL, A CLL
33 3 5 2 3 3 7 I 5 2 l A l C A D ' A
33'3 6 2 -'I 2 n 1 '1 2 ‘\iOT5T
33 3 7 52 7 3 ,L - i- MOO'-'
33 1 3 5 2  1 /! DLLIW
■33 : i - ; '1 3 6 CLLOC^^ ■■4

33 ! 2 133 1 TA D ÍÍ3 ! 0
33 l 3 3 -3 '2 6 DC A D f i T ' ^ T
3:4 ) /! 13 32 ' t .a d K ! 333
33 1 5 3 3 7 7 1 >C A :. flC A 0',?
'13 i 6 ! ' 3 3 T A  D ■ -'1 f Í'-.Vl
<'i3 1 7 :i A 3 7 AC  A 1 locai
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33 2 1 2 3 2 /' 1 5 2 O O T O T

332 2 5 3 i 6 f Î Î ‘ \ •-
■33 2 3 5 7 ! ! .r ;o 1 Cî.LLA
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nÂ ''̂  1 
DAOSn 
HAns.!
nnr, 0 =
OA^O" 
OHRI =

= AS S 1 
= A.S.S':̂ 
= A S S S 
AS AS 
A S S A 
ASA/i'

9AA A 1 3 2 "^AD K 1 0 00
■̂VA 1 32 32 50 A 5'T'AT
A'A 1 05 3 1 TAD M3 1 0

r>A'-n 32 7 7 ODA FINISH
30A0 OCA XP()5

2A n s 7300 A5 0., CLA ■ GI.L
6 • 32 3 A DC A DFLAYl

2 ‘-) lA 7 123 1 t a n !■•! 60
!PA 1 n 3 2 3 S nc A DF'.,AY2
2A 1 1 i 0 A '-■} TA.n XP0 5

1 2 1 0A2 TAD Kl 2
2A 1 3 65.52 DAG 52
20 1 A 3 0A0 DGA XPG5
20 1 5 1 632 TAD I 5TAT
20 ! A 65.53 DAG 5 3
20 1 7 20.3.'i 15 ?: DFLAYl
20 20 S2 1 7 ,]i-4T5. - 1
20 2 1 O O 7 n; 1.5 5 DFLAY0
20 2 2 52 1 7 Ji-in. - .3
200 3 2 2 32 f s 2 5TAT
202 A 223 3 I5Z F [ ■•JI S’-;
20 2 S 520 5 J:viP A fl 0
202 6 7A-02 HL-T
202 7 5 63 0 C . + 1
20 3 0 «2 0 0 O .0
20 3 l 772'5 0-16'-’., — 67)
20 3 2 0001'! S T A T .7 0
20 3 3 0.0 0.1 l'T'Ii 5H.i •5
20 3 A 0i'Mr-i nOrSSAVi j
20 3 S 0 0 0-1 np;i.,AY0.> '5



Appendix 6
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In it ia l Conditions

1 54 0 2 JMP I 2
m iP ip . 2 4 4 3 GERÌ/

* 1 5 7 0
1570 5776

*1576
JMP •1 15 7 6

157 6 22 00 220 0
* 2 2 0 0

2 2 0 0 1 3 52 TAD I 1C
220 I 3 0 74 DC A PTC
2202 1 1 1 0 TAD CHAR
220 3 1 3 53 TA)') HP
2204 7,650 SNA CLA
22 0 5 52 1 0. JldP GO
22 0 6 /! 4 3 5 JMS I OlIEST
2.2JA1 5 7 5 6 .JMP I RUT
22 1 0 1110 GO^ TAD OlAH
22 1 1 4 02 7 JM.S
22 12 1. 3 5 7 TAD 7| 5 id
22 1 3 3 103 OCA CHK
22 1 4 34 74 DC A T PTR
22 1 5 2 0 74 i $5 PTP
22 1 6 2 ! 0 3 ISZ CH.K
22 1 7 52i 4 “3
2220 1 0 64 TAD M 1 6
22 2 1 3 115 DC A CHECK■
2PPP 1 7 54 TAD I XM3
22 2 3 3 1 0 6 OCA POI NTH
222 4 4 3 7 JM.S I MESG
222 5 44 65 JMS I XMEXT
22 2 6 4 4 66 JMS I MORMX
222 7 1117 TAD LOG AD
22 3 0 7 04 1 CIA
22 3 1 3 3 5 5 DC A MMINT
22 3 2 1 3 60 TAD M6
22 3 3 3 115 DC A CHî iCK
22 34 1 761 TAD T ''P 't 6
22 3 5 3 ! 0 6 DC A PO I NTH
22 3 4 4 3 7 JM.S T M P S G
22 3 7 4 /10 5 JMS 1 5
22 0 4 ■'! i)' 7 ,JMG I 7
22 4 ) 63 62 P'PHT \i

224 2 0 0 0 0 FEX'r
224 3 44 3 6 ,;m s I CHEF
22 44 1113 TAD M 1 0
22 /a 5 3 115 DC A {7HECX
224 6 1 3 65 TAD M-i'9
pp 7 ,3 ! ' 3 6 DC A '̂'0 I N7'H
22 5 0 44 3 7 JMS 1 M E G
22 5 1 /! 'li 6 5 ,J M o I XNEXT
22 52 4 6 6 JMS I iVO’H-'iX
22 53 7 o /j f7 s t a
■''>2 5 4 1117 T A17 LOCAR .
22 5 5 1 >7 5 • ■ T A D I I C
22 5 6 307 4 DC A H1'H
22 5 7 1 3 67’ t a d i; 2 A
22 60 /10 2 7 JMS '■p "v̂'O y?
22 6 i 1 37 4 T A D K
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2 2  6 2  /AfA21 

2 2  6 3 13 67
2 2  6A  ¿ ¡ '3 2 7  
2 2  6 6  ¿i ¿i o-, 7

2 2 6 6  5 3 6 2
2 2 6 7  (3PÌI30Ì

2 2  7 Pi ¿\7 7 9i

2 2 7  \ 3¿\7¿\

2272 3355
2 2 7 3  5343 
2 2 7  ¿A 44 3 6
2 2 7 5  7340
2 2 7 6  6506
2377 7300
33 0 0 13 7 1
3301 6505
3303 7300
2303 1373
2304 6505
2305 7000
2306 7000 NO^;
3307 7000 NOP
2310 6506
2311 7300
2313 1353
2313 3117
33 14 13 5 7
331 5 3 115
3316 3101 NLOC^
23 17 10 67
3330 3)03
2331 1517
3333 1101 NRIT^
3333 7110
2334 3101
3335 7006
2336 7006 3TL
3327 6505
23 3 0 7 2 0 0
33 3 ! 1 0 6 6
2333 6505
2333 7000
2334 6506
3335 1373
33 3 6 65 0 6
3337 7300
2340 3103
3341 5333
3343 3117
2343 3115
3344 5316
3345 1371
33 4 6 650 6
2347 7300
3350 5751

,JMS TYPE 
TAD K340 
.JM5 TYPE 
JMS I 7 
F'GET V 
FEXT
.JM5 r XINfi 
nCA I PTR 
I5Z MMINT 
JMP MOR 
.IM5 I ORLE 
STA 
DR30 
GL A
TAD K300 
DRCO 
GL A
TAD K30
DRGO
NOP;

ORSO 
GL A
TAD IIG 
DGA LOCAD 
TAD 1450 
DGA GHEGK 
DGA STORE 
TAD m  4 
DGA GHK 
TAD I LOGAD 
TAD '^TORE 
GLL RAP 
DGA STORE
r t l ;
DRGO 
GL A
TAD K 4 0 0 
DRGO 
NOP 
DRSO 
TAD K10 
DR S O 
OLA GLL 
ISE CVIK 
,JNP MR IT 
TS7, LOGAD 
IS7 GHEGK 
,1MP N.LOG 
TAD K300 
DRSO 
GL A
'.JMP I . + 1
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23 5 1 36 0 0 C T A I M
Q3 53 35 10 I IC,r END
33 5 3 7 6 50 - 3 3 0
33 5 A 05 7 6 XM3> 57 6
33 5 5 0 0 0 0 MM I MT,, 0
33 5 6 03 1 7 R U T ^ 3 1 7
33 5 7 •7730 M50,> - 50
33 60 7 7 7 3 M 6 j -6
33 61 1 33 0 K M 6 j 1 330
33 63 0 0 0 0 0
33 63 0 0 0 0 0
33 6A 0 0 0 0 0
23 65 36 5 6 M5E9^ MES 9
2366 100 0 XDEC^ 1 000
33 67 036 0 K36 0,, 360
337 0 17 00 X I M 3 1 7 00
337 1 03 0 0 K3 0 0,» 300
33 7 3 0030 K3 0,. 30
337 3 00 1 0 K 1 0 1 0
33 7 A 0 3 0 5 KE^

3 6 0 0
3 05

3A0 0 13 50 CTAIM,» TAD MSE10
3A0 1 3 1 0 6 nCA POINTR
3A03 13 53, t a D M33
3--) 0 3 3 115 DCA CHECK
3 A 0A 6 ¿i 3 7 - • IMS I MERG
3A 0 5 66 65 JMS I XWF.XT
3A0 6 6/1 6 6 .JMS I Mí)PMX
3A0 7 1117 ■ TAD LOCAD
3/1 1 0 7 10 6 CLL RTL
3/( 1 1 1117 TAD LOCAD
36 1 3 7 0 06 RAL
36 1 3 33 53 DCA TMP
36 1 6 13 53 TAD TMP
36 1 5 7 00 6 RTL
36 ! 6 13 53 TAD TMP
36 1 7 7 0 0 6 RAL
36 3 0 7 06 1 CIA
36 3 1 613 3 CLAR
36 33 7 3 0 0 CLA
36 3 3 13 5 5 TAD ENARLE
36 3 6 61 33 CLOE
36 3 5 7 3 0 0 CLA
36 3 6 1 3  6  /( T A n y<-i T
36 37 3 0 00 DCA 0
36 3 0 53 6 1 ,J|v;p RF̂ T
3̂  ̂3 1 73 0 0 RESET,. C I„ A
36 33 135 1 TAD KK30
36 3 3 6 50 5 ORCO
36 3 6 7 0 íA n N o p ;

36 3 5 7 0 0 0 MO^;
36 3 6 7 0 0 0
36 3 7 65 0 6 ORCIO
36 /10 7 3 00 o L a
36 /I 1 60 0 1 R E T ^ I  r ) N

36 /! 3 56'-10 \JMP I 0

/T I !'■'ES 1̂ ' 1 - M O O F HF '=) ! 'T; -1 '

/AC-nUPTE^-í pPjr,TSTF̂

/STA^r cLonx



A 3  2

2AA3 613 1 CL5K
2A A ¿\ 54 0 0 JMP I 0
PKlAS .6135 CL4A
2AA 6 7 2 00 CLA
2A A 7 52 3 1 OMP, EE'^ET
24 50 24 66 MSEl 0.T ME.S 1 0
24 5 1 0020 KK2 0.. 20
24 52 77 5 6 ¡'12 2.» -22
24 53 0 0 0 0 TMP., 0
24 54 02 1 7 XWT^ 2 1 7
24 5 5 52 1 0 ENAPLE.. 52 1 0
24 5 6 032 3 MESQ.. 32 3
2 A ^ 1 03 14 3 1 4
24 60 03 1 7 3 1 7
24 6 1 0 324 3 2 4
24 62 0 24 0 24 0
ÍÍ4 63 ■0316 3 1 6
24 64 03 1 7 3 17
24 65 024 0 240
24 66 0 3 0 3 ME.5 1 0j 3 0 3
24 67 0 3 1 7 3 17
24 7 0 0 3 1 5 3 l 5
24 7 1 032 0 3 2 0
24 72 032 5 325.
24 7 3 0 32 4 ’ 324
24 7 -4 0 3 0 5 3 0 5
24 7 5 0240 24 0
24 7 6 0324 324
24 7 '7 03 1 1 3 1 1
250 0 0 3 l 5 3 1 5
250 ! 0 3 0 5 30'5
250 2 02 7 7 27 7
2503 024 0 24 0
250 4 02 50 250
250 5 032 3 32 3
250 6 025 1 2 5 1
25.07 02 4 0 24 0

/Cl.K INT̂ rî nUPT?/NO-PETUPN iMTEPPrrpT
/YES-CLKAR CLOCK qT'ĉ rnQ

Ewn^ •
PTR =7 4
CHA^ =^110
CHES T = 3 5
T v-PE= 27
M 1 6- 5.4
CHE('K= 1 Í5
PO INl’E- 1 0 6
ME5'G= 3 7
y.VirvT^ 6=̂
WORMX=: 66
LOCAO=117
CPL?'= 3 6
M 1 0 = 1 1 3
1'! 1 4 = 67
5 TOP F,= 1 0 1
K 4 0 0- 6 6̂
Ci.AP= 61 3 3
CL OE = 5-, 1 3 2
CL5A = 61 3 5
CL5K = 613 1
CHK^ 103
ncGO = 6 5 0 5
1ÌP5D= 650 6
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(iclliod introduces inherent lowpass fiUerinsi. Thus the high- 
frequency aUcnuaiion provided by the digital Jilier is in- 
jrfased relative to (hat of the analogue filter.

'l îiinpk’ o f  a  low p ass f i l l e r : The 5th-ordcr lowpass Bessel 
iransler function®

__________  945 ______________
H l A s) ~  ¡.5 4 , ]5^.4^ j05j-’ -f420 .sM -94 ir+945

that satisfies a set of specifications. The method preserves the 
ph.asc response of the analogue filter, and, consequemiy, it is 
useful for the design ol' lincar-phiasc or equalised digital 
filters. The method is Ics.s sensitise to frequency folding in 
compariso.n with the invariant-impulse method. Further­
more, it can be applied to transfer functions in which the 
numerator degree is as high as the denominator degree. Jn the 
invariant-impulse metliod, the degree of th.e denominator must 
exceed that of the numerator b)' at least two.

Fig. 2 Amplitude and group-delay responses for a bandpass liter with an equirlpple group delay
Nomina! group delay: 8-6503 s
Amptiiude: Group delay::000 analogue analogueODO Wd = 0-7rad/s digital¡¿¿A Wfi = 1-0 rad /s ?VV — i*3 rad/s
provides a maximally flat group-delay cliaracteristic. This 
Bs used to obtain a corresponding lowpass discrete-time 
Imsfer function. Tim invariant-sinusoid method was used 
«ilhwi, == 1, 2 and 3 rad/s and with a sampling frequency of 
I2rad/s in each case. The amplitude responses and aroup- 
iday characteristics are shown in Fig. 1.

Sample o f  a bandpass f i l t e r : The bandpass transfer function"^ 

t  = 0-287063.s'^

X [{(i-4 0-300384)^-1-M 0927-}{(s ' +  0-.303271)^

+  0-875795-}{(.s +  0-22336])--f-1-340451^}

x{(5-i-0-230216)--fO-640595’} ] - ‘

provides an equirippic group-delay characteristic. The 
,*'<iriimt-sinusoid method was used '.vith cod ~  0-7, !-0 and 
l''U‘id/s and with a sampling frequency of 4 rad/s in each 
' ®e. The amplitude responses and group-delay characteris- 
ib are shown in Fig. 2.

and 2 show that the derived digital filters preserve

A c k n o w le d g m e n t: The authors are grateful to the National 
Research Council of Canada for supporting this research 
under grant no. A-7770.

1 7th  S e p te m b e r  1 9 7 3A. ANTON'IOU 
C. SitEKMER
D e p a rtm en t o f  E lectrica l E n g in eerin g  
S ir G eo r g e  W illia m s U n iversity  
M o n tr e a l  107 , Q u e ., C anada

References1 GOLD, B.. and R.4DE!'., c . M.: ‘Digita! processine o f signals' (M c G ra v - Hill, 1969)2 wmrE. s. a . :  ‘Design and implementation o f rec.irsive digital filters’. Autonctics Rcpoit X9-359/50!. 19693 HAYKiN. s. .s., and c a r n f c i e . r .: ‘New method of synihetisine linear digital filters based on con\olution integrar, P r o c .  l E E ,  ¡970, I i7 , (6), pp. 1063-107.24 w im r. s. a .: ‘New method o f synihelising linear digital filters based on convolution integral’ , i b i d . .  197!, l lS .  {2). p, 348.S P A i ' o u u s ,  A . :  ‘The Fourier integral and its applications’ (M cGraw - Hill, 1962), p. 496 w e i n u l R G ,  L .t  ‘Network analysis and svntbesis' (M cGraw -H ill, 1962), p. 4997 )!UNCHt.yoFF, h ., and s a v l t m a n . m .: ‘ Least squares approximation to widc-band constant delay', I E E E  T r a n s . ,  1972, CL -1 9 , pp. 3S7-3S9

Figs.
tot group-dekiy characteristics of the corresponding 

Wogue filters, as one would expect from cqn 15. Also, 
amplitude response in each digital filter coincides with 

b ot the corresponuing analogue filter at the design fre- 
''““•'TO'y (o„, as one would expect from cqn. 16. (0 [, is not jroictii,as long as it is cliosen within tire passband of the

'"^fiksions: ,A,n approximation mclliod Itas been described 
i 'b -a  digital filter can be derived frotn an tmalogue filter

AD.fkPTiVE LOGIC CIRCUITS FOR DIGITAL 
STOCHASTIC COMPUTERS

I n d e x i n g  t e r m s :  C o m p u t e r  i n t e r f a c e s .  L o g i c  d e s i g n ,  I . o g t c  

e l e m e n t sA  theoretical and e.xpcrimcntal investigation o f adaptive logic clcnient.s suuabl-e for use as a;i output interface for dirtitai stochastic computers is presented. .■\n adaptive digital element using a binary rate multiplier is demonstrated to provide a significant i.mproxcmcnt in accuracy without reduction in bandwidth d-anactcristics.
The basic idea o f stochastic computation was origifiated 
independently, and tilmosi simuitaneously, ¡¡r the U K  aiid
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the U S A . * "^  D igital stocliastic computers use probability 
as an analogue quantity— the probability of switching a 
digital circuit. It has been demonstrated that randomly 
switched digital logic circuits witii statistically independent 
inputs may be used to simulate the conventional analogue 
operations of summation, multiplication, inversion and 
integration.

The output of a digital stochastic computer will generally 
be in the form  of a nonstationary Bernoulli sequence. Such a 
sequence can be considered in probabilistic terms as a 
deterministic signal with superimposed noise. I 'h e  output 
interface of the system must be able to reject the noise com­
ponent and provide a -measure of the mean value of the

input

■ Fig. 1A Noise  a d d ie  

input
up

counter

down b .r.m .

Fig. 1B i?./?.A'/. ADDIE

deterministic input

clock

output to digital computer

Fig, 1c Experimental system for measurement of distribution 
curves

obsen’ed sequence's generating probability. The intcrtace
■ nuist also be amenable to reasonably simple synthesis with 

digital logic circuits. I f  it is assumed that the variations of the 
original deterministic signal are low compared with the 
superimposed noise, the signai may be e.xtracted from the 
noise by ccn\entional lowpass filtering. O f the digital meth­
ods available for iowpass filtering, the technique of interest

■ for our investigation is that of exponential smoothing.’̂ “ *
The digital synthesis in logic form of exponential smoothing 

IS shown in Fig. 1a , This circuit gives an output that is a 
ntcasiirc of ih.e gencraiing probability of the stochastic input 
sequence. The circuit is sometimes called an addie, which 
tsan acronym fer adaptix'c digital element. It is best referred 
lo as a noise-ADDiE structure, since it uses a feedback signal 
eonsisting of a Bernoulli sequence. If, alternatively, a deter- 
otinistic feedback signal is used, the addie will still form an 
estimate of the input sequence's generating probability. The 
uiiplicit assumption in stochastic computation of statistical 
independence between signals is still applicable even if one of 
•he signals is deterministic. The deterministic-feedback signal 
•nay be conveniently generated using a binary rate multi- 
P|ier (b.r.m.) in the feedback loop, as shown in Fig. 1b . To 
diflercntiate this structure from the noise addie, wc shall 
•efer to it n.s a b.r.m. addie. The output frequency /¡, of the 
h-t.m. is determined by the current state of the up-down 
••ountcr and the d ock  frequency/.. The generating probability 
nf the feedback sequence is/,.//r. Owing to the lack of random

f f - f C r / ? 0 A 7 C 5  L E T T E R S  18ih October 1973 Vot. 9 No. 21

fluctuations in the feedback sequence, the distribution func­
tion of the ADDIE states will be modified. In fact, as svill be 
shown sub.scquently, the standard deviation is dccrea.scd 
compared wiili the noise addie, and tliis provides improved 
accuracy without reducing the bandwidth of the Interface.

The operation of the b.r.m. addie can be classed as a non- 
M arkovian  process, and liencc theoretical analysis is extremely 
difTicult. However, it can be shown that a reduction in the, 
standard deviation is to be expected, and an expression that 
describes the extent of the reduction is developed below.

If  the noise addie is in a steady-state condition, the vari­
ance of the distribution function is dependent on the variance 
of the count-up/count-dow-n signals to the up-dowm counter. 
I f  the probability of an input pulse is p, the probability o f a 
feedback pulse is ( 1 — p ), owing to the invertor in the feed­
back loop. The standard deviation of the count-up sequence, 
cr„, for the noise a d d ie  is thus

( J )

Similarly, for the b.r.m. a d d ie , the standard deviation of the 
count-up sequence, cr̂ , is given by

Cl, =  { ( l - p ) N p ( l - p ) } * (2)
Eqn. 1 represents the standard deviation of a sequence with 
probability p ( l  — p) computed over N  clock intervals. Eqn. 2 
represents the standard deviation of a sequence with proba­
bility p computed over a sample size o f (1 — p) iV dock  inter­
vals. The reduction in standard deviation, as expressed by a 
reduction factor jR„, is obtained directly from  eqns. 1 and 2 as

=  ^  =  1 -p ^ .................................. (3)
C(,

Thus Ru is maximum '.vhen p =  1 and decreases to unity as 
p  —> 0. Similarly, for the count-dow'n line, the reduction ratio 
Ri! may be calculated as

= = (4,
Ca p

This reduction ratio has a maximum at p =  0 and decreases 
to 1 as p ^  1. The resultant elTect o f both reduction ratios 
has been investigated experimentally for a range of input 
probabilities.

The basic experimental arrangement is shown in Fig. Ic. 
A  deterministic 12-bit digital signal is compared in parallel 
form  with a 12-bit sequence of random  pulses obtained from 
a p.r.b.s. generator connected sc as to generate a maximum- 
length sequence {ni sequence). The resultant serial output 
from the comparator is a probabilistic representation of the 
original deterministic signal. This serial stochastic sequence 
is then fed to the input of an addif that provides an esti­
mate of the generating probability o f the stochastic sequence. 
Typical state-distribution curves for the noise and b.r.rn. 
ADDIE structure.?, for a given input probability, are shown in 
Fig. 2a . These distribution curves were plotted by connecting 
the output o f the addie to a digital computer.* Sim iiar

♦ PDrSE

F ig . 2a Sampled distribution of states
Inpul probability —  ! {16



jisiribution curves were obtained for a range o f  input
probabilities.
■fhe distribution curves for the noise addie approximate 

ttllto the expected binomial distribution. A s  predicted for

been demonstrated to provide an improvement in accuracy 
without reducing the baiidwidth characteristics. F rom  an 
economic viewpoint, the b.r.m. addfe is marginally cheaper 
than the noise addie, using currently available digital inle-

Fig. 2b a d d ie  s te p -r e s p o n s e  characteristics
---- nOiSe ADDIE
—  b.r.m. ADDIE

Ihe b.r.m. addie, for a given input probability, a decrease 
invariance occurs. The effect is most pronounced with input 
probabilities in the region o f O-.“). It may be observed that the 
distribution curves for the b.r.m. addie are asymmetrical, 
and a sharp discontinuity occurs at tlie mean value. This 
discontinuity is a characteristic of the b.r.m. It is due 
lo a change in phase of the sequence when the b.r.m. changes 
from ‘onc-all-zero’ state to a ‘zero-all-one’ state. The dis­
continuity occurs at probabilities of 1 -1/2 " and 1/2", where 
niS'an integer. Fo r intenmediate values of probability the 
distribution curves are symmetrical.

. The responses o f both types o f  addie to a range o f  step
bnpms arc shown in Fig. 2u. These curves were obtained in 
real time using a 12-bit digital-analogue convertor and a 
Sraph plotter. It inay be observed that the response of the 
k.r.m. ADDIE is almost identical to that of the noise addie.
An experimental and theoretical investigation has been 

performed of two types of adaptive digital elements suitable 
for use as an output interface for a digital stochastic com ­
puter. Compared with the noise addie, tlie b.r.m. addie has

grated circuits. The b.r.m. a d d ie  is to be used as the standard 
output interface in a digital stochastic computer d isco  
presently under construction.
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POLE SElMSmVITY OF A DIGITAL FiLTFR 
WITH MULTiSHiFT SEQUENCES IN EACH
sampling i n t e r v a l

I n d e x i n g  t e r m s :  D i g i t a l  f i l t e r s ,  P o l e s  a n d  r . e r o s .  S e n s i t i v i t y

v'licre

The pole sensitivity o f a digital filter with multishift sequences ill each sampling interval is mvestigated. .a, criterion is estab­lished to cnmpaie the pole sensitivity o f a multiiatc liltcr with that o f a single-rale filter, and the area for less-sensitive poles is plotted.
fiiillbtant’ has proposed a digital filter with shift registers 

ihat the shifting is continued ,V times during each puisc- 
'tpetilion interval, wlule fhe filer multiplication cocnidctiis 
*ciilso allowed to take on different values for the dilicrcnt 
Jlft sequences. If  a 2nd-order digital filer, realised by the 
weet contiguration (Fig. 1a ), has S  shift sequences during 

sampling interval, wiuie its coefficients are allowed to 
Jlie On diiTerent values every T jN seconds, so that a,; and 
njurc liie coefficients at n ' f  « 2; and arc the cocficients at 
Vl/iV) 7', and aij and Ptj are tlic coefficients at 
IV(/-i)y,\T 7 '̂  (Pen its slate equation is given by*

i(")] ,

0
' P12 — Pn\

u {n) =  input at t — n T

 ̂ 1-PJ. B =

and .V|(ti) and X 2 (n) are the state variables, shown in Fig. 1a , 
at ' =  n T. The poles of tlie filter are simply the eigenvalues of 
A s , i.e. fhe roots o f the characteristic equation

d et ( z I - A „ )  =  0

where
Am  — A s  Af,

(2)

(3)

If  such a multirate filter is used to realise a fi.xed 2nd-order 
single-slufi-sequence filter whose slate matrix is A ^, where

As = 0
-Ó2

1
--¿1 (4)

•''("+O'! Í r.Vtvo; , I.■M«+1)J == ̂ n̂As-v...A2 l ■+Bu(n)j (1)
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the eigenvalues of A ¡  and A „  are identical, i.e.

det ( z l -  A J  =  det ( z ! - A s ) ........................(5)

Let A and A’*' be the eigenvalues of As, ami, if only complex 

E L E C T R O N IC S  LE T T E R S 18th  O ctob er  1 9 7 3  V o L  9  N o. 2 1



di! certain nodes during the procedure. I f  the discharging 
circuit is nonlinear, which is so in b.b. circuits, this remains 
unequalised. One must prove that such ctTecis do not occur 

, juring the bucket-br igade discharging procedure. The circuit 
dfFig. 2 is a model of the dischaj-ging process in the b.b. 
circiiil- ideal diodes are connected to each node of the 
capacitance arra}'. All the anodes arc connected to a common 
busbar, the voltage of w hich decreases from a positive value 
lozero. Two statements ai'e valid for this discharging process:

(i) While Uk <  U , tlie Ath diode is in a nonconducting state. 
No discharging is possible, and overdischai'ging cannot 
occur.

(ii) When L \  = U  is reached, the decrease of U  will be 
closely followed by Uk- A  slower change in Uk is not 
possible, owing to the conducting state of the Atli diode. 
A faster change is also impossible, because the voltage- 
transfey ratio of a capacitive network cannot exceed 1.

Similarly for other networks, only positive weighting 
factor's can be realised by the capacitive-coupling network. 
It creates no pr'oblem bccau.se of the possibility of multiple 
outputs. Two oulpuls mirst be cr'calcd: the first to be in 
accordance with lite positive weighting factor's, the second 
one with the negative weighting factors. The signals of the 
two outputs will be fed into a diiier'entiai arnpliiter. When, the 
capacitive network is equipped witli a number of (more than 
Iw'o) output nodes, otte single network will be able to produce 
a number of uifi'erently filtered output signals.

A ck n o w led g m en ts : The author wislies to thank Prof. I. P. 
Valkó and K. Tarnay for tlieir helpful suggestions.V. SZKKELY 3 rd  S e p te m b e r 1974
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Fig. 2 Model for discharging process of bucket-brigade arrays

These two statements prove that the discharge process 
demonstrated in Fig. 2 forces each array node voltage to 
decrease just to zero; thus overdischarging cannot occur.

Based on the foregoing, the following conclusion can be 
reached: the bucket-brigaoe circuits can be built with an 
arbitrary capacitive rn-poie instead of the simple capacitance 
array. For open output.s, tite charge extracted from an array 
node is equal to the ciiar.ge previously tilled into the same 

( node and is independent of the charging of the other nodes. 
Thus the line is nondispersive. The application of tlie con­
dition Q o  =  Q (open outputs) in eqn. 2 yields

Ai/„ = - (C:„„-C„„ „„C-> C,.„):’ C„„ C,,„-' Qa = V/Q. (6)
This equation provide.s tlie basis for the investigation of the 
capacitive coupling network. The matrix IF  contains all the 
TOg’nting factors that arc valid from the array nodes to the 
output nodes. From ilte aspect o*" the design, one should first 
choose some kind of topoiogy for the capacitive nelw'ork, and 
then use the indiviciual capacitance matrix of the same. For 
example, for the application of the netw'ork of Fig. [a , the 
capacitance matrix is

Col 'h C„.J 0 0 -c„.i
0 Co2"F C..V2 . 0 '“ C„2

0 0 . C„„-l-C„.„ - C„.„
- C,„1 — C kii Cj+2C

(7)

If the value of each capacitance C „  is chosen to be 
C„, = constant, a very simple design formula can be 

derived from eqn. 6;

S C„„- Q.-
(C„-fCJ(Ck+SC„.)-SCv.." • • • ■ (S)

'■0. (he realised weighting factors arc proportional to the 
'^Pucitances C„..
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M OVING-AVERAGE OUTPUT INTERFACE 
FOR DIGITAL STOCHASTIC COMPUTERS*

I n d e x i n g  t e r m :  C o m p u t e r  i n t e r f a c e s

A  new logic circuit suitable for use as an output interface for digital stochastic computers is presented. The logic clcmcm is based on the theory o f moving averages, and is demonstrated to provide a significant improvement in transient-response characteristics, without loss in accuracy.
A  previous letter was concerned with the problem of adaptive 
logic circuits suitable for use as an output interface in digital 
stochastic computers.^ The machine variable of a stochastic 
computer is the probability of an o n  iogic level occurring at 
any given clock interval. The logic circuitry required to 
measure this probability and convert it to a nvire convenient 
binary number form must be capable of counting ail the 
observed o n  logic levels and performing some type of 
averaging operation. The general equation titat describes all 
averaging techniques can be written in the form

P.M = «1 zl.y-t-«2 -hC/3 Af/_2-f . . . 1 -f ¿7.V zli (1)
where P,v is the average calculated over N  sample points. The 
coeiTicients. it.- are referred to as weights, and tite values of A,- 
in the binary case are 1 or 0. For the cstintate to be unbiased,

S ß; = f¡ = 0 (2)

I f  the sample length N  is extended to infinity, eqn. 2 may be 
satisfied by making the coefficients i?i, «2, «.w ... a geometric 
sequence. The average given by eqn. 1 may then be written as

-1-...-f « " ( I =  (i-a)Y l.v +  aPjv-i (3)

This method of averaging is known as exponential averaging 
or exponential smoothing. It provides the theoretical basis of 
the noise a d d ie  reported previously.' Alternatively, if the* The authors wish to tliank one of the referees for indicating that the use of a moving-average circuit lias been previously mentioned in private correspondence by G .  V. Pallottiuo of the Laboraiorio Di Riccrca E Tccnologia Per Lo Studio Del Plasma Nolle Spazio, Rome. This correspondence was, of course, unknown to the authors

4 1 9



jiple length jV is finite, eqn. 2 may be satisfied by making 
!|lie weights equal to 1/A’. Under th is ’condition, eqn. 1 
iliices to

1 ''-r À — ÂPa-=4t S /̂+̂ -V= ̂ N-l+ “
N TV

(4)

•eestiinatc I’ n is now referred to as a short-time or moving 
itage. An apparent disadvantage of the moving-average 
ilhod, compared with exponential smootliing, is the 
■iiircment, at any time, to store all logic input levels 
5tfved in the previous .V clock intervals. However, since 
Hhe first and last levels are used in the calculation at any 
:ilime, a conventional serial-in/scrial-out shift register of 
■jIhjV may be used for a memory.

deterministic
output

provide additional circuitry to synchronise the i,n.piit with the 
shift pulses of the shift register. A s  with the stocltastic case, 
the clock frequency controls the sample length, but the sample 
must now be thought of in terms of a time period rather than 
a fixed number of clock intervals. The reading of the counter 
will depend on the clock frequency as well as the length of the 
register. The maximum frequency that may be measured is 
the clock frequency, and the mininuinr reading is directly 
dependent on the length of the shift register.
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;,1 Moving-average system

Ike logic circuit for generating a m oving average is shown 
i'Fig. 1. The shift register is 4096 bits long and is simply 
islruclcd from standard m.o.s. integrated circuits. The 

alerrmist have the same capacity as the shift register, to 
ViSire an unbiased reading by inherent division of the 
lionY. In operation, with an input Bernoulli sequence of 
'.ikliability p =  0-5, the standard deviation a  of the output is

N

1
4096

0-008

standard deviation o f approximately 1 %  of full scale.
I _Ile response of the moving-average circuit to a step input 
■ ■ kown in Fig. 2. A lso  shown are the responses o f a noise 

.'land a b.r.m. addie of the same accuracy. The improve- 
■-''Mt obtained in transient-response characteristics will be 
i'fcnt in improving the overall frequency-response 
■■'•'Jiiiclerisiics of stochastic computing systems. . It should 
■Rioied that the moving-average circuit, unlike the expo- 

'■'•̂ ital smoother, ¡s an open-loop device. To  avoid the 
emulation of errors, it is necessary to set the circuit to the 

' Estate before each reading. Apart from stochastic com- 
ij4|on, the moving-average circuit has been applied 
Snmentaliy to dete.r.ministic pulse-rate measurements. I f  a 

■‘■dationary Bentoulli sequence is considered as a deter- 
.• l̂ic signal with superimposed noise, it is apparent that 
■ ''»ving-average circuit may be used for frequency-to- 
'ter conversion, in  such applications, it is necessary to

5CXX> "rjOOO ■' '15000 ‘ 20000' '25000
nurnber of dock pulses

^^ep-response characteristics 
"mving avornne

aduie

MONOLITHIC POLYCRYSTALLINE-SILiCON  
PRESSURE TRANSDUCER

I n d e x i n g  t e r m s :  M o n o U l h i c  i n t e g '- a t e d  c i r c u i t s .  P r e s s u r e  t r a n s ­

d u c e r sA  monolithic pressure transducer using polycrystalline silicon for both the diaphragm material and an integral piezoresistor has been fabricated. The device can be made with good repeatability and with easily varied diaphragm thickness. Electrical-output linearity is very good over a pressure range o f 0-11 cm H g for a 2 -4 /¡m diaphragm having an area of 0-00136 cm L
In tro d u ctio n : A  new form of integrated silicon pressure tran.s- 
ducer has been fabricated using a thin polycrystalline dia­
phragm supported by a relatively thick silicon ri.m. A  single 
piezorcsistor is made by ion implantation directly in the puly- 
crystalline silicon. The polycrystalline pressure transducer 
can be made with fewer processing steps and greater repro- 
ducibly than single-crystal monolithic pressure transducers.

Fig. 1 P olycrystalline-silicon  p ressu re transducer 
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OPTiMUM CRITERIA FOR OUTPUT 
INTERFACES ¡N DIGITAL STOCHASTIC  
COMPUTERS

I n d e x i n g  t e r m s :  C o m p u t e r  i n t e r f a c e s .  L o g i c  d e s i g n .  L o g i c  

d e v i c e sOptimum criteria are discussed for the evaluation o f output interface systems in digital stochastic computers. In particular, the ideal probability sensing device is described, as well as a practical realisation o f a variable-accuracy averager.
The moving-average output interface' is a device for con­
tinually estimating the average rate of a random pulse train. 
This average is compuled over a time interval dictated by 
the circuits’ counter length and master-clock frequency. 
When the input pulse sequence is synchronous with the clock, 
the moving-average circuit forms a .measure of the input 
sequence's generating probability. Thus the circuit may be 
used as an output interface for a stochastic computing system.

The properties governing the efliciency of output interfaces 
are similar tc those of conventional statistical estimation, and 
may be sunimarised as follows;

Steady-state characteristics:
(a) Minimum bias error. Ideally, the output interface should 
provide an unbiased estimate with the expected value of the 
output equal to the mean of the measured variable.

(b) Minin'uim variance. The variance of the output s.hould be 
commensurate with the length of the sample taken.

Step-response characteristics:
(c) Minim um  response time to minimum bias error. Obviously, 
Ihe time taken to reach an unbiased estimate should he as 
short as possible.

W) M inim um  response time to m inimum variance. The 
response time should equal the theoretical m inimum time 
required to conipute an estimate with the desired variance.

bionstaticnary input characteristics: F o r  nonstationary inputs, 
Wriants on ail the previous properties will exist, dependirig 
On the nature of the nonstationarity. One important 
characteristic is the following:

(c) Ability to track nonstationary inputs. Ideally, the output 
interface should be able to continually track a changing
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input value without the necessity of resetting ti'ie circuit after 
each reading.

The ideal output interface for a stochastic system is one 
such that the normalised variance decreases with time and all 
readings form unbiased estimates of the input probability. 
Thus the most signiilca't! bit of the binttry-number e.stimate 
would stabilise first, followed by progressive stabilisation oi'- 
further bits as the normalised variance decreases. An  
arithmetic operation such as this requires continual division 
and is beyond the bounds of a simple digital realisation.

The moving-average output interface provides the minimum 
variance possible after A' clock periods and maintains this 
minimum. However, for the first A-'— 1 clock periods, be­
fore the sanrple space is filled, the probability estimates are 
unusable. Clearly the circuit satisfies (a), (b), (d) and (e) of 
the above criteria.

A n  output interface recently described by Pratapa Reddy- 
reduces the time taken to achieve an unbiased estinrate, i.e. 
improves property (c) and also satisfies property (d) by 
providing a variance proportional to the number of dock  
pulses counted. However, the claim that the variance asso-

deterministic

Fig. 1

Fig. 2

ciated with counting N  trials of a Bernoulli sequence can be 
achieved after only N j l  clock periods is misleading. The 
circuit forms an N  bit average of the first and last ;V/2 trials 
of the input sequence. Since the first count is never lost, 
the circuit is unable to track nonstaiionary inputs and thus 
canitot be classified as a moving average. To avoid confusion, 
it should be noted that the circuit diagram* contains a slight 
error. The two outputs of the shift register, of which one is 
inverted, should be interchanged for correct operation.

Recently, attempts have been tirade to design an output 
interface with a variable sample length. One such circuit is 
shown in Fig. 1. The device uses the basic circuit idea proposed 
by Pratapa Reddy for halving the response time. The main 
counter is initially set to a state corresponding to an input 
probability of 0-5. After N i l  clock intervals, the main counter 
reaches an unbiased estimate with variance of the order of 
2/A'. A t this tinre, the feedback signal is connected to the 
input o f the integrator, changing the circuit into a standard
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a d d i e  with deterministic feedback.-’ The accuracy of the 
estimate then steadily improves, finally givinir. a distribution 
function of variance proportional to \,I2N. It ' hould be noted 
that the ramp response of the circuit provides the a d d i e  with 
an initial condition, which is itself an acceptable probability 
estimate. Subsequently, the a d d i e  operates on additional 
data, using its extended memory capaci.)' to decrease the 
normalised variance.

A  more complex output interface structure is shown in 
Figi 2. This circuit switches to an ;V-stage shift register after N  
clock periods and provides a true moving average. The 
improvement in the response time to minimum bias error is 
achieved solely at the cost of additional circuitry.
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EXTREMELY HIGH PACKAGIiMG 
DEWSlTiES BY OPERATING INTEGRATED 
CIRCUITS WITH R.F. POWER

I n d e x  i n i ;  t e r m s :  I n t e g r a t e d  c i r c u i t s .  P a c k a g i n gA binary circuit configuration in which the transistors operate with r.f. power is described. 'I'his mode of operation allows the i.,se o f very simple circuitry. I .C . configuration.s in whicli this principle is exploited to maximum adv antage are proposed
The principle is illustrated with the aid of a circuit configura­
tion implemented with discrete devices (Fig. 1). A  smewave 
or square-wave r.f. supply voltage of 5 V relative to ground is 
applied to terminal S. The frequency may be, for example, 
15 MHz. The r.f. current flows through the capacitors C., 
C2 to the transistors. Since the voltage at the transistors is 
always far below the supply voltage, the capacitors are 
r.f. current generators with respect to the transistors. The 
transistors T,, TT form a logical unit cell. When at least 
one of the two transistors is turned on by a positive drive 
signal applied to terminals /i, ¡ 2 , the r.f. current flowing 
through capacito!' C, is shorted. Since no current is able to 
flow into the emitter junction of transistor T,,, the latter is 
turned off. Jf, however, terminals l i  are connected to 
ground potential, i.e. if transistors T i, T j are off, the positive 
halfwave of the r.f. current will ilow through the emitter

= Ci c4
!

} ^
T, i T, i T5

t
■

116
I,

^ 'S-1 Circuit configuration with discrete d evices  opera ted  with 
tJ. p ow er
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junction of transistor T.-i, -which is thereby turned on to short 
the r.f. current flowing through the capacitor C 2 . It is 
practical to operate the collector of the ouipiil coupling 
stage T 5 with direct voltage, e.g. 5 V. When the transistor 
T 2 is driven, there is constant operating voltage at the output 
O. If, howevei'. the t;ansislor T 3 remains turned off, the output 
voltage will llucluate between ground potential and the 
operating voltage U  at the rate of the r.f. voltage. Both this 
r.f. output signal and the mean d.c. value filtered from it 
can be used to drive further circuits. The transistor T+ is 
added to indicate how the configuration can be expanded 
into a logic network of any required complexity.

It is of decisive interest that capacitors C,, C 2 need not 
also be integrated. Instead, either the isolation capacitance 
may be used or the entire surface of the semiconductor device 
can be covered with an isolation layer on which is deposited a 
metal film that is connected to the r.f. generator.

Fig. 2 I.C. operated  with r.f. p o w e rSchottky contact as collector. N o isolation diffusion is required

Fig. 3 Transistor form s at p oin ts  w h ere m etal leads M  cross  
o v e r  the n -d o p e d  leads

For the optimum use of the principle described in i.e.s, 
novel transistor structures as outlined belov»' are proposed. 
A n  important feature of these structures is that no isolation 
diffusion is required. L  in Fig. 2 denotes the metal film 
connected to the i.f. generator and D  the isolation layer. 
The p ''-type region acts as the emitter, the «-type region as the 
base and the metal film M  as the collector (Schotiky contact 
in reverse-biased direction) and, at the same time, as a 
connection to the base of the next transistor. To ensure a 
base contact 'vvilhout any barrier-layer effect, the /ff-type 
region is inserted on one side of the base. The I region 
( >  10  ̂cm) isolates the nretal film M. N o  isolation diffusion 
or oxide isolation is necessary, because the maximum voltage 
to be isolated is 0-6 V, a large fraction of which is taken up by 
the potential barrier. The residual isolation current is 
negligible. It should be noted thtit the configuration shown 
in Fig. 2 represents a p - n - p  transistor.

Fig. 3 shows how the transistor structure of Fig. 2 can be- 
further simplified. The upper /(-doped leads do not terminate 
at the base, but a transistor is formed at the point where a 
metal lead M  crosses over an «-type lead. The ((’ -type 
tcrn-iinai is the base connection, if desired, several collector 
leads can cross over one base lead. The transistor striiciure 
in Fig. 3 allows large geometric tolerances, bccau.se the 
various regions are not iiiierdigitated as in conxcntional 
transistors. This opens the way to very small transistor 
structures and, consequently, high packaging d-ensities.

Only the positive halfwave of the r.f. voltage can pass the 
base of the transistors. To prevent the conl'igurarion from
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A study of an output interface for a digital stochastic computer

A. J. M IL L E R t, A. W . B R O W N t and P. M ARSj

A theoretical and experimental investigation of adaptive digital elements suitable 
for use as an output interface for digital stochastic’ computers is presented. An 
adaptive digital element using a binary rate multiplier is demonstrated to provide a 
significant improvement in accuracy without re<luction in bandwidth characteristics. 
The experimental results are shown to be in close agreement with the various 
theoretical predictions.

List o f  principal symbols
binary random variable 

=  constant involved in averaging process 
. E =  analogue input voltage 
/(. =  clock frequency 
/,, =  output frequency of BRM  
j )  =rucan state of A D D IE  
Â j, =  sample size
iV =  total number of counter states 

«(i) =  state of A D D IE  at time t 
p =  generating probability of stochastic sequence 

=  estimate of p after samples 
q =  l —p

=  standard deviation reduction ratio on count-up line of A D D IE  
if (J — standard deviation reduction ratio on count-down line of A D D IE  
iS, —e.stimate of value of p at time t 

=  voltage at time t
=  voltage corresponding to ON logic level 

V =  maximum value of analogue input voltage 
a =  constant used in exponential smoothing 

Tr̂ -̂(i) =  probability of changing from state i to state j  at time t 
TT̂{f) — probability' of being in state i at time t 

ttjg ,3J3 — 3 dB fri'.quency of xlDDIE  
e —error of AD D  IE

c-jj =  standard deviation of noise x4DDIE 
r =  circuit time constant

i>(.A(f)} =  expected rmlue of A  at the fth clock interval 
Aii =  width of clock pulse

INT. J. ELECTRONICS, 1974, VOL. 37, NO. 5, 637-655

1. Iiiifoduction
The basic idea of stochastic computation was originated independently and 

almost simultaneously in the U .K . and the U.S.xA.. (Gaines 1967 a, Poppelbaum
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1967, Ribeiro 1967). Digital stochastic computers use probability as an 
analogue quantity— the probability of switching a digq'tal circuit. It has been 
demonstrated that randomly-switched digital logic circuits with statistically 
independent inputs may be used to simulate the conventional analogue opera­
tions of summation, multiplication, inversion and integration. The stochastic 
computer is not quite as fast as an analogue computer and it is not as accurate 
as a digtal computer but it posses.ses a speed-size-economy combination 
which cannot be matched by conventional machines (Gaines 1967 b). Recently 
some potential applications of the stochastic computer have been surveyed 
(Mars 1972).

Physical quantities within the stochastic computer are represented b}̂  the 
probability that a logic level in a clocked sequence will be ON. .Since proba­
bility varies from 0 to 1 mo.st physical variables have to be mapped into the 
allowable range of computer variables. The actual mapping u.sed substantially 
influences the siinplicit}' of the hardware required for a s])ecific computation. 
Of the possible mappings which have been investigated. (Gaines 1969) the 
mapping of most interest for the present stud}^ is the bipolar representation 
given by

?,(ON) = H I E
(1)

where — V. Here jj(ON) represents the probability of occurrence of
a pulse, E is the analogue input signal and P represents the maximum value of 
E.  For this mapping both positive and negative quantities may be represented 
on one line. Clearly for maximum positive quantity E =  V and ^(ON) =  l, 
and for maximum negative quaittity E =  — F, p(ON) =  0. Zero is represented 
by a logic level with an equal probability of being O X or OFF. The theoretical 
basis of stochastic computation is provided by finite state automata tlieory 
(Booth 1967, Mars 1968).

The output of a digital stochastic computer will generally be in the form 
of a non-stationary Bernoulli sequence. Such a sequence can be considered in 
probabilistic terms as a deterministic signal with superimposed noise. The 
output interface of the system must be able to reject the noise component and 
provide a measure of the mean value of the observed sequences generating 
probability. The interface must also be amenable to reasonably simply 
synthesis with digital logic circuits. If it is assumed that the variations of the 
original determinstic signal are low compared with the superimposed noise, 
then the signal may be extracted from the noise by conventional low-pass 
filtering. Of the digital methods available for low-pass filtering the technique 
of most interest for our investigations is tiiat of exponential smoothing (Brown 
and Meyer 1956, Brown 1962).

2. Theoretical analysis 
2.1. Exponential smootliing

The process of averaging may be described by the equation

(2)
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Here ( =  0 or 1) is the value of the input sequence at the ith clock pulse. 
For the estimate be unbiased

N&
I «i (3)

i = 0

If all the constants â  in eqn. (2) are equal, then eqn. (2) describes a moving 
average as given by A 8

or

Z ai = di,a=l
i = l

1

Any combination of the coefficients â  which obeys eqn. (3) may be used to 
form an average of the variables A^. If is considered to extend to infinity 
then eqn. (3) may be satisfied by considering the variables â  in the form of a 
geometric sequence. . Thus we have

CLn — QCCJ/-t
In this case

and if a < 1

Z O'i
i = l

setA*8—»

l-(

Z  “i
i = 1

Cleaiij" if a^=\ — o., the original eqn. (3) is satisfied. Under these conditions 
eqn. (2) reduces to

V_w =■- (1 — + a(l — + â(l ~ “)̂.Vs~2 + •••
+  a” ( l (4)

This method of averaging is known as exponential smoothing. If Sf repre.sents 
the estimate of the average at time t using exponential smoothing then eqn. (4) 
may be rewritten as

S ¡ — — a)A( +  o;[(l — a)A +  a(l — a) A ¡_2 +  • • • ]

=  ( 1  —  +

=  A , +  — A () (5)

Equation (5) states that the new estimate at time f is equal to the observation 
at time / plus a correction term muh i|)lied by a. The correction term is the 
difference between the latest observed value of the input, and the previously 
estimated value. The influence th.at the correction term exerts on the value of 
S; depends directly on the value of the parameter a. For a =  i, the estimate 
will be unclianged by the new' information, and for o; =  0 the estimate will 
simply assume the present value of the observed input.
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If a signal with a high noise content is to be averaged, the estimate, Ŝ , 
must be made insensitive to small random fluctuations by choosing a to be 
close to one. If on the other hand the signal has a fairly low noise level, a high 
value of a can be used, and any change in the input signal will be quickly 
reflected in the averaged input. Under all circumstances a compromise will 
be involved between the noise rejection and the bandwidth 'characteristics of 
the sjestem.

2.2. Analogue loiu-pass filtering
It is informative at this stage to compare the results obtained for exponen­

tial smoothing with the performance of a low-pass analogue filter. The voltage 
across a capacitor and a resistor connected in parallel depends on the rate of 
charging the capacitor. If the input to the parallel combination is a pulsed 
stochastic sequence then the voltage developed across the capacitor forms an 
estimate of the stochastic sequences generating probability. Each pulse in the 
stochastic sequence charges the capacitor by a fixed amount. The voltage on 
the capacitor can therefore only vary up to a certain maximum rate, and this 
rate is governed by the time constant of the circuit and the frequency of the 
master clock pulse. Due to the inabilitj'' of the circuit to respond to high 
frequencj" fluctuations, it serves to filter out any high frequency variations in 
the probability.

It may be easily shown that the output voltage across the capacitor is 
related to the stochastic input sequence by the equation

v. — vl-Al-b (A,v, («)
Here is the voltage corresponding to an ON logic level, and d ,  is the value 
of the logic level (U or 1) at time t. Ai represents the width of a pulse. Dividing 
eqn. (6) by and rearranging gives

p , = exp -
At

Pi-i + -exp -
Ai

w
A,

where

Thus

Vi
' A

Pl-1 = 'I-At
IF,

(7)
where o; =  exp { —[A //(/fC )]}. Equation (7) is identical to eqn. (5) derived for 
exponential smoothing and this illustrates the fact that exponential smoothing 
is equivalent to using a low-pass analogue filter to siqipress the high-frequency 
components of a waveform.

The digital synthesis in logic form of exponential smoothing is shown in 
Fig. 1. This circuit gives an output which is a measure of tlie generating 
probability of the stochastic iu])ut sec|uence. The circuit is sometimes called 
an A D D IE , which is an acronym for Adaptive Digital Element (Gaines 1967 a, 
Andreae 1968). The operation of the A D D IE  is dependent on both the 
stochastic iii])ut sequence and the probability of a feedback sequence obtained 
from the current state of the up-doAvn counter. If the probability of the



A  study of an output interface for a digital stochastic computer 641

input

I
C ounter

Com parotor

I PRPROS Generator

Figure 1. Noise ADD IE.

A D D IE  being in state i at time t is rr̂ {t), and the probability of changing from 
state i to state j  at time i is Tr̂ j{t) then the probability of being in state j  at 
time i +  1 is

N
TTj{t+l)= ■n-.i{t)TTij{t), i=l,2, j, N 

1 =  1

This shows that the operation of the A D D IE  can be analysed as a non- 
stationary Markov process, with n ĵ(t) being a probability matrix with the rows 
summing to unity. Tlie up-down counter’s inability to jump states provides 
a restriction on the operation of the A D D IE . Thus if the counter is in the 
initial state i, it can move to states i — 1 or f +  1, or it can remain in state i. 
It follows directly that

*1, I;-lW+7ri, {{t)+TT̂_ f
The inability to the A D D IE  to jump states is equivalent to the restriction 

in the analogue low-pass filter case of the capacitor only being able to change 
its voltage by a certain fixed amount. It is this constraint which introduces 
a degree of ‘ inertia ‘ in the system and provides the filtering action to 
stochastic sequences.

2.3 Steady-state analysis of the A D D I E
The counter of the A D D IE  will count up if both inputs are ON and down 

if both inputs are OFF. When the inputs are different no change of state will 
OCCU1-. Let the probability of the input seqimnce being ON at any clock 
interval be p and the probability of it being OFF be q. The A D D IE  is a chain- 
structured automation with iV-t-1 ordered states 0, 1, 2, n, N . It is
shown in Appendix I that if the input signal i.s a stationary Bernoulli sequence, 
the states of the A D D IE  will randomly fluctuate about a mean value given by

M--=Np (8)

The mean value will form an unbiased estimate of the input sequences genera­
ting probability and the distribution function of the A D D IE  states will be 
binomial as given by

^N\
(9)I D n

J.E. 5 E
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2.4. Transient response of the A D  D IE
Equations (8) and (9) describe the stcady-Mtate characteristics of the 

A D D IE . These equations may be used to derive an expression for the accuracy 
of the AD DIE in its measurement of a given stochastic secjuences generating 
probability. The statistics of the input stochastic secpience will not always be 
constant, and to assess the AD D IiTs capability,of dealing with non-stationary 
sequences it is necessary to determine its response to a step input.

Let n{t) be the state of the A D D IE  after t steps. It is shown in Appendix 
II  that the expected state of the A D D IE  after t steps is given by

(10)£{n{t)} =  N p ~ { N p - n { 0 ) }  [ 1 - -

Equation (10) indicates that the A D D IE  will approach a new level along an 
exponential path. A time will be reached at which the inherent raiidom 
fluctuations of the A D D IE  states will be greater than the term

{Âjp —n(0)} ( 1 —
N

A t this time meaningful readings may be taken from the A D D IE . Unless t 
is very large a bias term will exist clue to the exponential approach, and this 
bias term, may onty be decreased by decreasing the number of A D D IE  states N.  
Although decreasing the number of A D D IE  states increases the speed of 
response of the ADDLE to change, the error due to the random fluctuation 
of the A D D IE  states will also be increased.

ddie equivalence between the operating characteristics of the A D D IE  and a 
low-pass analogue filter may be illustrated by comparing the equations des­
cribing their transient response to a step input.

For the arialoglie circuit

1 -exp
 ̂ J

(11)
where

i' =  time in seconds 

T =  circuit time constant 

V  ̂=  v{t) as ¿-+CO

For the AD D  IE from eqn. (10) with ?2.(0) =  0 we have

1 ̂ '
E{n{i) }  =  Np 1 ■I- N (1 2 )

where i =  number of steps =  iJircot comparison of eqn. (11) and (12) gives

1 M  -1
f . k  1

Equation (12) may thus be rewritten as 

n{t) =  Np < 1 — exp ( 1V (13)
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By multiplication of the time-constant term — the A D D IE ’s
transient response can be equated to that of the analogue filter. However, 
due to the noise added by the feedback sequence the ADD IE will be less accurate 
than the analogue filter. A simple calculation given in Appendix I I I  shows 
that the variance of the analogue filter is given by {pq)f{2N — 1). The variance 
of the A D D IE  is obtained directly from eqn. (9) as [pq)jN. Thus for the same 
transient resjronse characteristics the analogue filter is 2 — 1 ¡N  times as accurate 
as the A D D IE  structure.

2.5. Relationship between bandwidth and accuracy
The frequency limitations of stochastic computing systems may be con­

veniently stated in terms of the 3 dB point of the A D D IE . 1’he time constant 
T of the A D D IE  obtained from eqn. (13) is

1

Thus the 3 dB frequencj^ is

clB — ~ i(J-n ( ^ N
(14)

If the error e of the A D D IE  is assumed to be the normalized standard deviation 
of the state distribution function, then

^-[n J
Clearly the maximum error occurs when p — q = Q-b. Thus

Cnmx =  0 ‘5(A")-i'2 (15)

The bandwidth may be related to tlie error by substituting eqn. (14) into eqn. 
(15) to give

dB
■■ / c '

 ̂=  0-5 I 1 — exp ( 10)

Figure 2 shows a graph of error e as a function of bandwidth normalized to 
clock frequency. Clearly the only method to reduce the slope of the graph to 
provide improved accuracy for a given bandwidth is to increase the value of the 
clock frequency f .̂

fc 3 0

20

5 10

100 200  300

Bondw idth  (Hz)

400 SCO

Figure 2. Percentage maximum error as a function of bandwidth. Clock
frequency =1  MHz.

5 E 2
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input &
Counter

Figure 3. BRM ADDIE.

• C lock

3. Binary rate multiplier ADDIE
All the anal}"sis so far has considered a noisy A D D IE  structure with a 

feedback signal consisting of a Bernoulli sequence. If alternatively a deter­
ministic feedback signal is used, the A D D IE  will still form an e.stimate of the 
injmt sequence's generating probability. The implicit assumption in stochastic 
computation of statistical independence between signals is still applicable even 
if one of the signals is deterministic. The deterministic feedback signal may be 
conveniently geirerated using a binary rate multiplier (BRM) in the feedback 
loop as shown in Fig. 3. To differentiate this structure from the noise A D D IE  
we shall refer to it as a BRM A D D IE . The output frequency, of the BRM  
is determined by the current state of the up-down counter and the clock 
frequency /,.. The generating probability of the feedback sequence is /i,//^. 
Due to the lack of random fluctuations in the feedbac.k sequence the distribu­
tion function of the A D D IE  states will be modified. In fact, as will be shown 
subsequently, the standard deviation is decreased compared with the noise 
A D D IE  and this provides improved accuracy'' without reducing the bandwidth 
of the interface.

The operation of the BRM A D D IE  can be classed as a non-Markovian 
process and hence theoretical analysis is extremely difficult. However it can 
be shown that a reduction in the standard deviation is to be expected and an 
expression which describes the extent of the reduction is developed beiov.'.

If the noise A D D IE  is in a steady-state condition the variance of the 
distribution function is dependent on the variance of the count-up/count-down 
signals to the up~down counter. If the probability of an input pulse is p, 
then the probability of a feedback puise is (1 — 3̂) due to the invertor in tire 
feedback loop. The standard deviation of tlie count-up sequence, o„, for the 
noise A D D IE  is thus

=  (17)

Similarly for the BRM A D D IE  the standard deviation of the count-up sequence 
cT|j is given by

(18)

Equation (17) represents the standard deviation of a sequence with proba­
bility ^(1 — p) computed over A  clock intervals. Equation (IS) lepresents the 
standard deviation of a sequence with probability p computed ever a sample 
size of (1 —;̂ 3)Â  clock intervals. The reduction in star.dard deviation, as 
expressed by a reduction factor 7?,,, is obtained directly from eqns. (17) and 
(18) as

R ^^=1 -c-Zl-
“ a., l - p

(19)
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Thus i?u is maximum Avhen p =  1 and decreases to unity as p tends to 0. Simi­
larly for the count-down lino the reduction ratio may be calculated as

m,] — — \ - p { l - p )

V
(20)

This reduction ratio has a maximum at p =  0 and decreases to unitj^ as p tends 
to unity. The resultant effect of both reduction ratios has been investigated 
experimentally for a range of input probabilities.

Deterministic Input Outout todigitol computer

Figure 4. Experimental system for measurement of distribution curves.

4. Experimental results
The experimental work is concerned with the steadj'-state and transient 

response characteristics of the two A.DEIE structures.

4.1. Steady-state characteristics
The basic experimental arrangement is shown in Fig. 4. A deterministic 

12-bit -digital signal is com])ared in parallel form with a 12-bit sequence of 
random pulses obtained from a PRBS genei'ator connected so as to generate 
a maximum, length se((uence (?n-sequence). The resultant serial output from 
the comparator is a probabilistic representation of the original deterministic 
signal. This serial stochavstic sequence is tb.en fed to the input of an A D D IE  
which provides an. estimate of the generating probability of the stochastic 
sequence. Typical state distribution curves for tire noise and BRM A D D IE  
structures for a range of input probabilities are shown in Figs. 5 to 8. Tlicse 
distribution curves were plotted by' connecting the output of the A D D f E to a 
P1)P 8E digital computer. A computer programme was devised which interro­
gated the A D D IE  states and stored the results in memory- locations directly 
equivalent to each state of the A D D IE . Each time the ADDTE entered a 
particular state, the number stored in the equivalent memory' location was 
incremented b\' one. A digital-to-analogue converter v/as arranged to provide 
an output by sweeping across the ordered locations. Due to its chain structure, 
the A D D IE  produces an output sequence which is positively correlated. 4.4iis 
correlation tended to obscure the true sliape ot the distribution function when 
computed over a short time interval. To avoid this problem the A.DDIE was 
sampled at a low rate compared to tlie fundamental clock frequency'.

The random number generator used for the experiments was a 28-stage 
shift regi.stcr with exclusive-OK feedback from stages 3 and 28. Two 12-bit 
random numbers arc required for the experiment ; one for the generation of the 
input sequence to the A D D IE  and one for the generation of A D D IE  feedback.
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Figure 5. Sampled distribution of states. Input probability =  1/16.

Figure 6. Sampled distribution of states. Input probability =  1/4.
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Figure 7, Sampled distribution of states. Input probability =  1/2.

Figure 8. Sampled distribution of statc.s. Input probability =  15/16.
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The 24 random bits used were arranged to be 24 consecutive bits of the m- 
sequence, and the shift register was clocked 32 times between the reading of 
eabh random number (Tauseworthe 1905). Thus if the clock frequency of the 
A D D IE  is 100 kHz, the register must be clocked at 3-2 jMHz .

The distribution curves for the noise A D D IE  shown in Figs. 5 to 8 approxi­
mate well to the binomial distribution. This is consistent with the theoretical 
predictions of § 2.3 (eqn, (9)). As predicted for the BRM A D D IE , for a given 
input probability a decrease in variance occurs. The effect is most pronounced 
with input probabilities in the region of 0-5. It may be observed that the 
distribution curves for the BRM A D D IE  are asymmetrical and a sharp dis­
continuity occurs at the mean value. This discontinuity is a characteristic of 
the BRM. It is due to a change of phase of the .sequence when the BRM  
changes from a ‘ one-all-zero ' state to a ‘ zero-all-one ’ state. The discon­
tinuity occurs at probabilities of 1 — 1/(2") and 1/(2") where n is an integer. 
For intermediate values of probability the distribution curves are s^mimetrical.

The A D D IE  structures provide a binary representation of the stochastic 
input sequences generating probability. As we have seen, this binary number 
will vary about a mean value and to obtain an estimate of the original physical 
variable it is necessary to apply the transformation E = Y { 2 p —l) obtained 
from eqn, (1). The actual arithmetic manipulation is best performed on a 
digital computer. Usually the digital stochastic computer will be interfaced 
to a digital computer and the digital computer may be used to improve the 
accuracy of the output interface of the stocha.stic machine by sampling and 
averaging. If the A D D IE  output is sampled N times and the average of 
the samples computed then the accuracy of the output is improved by the 
factor llx/h\.

Figure 9 shows typical errors for a range of input possibilities for both noise 
and BRM A D D IES. These results were obtained by sampling the distribution
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of ADD IE states 100 times and evaluating an average using the PDF 8E 
computer. The estimated value of the plrysical variable E is expressed as a 
percentage of the full-scale value V. The sampling technique permits the 
bandwidth-accuracy relationship to be adapted to a particular problem by 
initial specification of the number of samples.

The input Bernoulli sec{uences for the experiment were generated using 
independent random numbers. It was thought that negatively correlated 
random numbers might improve the accuracy of the BRM A D D IE  since its 
basic operation is that of acUlition. This technique is sometimes used for 
Monte-Carlo simulations, 'hhe result of generating a negative!}' correlated 
input sequence for the BRM ADDLE is also shown in Fig. 9. The maximum 
error for the BRM A D D IE  is of the order of ± 0 T % , and the improvement in 
accuracy is clearly evident. The correlated random number was generated 
by clocking the m-sequence shift register at the same clock frequency as the 
A D D IE . Negative correlation was achieved by negating all the secpiences 
except the sequence feeding the most sigjiificant of the counter.

4.2. Transient response characteristics
The responses of both tyjies of A D D IE  to a range of step inputs are shown 

in Fig. 10. These curves were obtained in real time using a 12-bit D /A  con­
verter and a graph plotter. It may be observed that the response of the BRM  
A D D IE  is almost identical to that of the noise A D D IE . The curves e.xhibit a 
close correspondence to the theoretically predicted curve obtained from eqn. 
(12). According to eqn. (12) the step response of the A D D IE  is related to the

Figure 10. ADDIE step response characteristics.-------BRM ADDIE,
noise ADDIE.
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Figure 11. Noise ADDIE step response characteristics as a function of number of 
states, (a) N =  1024, (6) xV =  2048, (c) iV =  4096.

VO -

■D 0-6
0-4

02

0-5 VO

Frequency ( Hz)

Figure 12. ADDIE frequency response characteristics, (a) /p=:100kHz, [b] 
76 kHz, (c) / ,  =  o0 kHz ; O, BUM ADDIE ; -h, noise ADDIE.

total number of states. This was verified experimentally using the noise 
A D D IE  and the results are shown in Fig. 11.

The frequency .response of both types of AD DIP] was measured for various 
clock frequencies and the results are shown in Fig. 12. As miglit be expected 
from the transient response results, little difference exists between the frequency 
response for both A D D IE 's and the results show a close correspondence to the 
theoretical predicted curve obtained from ecpi. (14).
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5. Conclusions
An experimental-and theoretical investigation has been performed of two 

types of adaptive digital elements suitable for use as an output interface for a 
digital stochastic computer. Compared with the noise A D D IE  the BRM  
A D D IE  has been demonstrated to -|)rovide an improvement in accuracy without 
reducing the bandwidth characteristics. From an economic viewpoint the 
BRM ADD.IE is marginalh’ cheaper than the noise A D D IE  using currently 
available digital integrated circuits. The BRIM ADDLE is to be used as the 
standard output interface in a digital stochastic computer, DISCO, presently 
under construction.

Appendix I
Distribution function of A D D I E  states

The generating probability of the feedback sequence is given by the state 
of the A D D IE , n. The probability that the feedback sequence is ON, is 
given by

N — n 
N

The probability of the feedback sequence being OFF is

ng'f=I-Pi =
'N

If 7T„(i) is the probability of being in state n at time t, then 

7T„(f+1) =  7r,̂ _;̂ (í) . [probability of counting up]

+  . [probability of counting down]

+  7T„(i) . [probability of no change]
Therefore

N  — 'ft -f 1
P ■ N

ft +1
- jV _

N — n ft
.V

( A l )

To test that this equation applies iii all cases, consider the extreme conditions 
when the counter is either empty or full up

Similarly^

TT̂ t -f 1) -̂ -.̂ -̂ ¿t)q

77,v(i + 1) = 7t,v-i(i)T + '̂ S)P

Thus eqn. (A 1) applies for extreme conditions.



Multipl3’ ing eqn. (Al) by 0" and summing from 0 to A* gives

Z + 1) = ̂  Z0 -iV I
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Therefore

+ T7 Z0
+;! Z

Z^Xi(i+i) = -̂  Z - sK(i) 0 0
A‘-l

+ § Z

A’ - 1
0

s =  n — 1

S = Ĵ + 1

Each summation may now be extended from 0 to N , as each ‘ missing term ’ 
has a zero coefficient.

In the steady state
77„(i+ 1) =7T„(0

Replacing s b\' 7i gives

Z  ̂Z - n ) T T ^  +N

+ Tr 1 Z Z( 0 0

= “I j Z  ̂) Z( 0 0

Let

+ ) Z - (0 - i) Zr 0

( 0 0

(A 2)

(?(0)= Z^%,
0
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N
Thus .

0A’
and G'{6) =  n9'̂ '~'̂ 7r.

0

Thus directly from eqn. (A 2)

Op +  q0{8):

Therefore

Since, when 0 = 1 ,  G{Q) =  1

N
[NG{d) +  {l-d)G'fB))  

G\e) Np
G{6) dp +  q

G{6) =  [pd + qŶ

Since is the coefficient of 0” in G{0) we have

'N 
n

7T„ ( A 3 )

The distribution function of states of the A D D IE  is thus binomial. It 
follows that if the in]iut signal is a stationary Bernoulli sequence, then the state 
of the A D D IE  will fluctuate about a mean value given by Np.  The mean 
value will form an unbiased estimate of the input sequences generating proba­
bility.

Appendix ii
Transient responses of A D D I E

Let nit) be the state of the A D D IE  after t steps. The expected change in 
state between steps t — 1 and t is given b}'

E{nit) — n[t— 1)} =  [probability of counting up]

— [probability of counting down ]

fA' -Trii - l )]  fra(i-l))

--P-
n{t— 1)
N

The average value of is

n{0) +  E{7i{l) — ?!,(0)}-l- E{n{2) — n(l)}-t- ... -t- E{n(t) — nit—l)] 

Thus the expected state of the A D D IE  after the first step is

i?{7!(l)} =  =  ?i(0)

E{n{2)} =  E{n{l)} + p -   ̂ ~  ^̂ ^
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E{n{t)]=p r  i  1 \ / 1 \ t - l r  1 1
+ . n { 0 )

Appendix III
Variance of analogue filter

Dividing eqn. (5) by V  ̂ and re-arranging terms gives

- M  ( -M\'S, = exp-^.S,_i + ( 1-exp-^ ) At
where

' n

Pveplacing exp [{ — àt)j{liC)] by (1 — 1/A )̂ and squaring gives

/ 1 f  1 1

By taking expected values and using the relationship

e{Aî )==£{AY'P

the above equation becomes

/■ 1 j-pVx + Tr-  +  ̂  N N
ITereforc

Thus

e{Str-p^^^^{p~p^)j:^^

variance =
p { l - p )  pq
2N-1 2N-1
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