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Abstract This paper clearly illustrates the working of different machine learning 
algorithms to determine the weather conditions. This involves the prediction of 
temperature by training with the pre-existing dataset of weather conditions on each 
day for around 40 years. This trained data is tested to evaluate the temperature of 
a certain day in the upcoming calendar by date or year. This illustration describes 
the comparison between different algorithm results and determines the most efficient 
algorithm. The algorithm involved were Linear Regression, Logistic Regression, and 
Clustering. These three algorithms involve different mechanisms such as predicting 
based on mean, probability, and grouping based on similar constraints. The model 
helps to select the most efficient algorithm which gives the approximate values nearer 
to accurate values. Though all the techniques involved in previous analysis are mostly 
based on mean analysis the result is almost approximate but under logistic regres-
sion, it either gives almost the accurate result or the wrong result. Here we introduce 
clustering since the date or year could be grouped under a certain condition where 
either based on the temperature of a certain year or the season.

Keywords:- Unsupervised data; Linear regression; Logistic regression; My Logit 
function

1 Introduction

Here in this work, the algorithms considered were Regression analysis implementing 
both linear regression and logistic regression and also clustering technique i.e. K-
means clustering. Weather prediction5 is all a different concept as we in the first 
place could predict that usually due to global warming and all the temperature rise 
from year to year increases. But the thing matters is at what rate does it affect and 
the range where it could lie and also the seasonal differences. Apart from this if
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sudden calamities occur how it could affect the weather i.e., in terms of temperature, 
humidity, precipitation, etc. To predict and analyse certain adverse effects we imple-
mented three different algorithms that were linear regression, logistic regression, and 
clustering.

1.1 Linear Regression

Linear regression is the linear representation of two different scalar values of which 
one is a dependent variable while the other is an independent variable. Here we 
predict1 the unknown variable with respect to the other known variables. Here in 
linear regression, the linear procedure helps to predict the rate of change of a 
dependent variable and the regression describes the point values or the approximate 
values. Moreover, the linear regression is linear3 not because of the rate of change is 
linear that is x is constantly dependent on y but because the theta or the relation is 
linear. There are different regression analysis8 besides linear based on the number of 
dependent variables and independent variables such as multiple linear regression, 
ordinal regression, or multinomial regression.

1.2 Logistic Regression

Logistic Regression is used to predict12,13 the data and explain the relationship 
between one variable with one or more ordinal and nominal variables. It is a 
predictive analysis2 and also a static model that uses a logistic function to 
determine a binary dependent variable, in logistic regression, the outcome is like 
continuous with many possible values but the outcome has only a limited number 
of possible values as results. Logistic regression implements the Logit function that 
is used in the method of classification.

1.3 K-Means Clustering

Clustering is like the most popular partitioning algorithms in clustering is the K-
means cluster analysis. It tries to cluster data based on their similarity. Also, there 
exist specific clusters and the data is grouped into the same clusters. There are a lot 
of clustering techniques like k-means clustering, hierarchical clustering, and fuzzy 
clustering11. Of all these k-means is most popular as it is easy to implement it over 
unknown groups of data from complex data sets. And from these unlabelled data the 
centroids of the k clusters as to label new data.



2 Procedure

2.1 Dataset Extraction

Here the dataset is obtained from the real-world weather conditions and this dataset 
consists of about 19 variables and thousands of records. The dataset consists of both 
dependent and independent values to implement three different algorithms as each 
algorithm is applied to the different number of independent variables. Hence the 
dataset is accomplished satisfying all these factors.

2.2 Linear Regression

In linear regression analysis the complete working depends on a linear curve that 
deals with one dependent variable and one independent variable. Here in this apart 
from fitting the linear line it also performs10 different steps namely analysing the 
correlation between the variables and the directionality of data, It estimates the 
model that is fitting the line for the values as per the axial dimensions and finally, it 
validates the usefulness of the fitting model. Linear regression also utilizes a linear 
formula.

Y = a + bx

where Y is the dependent variable as it depends on X,
X is the independent variable.

2.3 Logistic Regression

Logistic regression determines the relation between a dependent variable and one 
or more independent variables. These independent variables could be of any value 
like nominal value, ordinal value, or sometimes a ratio value. This is also similar to 
the multiple linear regression7 model. This is obtained based on probability values 
that are unlike in the linear regression here it uses an exponential function. We 
implement a maximum likelihood estimation function to obtain the best fit.

ln ⊂ p

1 − p
⊃= a + bx

p

1 − p
= ea+bx

p = ea+bx

1 + ea+bx



2.4 Clustering

Clustering asmentioned divides the unlabelled data into clusters. Initially, we specify
the number of clusters and now shuffle the dataset by deriving the centroid of each
cluster. Now shuffle the dataset again and again until there is no change observed in
the clusters ad data points. And finally, the goal of the k-means clustering is to find
groups of data under a label i.e., unlabelled to labelled data.

objective f unctiona J =
k∑

J=1

n∑

i=1

||x ( j)i − c j ||2

where k = Number of clusters, n = Number of cases, xi = case i, cj = Centroid 
for cluster j.

3 Flow Chart

3.1 Linear Regression

To perform certain linear regression analysis initially view the dataset and pre-
process the weather dataset. To perform regression analysis9 the data needs to have 
both dependent and independent variables and ensure that there is no relation 
between the two dependent and independent variables. Train the dataset with selected 
records of data that could be well equipped between different sets of values. Now to 
get into working fit the data model to linear model that is in the linear pattern. Now 
to display and check the certain values with a summary function. To predict the 
head, implement confidence and prediction intervals. Now terminate the function 
(Fig. 1).

3.2 Logistic Regression

For the working of logistic regression analysis extract the weather dataset4 and now 
obtain and analyse the dates and analyse the dates and temperature conditions. As a 
part of data pre-processing apply data visualization techniques and remove the 
misclassified data now similar to linear regression utilize the mylogit function to 
apply the regression analysis and determine the date and temperature analysis. 
Also, unlike linear regression which uses the simple linear term, it utilizes 
exponential coefficients with confidence interval fitting. Now to interpret the results 
by plotting the graph with results (Fig. 2).



Fig. 1 Linear regression
flowchart



Fig. 2 Logistic regression
flowchart



3.3 Clustering

To implement the clustering techniques whichever the algorithm was involved
initially install the libraries and view the dataset. Now pre-process the dataset and
visualize the data to remove the null variables if any exists. Apply K-means and
select any of the well-established algorithms such as Hartigan, Lloyd…. Now if the
algorithm exists to fit the methodology proceed with next step otherwise, repeat the 
application of the algorithm in otherwise conditions. Now obtain the column which 
you want to select. And now view the obtained clusters or plot the graph and analyse 
different temperatures and various constraints behind and now terminate the code 
(Fig. 3).

4 Results

4.1 Linear Regression

The main essence of the regression technique is the data set and here the dataset is 
a real-time dataset. I considered this dataset because it has a vast number of tuples 
predicting all the possibilities of a climate. In execution the dataset is completely 
read and displays the tuple data Now a set of data is set to be trained and the left is 
to be tested once the data is trained one can fix the data apart from which is trained 
is to text dataset. Now apply linear regression analysis i.e., lm to the tuples of a 
dataset whose relation is to be described and now here we get the summary as a 
quadrant representation with 4 quartiles Describing the minimum, maximum, first 
quartile, third quartile, and median values also with coefficient error values that is 
the deviation from expected results end the linear regression analysis to view this aa 
a plot based on the above-described analysis we plot them with respect to both the 
tuples selected earlier to fit. A linear fit is obtained describing the relation in a 
linear pattern (Figs. 4 and 5).

4.2 Logistic Regression

The dataset is the same as that used in linear regression analysis initially the dataset 
is being pre-processed and being checked for any missing values or out of boundary 
values. Consider the data and summarize it where u find the quartile values of each 
attribute involved. Besides I chose x for months from the dataset and then to proceed 
with the function that returns all the possible combinations of fog or fog temperature 
and more. And then a set of tuples that is years, months, and days of a year altogether. 
To interpret the logistic regression we consider the above tuples for a generalized 
linear model that on summarization gives us deviance values with respect to all



Fig. 3 Clustering flowchart



Fig. 4 Linear regression analysis

different months and also the quartile values for data interpretation. A confint() 
function gives various data with normality and co-efficiency. Then it describes the 
exponential result analysis and views the plot of the values in a logistic pattern which 
might be an s-shaped graph including all the deviations of errors on the analysis 
(Figs. 6, 7 and 8).

4.3 Clustering

Clustering involves different algorithms of which k-means is most widely used due 
to its well approximate clustering. Also, in k-means, the initial phenomenon is a 
bit similar to linear regression where the data is trained. Initially, the data is pre-
processed here the data is viewed and the data is viewed and several random sets 
are selected as a part of set data. We could select the number of clusters required



Fig. 5 Plots based on linear regression analysis years versus maximum temperature

in the asset of instruction along with certain k-means methodologies that are Lloyd, 
Hartigan, and others. Now based on a different technique that cluster interpretation 
differs and the cluster levels and values could be chosen with regard to certain iter-
ations and all. The cluster records could be selected again and be evaluated with 
respect to several interpreted methodologies and the clusters are classified (Fig. 9; 
Table 1).

5 Conclusion

I would like to conclude the whole work in terms of accuracy. So, I performed all 
the different algorithm analysis on the same dataset with the same number of tuples 
and records. We implemented Linear regression, Logistic Regression, and K-means 
Clustering to predict the different range of temperatures i.e., high, medium, and



Fig. 6 Logistic regression analysis

low. Hence the analysis and its results on invariant data determine the error rate and
accuracy where logistic regression is most accurate. Here we consider logistics as
a good way to optimize and predict the weather or temperature conditions mostly
from unlabelled as well as labelled also sometimes.



Fig.7 Deviances based on regression analysis



Fig. 8 Plots based logistic regression years versus maximum temperature



Fig. 9 Cluster-based on K-means algorithm

Table 1 Comparison of data distribution [6] over different quartiles in all three algorithms

S. No. Results Decision tree Random forest K-NN

1 Median values -0.4743 -0.3792 -0.4094

2 Residual error or
deviance

55% 80% 61.20219%

3 Accuracy error 50% 80% 0

4 Data handling Handles simple
linear data

Handles nonlinear
[3] and unlabelled 
data

Handles
unsupervised and
unlabelled data

5 Benefits Easy to
understand

Best results and
deals with multiple
data

Deals with any
group of data i.e.,
ungrouped or
unlabelled data
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