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Abstract

Nowadays, eXplainable Artificial Intelligence (XAI) is well-known as an important field in Computer
Science due to the necessity of understanding the increasing complexity of Artificial Intelligence (AI)
systems or algorithms. This is the reason why we can find a wide variety of explanation techniques
(explainers) in the literature, on top of some XAI libraries. The challenge faced by XAI designers here is
deciding what explainers are the most suitable for each scenario, taking into account the Al model, task
to explain, user preferences, needs and knowledge, and overall, fitting into the explanation requirements.
With the aim of addressing this problem, the iSee project was conceived to provide XAI design users
with supporting tools to build their own explanation experiences. As a result, we have developed iSee, a
Case-Based Reasoning-driven platform that allows users to create personalised explanation experiences.
With the iSee platform, users add their explanation experience requirements, and get the most suitable
XALI strategies to explain their own situation, taking advantage of XAI strategies previously used with
success in similar context. The iSee platform is composed of different tools and modules: the ontology,
the cockpit, the explainer library, the Explanation Experiences Editor (iSeeE3), the chatbot, and the
analytics dashboard. This paper introduces these tools as a demo and tutorial for current and future
users and for the XAI community.

Keywords
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1. Introduction

Nowadays, Artificial Intelligence systems (AI) help us overcome many daily tasks, in critical and
challenging domains, such as healthcare, manufacturing industry or security. Since these tasks
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have become crucial, the Al algorithms have been also developed to make them more accurate,
which has led to the creation of more complex algorithms but, consequently algorithms that
users find more difficult to understand [1]. To overcome this problem, eXplainabile Artificial
Intelligence (XAI) systems have bee developed, trying to meet the necessity to increase user
trust in Al and enhance their utility [2]. The research on XAI has grown by leaps and bounds
due to high interest from the Al community and, as a result we can find a wide variety of
explainability techniques (explainers) that can be applied to explain different AI models. The
variety of explainers has also given rise to a new challenge: XAI design users find it difficult
to know what type of explainers could be the best to implement, taking into account different
factors, when they need to explain their own Al models and problems in specific contexts.

The iSee project tackles this problem, offering a platform that includes several tools for
design users to find and build the best explanation strategies to apply in specific situations.
The iSee platform is a Case-Based Reasoning (CBR)-driven platform, where users can share,
retrieve, and reuse successful explanation experiences already applied in previous situations [3].
An explanation experience is understood as: (1) the set of needs, preferences, and constraints
required to know when applying an XAl strategy; (2) the XAI strategy (the solution), which is a
combination of explainers (answering users’ questions) that we have represented in a modular
fashion through Behaviour Trees (BTs); and (3) the evaluation of these strategies using feedback
from end users.

In this work we present a tutorial/demo of the iSee platform. In the following sections, we
first describe the fundamentals of the CBR cycle that drives the platform (Section 2). Later
we guide the utilisation of the iSee platform through its components and tools (Section 3),
and finally we draw some conclusions of the work (Section 4). At the end of this document
(Appendix A), we provide readers with links to iSee online resources.

2. The iSee Platform CBR Cycle

A CBR system is composed of four main steps: retrieval, reuse, revise, and retain. Here, we briefly
introduce the iSee CBR cycle process performed when a new use case is created in the platform.
Design users will carry out the following process through the iSee platform: they will create
their own use case where they are going to include all the information related to the specific
scenario that they expect explanation for (AI model and Al task, user types, users’ knowledge,
users’ intents, etc.). This is the requirements capture step that must be performed before
the CBR cycle itself. After that, users will get a tentative list of recommended strategies, which
are the XAl strategies successfully applied in the most similar previous situations (cases) that
the CBR engine previously stored in its case base). This is the retrieval step. The requirement
capture and the retrieval step are done in the iSee cockpit. Moreover, at this point, users have
the option of creating a personalised strategy by clicking on a button in the cockpit. The button
triggers the generation of an automatically adapted explanation strategy where explainers that
address specific questions are collected from neighbouring cases based on the similarity of
questions and we call this approach the transformational reuse step [4]. Thereafter, design
users can choose one recommended strategy to apply to their use case (iSee suggests the best
recommendation). However, they may need to edit this strategy if it is not fully applicable for



their specific use case (for example, the explainers in the strategy might not be applicable to
the Al model that they want to explain). Even if the strategy is applicable, design users may
want to change the recommended strategy according to their needs in a more personalised
way. These tasks can be carried out through the Explanation Experiences Editor (iSeeE3) and
constitute the constructive reuse step. Getting back to the cockpit, users can then design
evaluation questionnaires which will be sent to end users after those end users query and test
the explanation strategies. Once the use case requirements and the XAI strategy are ready,
design users can publish it as a complete use case, and send the solution to end users for
further use. This evaluation is done in the iSee chatbot. End users walk through the explanation
results through a chat, also answering the evaluation questionnaire designed by the design user.
Finally, design users can access the analytics dashboard, where they can view the results of the
questionnaire. This is the revise step and may lead design users to change their strategy if the
results are not successful, or may lead them to save the solution (retain step) in our case base
for other design users to use it with their own XAI problems if the results are successful.

The iSee platform also includes other tools and components that help to carry out this process:
the iSee ontology and the explainer library. The iSee ontology (iSeeOnto) defines the vocabulary
describing an explanation experience. The cockpit and iSeeE3 define the requirements through
the iSeeOnto definitions, and get the solutions in the retrieval and reuse steps using the semantic
knowledge provided by iSeeOnto. The explainer library, which contains 70 explainers, provides
users with the execution of the explainers, allowing them to view the explanation results during
the reuse and the revise steps. The platform also allows users to include their own explainers
using the cockpit through the description provided by iSeeOnto.

3. The iSee Tools

3.1. The iSee Ontology

The iSee Ontology (iSeeOnto)' [5] is the formalised representation of an explanation experience.
It contains all the vocabulary and relationships necessary to define an explanation experience;
we hope it may also help the XAI community guide the design of further explanation systems.

An explanation experience in iSeeOnto is described as a tuple (D, S,0). D defines the
description of the situation that we need to explain. We included the Al model and AI task
to explain, the end user profile, questions to answer, intentions, etc., and the explainability
requirements. The explainability requirements define the desired type of explainers that needs
to be included in the XAI strategy and which will frame the solution. The explainers are also
defined in iSeeOnto through concepts well-known in the literature, such as portability, scope,
concurrentness, data type, explainer implementation framework, among other features.

S is the explanation strategy that fulfils all the requirements included in the description D.
An explanation strategy constitutes the execution of an explainer, or a set of explainers, that
fit with the requirements in D. We have formalised an explanation strategy as a Behaviour
Tree (BT) since it is a mathematical model that can execute explainers in a modular fashion.

'Available at: https://github.com/isee4xai/iSeeOnto. Documentation available at https://isee4xai.github.io/iSeeOnto/
docs/explanationexperience-en.html
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Explainers and user questions will be in the leaves of the BT, while other composite nodes
(internal nodes) will determine the execution of the explainers. iSeeOnto defines all of these
terms and the relationships between them.

Finally, O is the outcome that we obtain when we evaluate S with real end users. Therefore,
it represents the user satisfaction and ‘goodness’ with S for the problem described in D.

3.2. The Explainer Library

The explainer library? is an API where we expose 70 explainers available “as a service”. This
library is used in the iSee platform (specifically in the iSeeE3 tool and in the chatbot) every time
we need to execute an explainer for design or end users to view the resultant explanation for
their use case. The API may be used as an independent tool, since other XAI researchers or
practisioners can make use of it, even without using the iSee platform.

iSee design users can even contribute to the explainer library: either because they want to
include an explainer for other iSee users to use, or because they need that explainer as a part
of the explanation strategy they want to shape in iSee. To do this, they need to include the
explainer code in the iSee explainer library GitHub repository and later link all the explainer
semantic information to iSeeOnto through the cockpit. This semantic knowledge, needed to
perform the retrieval and reuse steps in iSee, is driven by the concepts modelled in iSeeOnto. In
the cockpit, design users can see all the explainers already in the library (and all their semantic
knowledge) and there is a button which the design users can select to fill a form where they are
going to include the explainer knowledge.

3.3. The Evaluation Cockpit

The cockpit® is the tool where design users can access the main functionalities of iSee. First
users need to create an account on iSee, and login in. Once they have an account, they can start
using the cockpit. In the cockpit, design users can contribute to the explainer library, as we
have seen in Section 3.2, but the main task to perform in the cockpit will be the creation of an
explanation experience scenario linked to a specific use case. To do that, users will perform
the following process. They will create a use case: they will open a pop-up where they will
indicate the name, the domain and the goal of the use case. Once done, a new screen appears,
where the users fill a form (that is going to be introduced gradually). This form is the place
where they include all the explanation requirements, which are divided into three sections: the
Al model settings, the AI model upload, and the user personas. It is important to note that the
form is guided by iSeeOnto, i.e., users will select an option in most of the fields regarding the
concepts defined in the ontology. This is going to facilitate the retrieval step since iSee can see
the similarities between the user requirements and previous cases.

The Al model setting section includes the Al task to explain, the Al method to explain, the
data setting (dataset type, data type, number of features and number of instances), and model
performance values (metric type and metric value). In the Al model upload section, users can
include the model via an API URL, or via a model file. In this case, users need to include the file,

?Available at: https://github.com/isee4xai/iSeeExplainerLibrary
3 Available at: https://cockpit-dev.isee4xai.com/. Code available at https://github.com/isee4xai/iSeeCockpit
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Figure 1: Cockpit screen to set the evaluation questionnaire for an intent and persona.

indicating its implementation framework, and a sample dataset file, where they will also indicate
the data features, i.e., the type of features and possible values. Within the user persona section,
the design users can create multiple personas. They have to indicate the persona name and
their task domain and Al knowledge levels. Moreover, for each persona, they will add as many
questions as they need from a list of questions related to an intent (user goal). These questions
are the ones that user persona expect to get answered by reading the explanation generated
by iSee. For each question, the design user will retrieve a recommended list of explanation
strategies. To obtain the list of explanation strategies, we make use of CloodCBR*, a CBR tool
that will compare the use case requirements provided by the design users —added through the
cockpit— with the descriptions of previous cases. This list of explanation strategies will frame
the XAI strategies of the most similar cases, from the iSee case base, to this specific use case.
After retrieving the list, the design users will select one of them (after personalising it using the
iSeeE3 tool should they wish to —see Section 3.4, or after personalising the strategy by clicking
on a button to carry out the transformational reuse, where the explainers in the strategy are
chosen be more suitable for the questions to be addressed). Then, they will include an evaluation
questionnaire to evaluate that strategy for this specific intent and persona (see Figure 1). The
questionnaire might be created by the design user or imported, using state-of-the-art questions
that measure the end users’ satisfaction, ‘goodness’ or trust (for example, the Explanation
Satisfaction Scale (Hoffman) [6]). The design users will need to complete this task for all their
user personas, and their intents. Once everything is included, the design users will publish the
use case. Doing this, they are allowing end users to evaluate the explanation strategy through
the cockpit (see Section 3.5).

3.4. The Explanation Experiences Editor

The Explanation Experiences Editor (iSeeE3)° [7] is the tool that allow design users to create
their own explanation strategies, i.e., build their own BTs. It also allows them to execute the

*Available at https://github.com/isee4xai/iSeeCloodCBR
*Code available at: https://github.com/isee4xai/ExplanationExperienceEditor
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resulting strategy on sample data instances: they can see the Al model prediction for their use
case, and the explanations that are going to be retrieved by that explanation strategy. Although
design users can create their own BTs from scratch using this tool, the iSeeE3 main functionality
is to carry out the CBR constructive reuse step. The explanation strategies recommended by
the cockpit might not be wholly applicable, or maybe the design users want to change some
elements according to their preferences or needs. iSeeE3 include several functionalities to help
them fix the strategies. Opening the iSeeE3 from the cockpit, the design users can access the
recommended strategy (i.e. BT). They can modify it by hand, dragging components (composite
nodes, or explainers). However, the reuse process might not be straightforward to design users.
So there are two main functionalities within the tool to help users perform the reuse task more
automatically: they can substitute individual explainers in the BT, or substitute whole subtrees.
Both tasks can be done in a guided or automatic way.

The non-applicable explainer substitution consists of finding the most similar explainer (from
our library) and replacing the explainer that is not applicable by the one that has been retrieved
and that is actually applicable for the use case. In the guided mode, the user can pick the
explainer substitution from a list of recommendations. In the automatic mode, users will click
on a button and the non-applicable explainer will be replaced by the most similar and applicable
one. The similarities between explainers and the applicability filtering are driven by the semantic
knowledge from iSeeOnto. In the same way, users can substitute the whole tree. With the
guided mode, users can pick one applicable BT (i.e. a BT where all explainers are applicable)
from the list of the most similar BTs recommended by the tool. The recommendation list comes
from the case base and it is calculated using a Levenshtein Edit Distance that also includes
semantic knowledge from the explainers. With the automatic mode, the BT will be replaced by
the one that is most similar to the one to replace, should this replacement be applicable. For
both functionalities iSeeE3 also includes a form where users can indicate the type of explainers
that they want in their BT. For instance, they might say that they want explainers that generate
counterfactual explanations, or explainers that show explanations using heatmaps. Furthermore,
the tool includes a button that will advise users whether the resulting BT structure is correct in
terms of iSee rules.

3.5. The Chatbot and The Analytics Dashboard

Once a design user has built a specific use case (i.e. once the requirements and the explanation
strategies are defined), end users will access the cockpit to evaluate its explanation strategy.
The evaluation can be done through two tools: the chatbot and the analytics dashboard.

The chatbot performs the explanation strategies established by the design user. The chatbot
is interactive: end users have to pick from possible answers to the questions that the chatbot
asks them. First the end users will start by selecting the user persona that corresponds to them.
Second, they will choose whether they want to upload a data instance or use inbuilt sampling
method to select a data instance. Third, the chatbot will show the end user a prediction made by
the Al model. The Al model is the one uploaded by the design user, and is executed through the
dataset also provided by the design user. Then, the chatbot shows the questions established by
the design user for that user persona (see an example in Figure 2). The end user will choose one
question, and then the chatbot (following the execution workflow specified in the explanation
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Figure 2: Explanation provided by iSee for a sensor anomaly detection use case.

strategy as a BT) will show the explanations one at a time. The user can choose to ask more
questions (if any) or finish the process. In this case, the chatbot will allow users to answer
the evaluation questionnaire that the design user has defined during the use case definition,
finishing the process.

The answers from the end users for the evaluation questionnaire, combined with explanation
strategy data, are available to the design users in the analytics dashboard. In this dashboard,
they can see data such as the total number of interactions with the chatbot for this use case,
and the number of interactions by persona. Also for each persona, the design users can view
the number of interactions with each intent, the explainers performed, the answers to the
evaluation questionnaire and the individual experience, i.e. the time spent by each end user in
every step provided by the chatbot (explained in the previous paragraph). Together, interactions
data allows design users to analyse how explanations were perceived by end users during their
user experience.

4. Conclusions

The iSee platform is a CBR-driven tool that allow XAI design users to share, reuse and build
personalised explanation experiences. Design users can: (1) determine the XAI problem that
they need to solve for a specific use case; (2) obtain a personalised recommendation of previous
successful explanation strategies for their problem; (3) build and personalise their own explana-
tion strategies; (4) evaluate the resultant explanation strategy for their use case with real end
users; and (5) share their explanation experience with other design users. In this work, we have
described the iSee platform, and the tools and components that compose it. The main objective
of the iSee platform is to be a useful tool for Al researchers and industry practitioners in order
to encourage explainable and trustworthy Al During the iSee project, we have completed three
real world use cases successfully using the iSee tools: radiograph fracture detection, sensor
anomaly detection, and telecom tasks blockers diagnosis. We also have studied about 10 use
cases in other domains. Thanks to these evaluations, we have confirmed the iSee platform



utility for the XAI community. In the future work, we might look into ethical considerations
to make sure users understand the risks involved when using Al systems or the iSee platform.
Finally, we expect iSee to become more popular in the following months, so we can try our
platform for different use cases, enriching the case base, and providing more different types of
solutions, improving the platform itself as a consequence.
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