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Abstract—Particle size estimation is key to understanding
carbon fluxes and storage in the marine ecosystem. Images of
particles provide much information about their size. A subsea
digital holographic camera was used to image particles in vertical
trajectory in South Georgia. The holograms were processed using
a rapid hologram processing suite that extracted focused particle
vignettes from these raw holograms. A machine-learning-based
method has been developed to analyse the particle size informa-
tion from these vignettes. To be specific, a structured-forest-based
model trained on a group of synthetic holographic particle images
is used to detect the particle edges in these vignettes. Following
that, a set of pixel-wise morphology operators are used to extract
particle regions (masks) from their edge images. Lastly, the size
information of the recorded particles can be calculated based on
these mask images. The proposed method has been evaluated on
a group of synthetic holograms and real holograms, compared
with the other ten methods, including four edge-based methods,
four region-based methods, a thresholding-based method, and a
Kmeans-based method. The results show that our method has
the best performance regarding accuracy and processing time. It
reaches ∼0.7 of mean IoU and ∼25 s of running time on the 1,000
test vignettes. In terms of qualitative analysis, the regions of the
given examples extracted by the proposed method closely match
the real particle regions. We also use this method to analyse the
size distributions of two profiles, and some generic results are
given in this paper.

Index Terms—subsea digital holography, size estimation, par-
ticle size distributions, hologram processing, machine learning

I. INTRODUCTION

Accurate determination of the size and abundance of par-
ticles in the ocean, such as plankton and detritus, is critical
for understanding the ocean food web and carbon cycle. A
critical parameter when analysing ocean plankton and particles
is size, as size strongly influences the role of organisms in
the marine food web [1] and the role of particles in ocean
carbon storage [1-3]. Recent advances in technology now
allow broad-scale monitoring of plankton and particles in situ
using underwater camera systems [4-6]. Images of particles
provide much information about their abundance and size.
However, while the collection of images has advanced rapidly,
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the analysis of these images is still relatively slow, leading to
often long delays (up to years) between image collection and
interpretation. In addition, correctly determining the size of an
imaged particle remains a challenge [7].

Lensless in-line digital holography (LIDH) [8] is an ad-
vanced technique which has been widely used to image
microscale marine particles [9] (typically micrometre to mil-
limetre scale) due to its high resolution (typically several
micrometres), large depth-of-field (several millilitres in LIDH
[10]), and large sampling volume (typically in the scale of
millilitres). While other imaging techniques, such as pho-
tography, usually rely on high-magnification lenses to image
small particles in good resolution, which causes a significant
reduction of the depth-of-field and by reference, the sampling
volume. Large depth-of-field imaging can resolve the issue of
particle size bias introduced by measuring particles at a limited
depth-of-field (where the particles are potentially out of focus)
[8,11].

Accurate particle region extraction from holograms is key
to estimating the size of particles imaged by a holographic
camera. Traditional image processing methods (e.g. thresh-
olding [7]) typically struggle to segment particle regions from
holographic images due to increased background noise. Ma-
chine learning has been shown to be an efficient approach for
image segmentation in images with a noisy background [12-
14]. However, this approach requires many human annotations
for training which is generally time-expensive: to generate
accurate training data, humans typically have to carefully
trace objects of interest to ensure that all target pixels are
included. With good training data typically requiring hundreds
of images or even more, such workflows can be impractical
for holograms owing to time-consuming reconstruction and
auto-focusing. An alternative to human-generated training data
is synthetic holographic data created based on the masks of
existing particle images. Such a method reduces the time
not only for reconstructing and auto-focusing particles in
holograms because their recording distances are known but
also for the annotations of particle regions. Here, we explore
whether synthetic holograms are a useful alternative to human-
annotated training data for image segmentation and object



region extraction in holograms.
In inline holography, the silhouette of a particle is mainly

recorded, that is, the edge information of a particle is more
reliable than its inner information in the image [15]. In addi-
tion, substantial noise is distributed across the entire image,
and this could result in worse segmentation when more pixels
are involved. Therefore, it should be more reliable to segment
holographic images based on particle edges than regions.
Owing to high accuracy, good generalisation, fast speed and
no requirement on the input size, the state-of-the-art edge
detection method based on a structured forest [16] is used to
detect the particle edges in reconstructed holograms, which is
trained on a group of synthetic holographic data. The particles’
regions (masks) are then extracted from their edge images, and
their size is calculated based on the extracted masks. Three
main contributions are made in this paper:
(1) Produce a synthetic holographic training dataset of marine
particles and explore whether it is an alternative to human-
annotated training data for object edge detection in hologram.
(2) Investigate eleven region extraction methods, and compare
their performance on synthetic and real holograms.
(3) Develop a pipeline for extracting the size information of
marine particles from holograms recorded by a holographic
camera regarding accuracy and time efficiency.

This set of approaches have been used to analyse the PSDs
of two vertical profiles imaged in an open ocean site.

II. DATA COLLECTION AND PROCESSING

A commercial submersible digital holographic camera
(LISST-HOLO, Sequoia, US; some of its optical and configu-
ration parameters [17] are given in TABLE I) was deployed to
collect vertical profiles of marine particles near South Georgia
(cruise DY086) as part of the UK COMICS (Controls over
Ocean Mesopelagic Interior Carbon Storage [18]) programme
in Nov/Dec 2017. This camera records high-resolution inline
holograms of microscale particles using a collimated laser
beam. The camera was mounted on the ”Red Camera Frame”
and deployed to 230 m in each profile recording a hologram
with a volume of 1.86 mL every 1.2 - 2.5 m. Two profiles
(Event 034 with 695 holograms and Event 098 with 253 holo-
grams) from this cruise are used to evaluate the performance
of the proposed size estimation method.

TABLE I
SOME OPTICAL AND CONFIGURATION PARAMETERS OF LISST-HOLO.
THE CAMERA RECORDS INLINE HOLOGRAMS USING THE COLLIMATED

BEAM FROM A 658 NM LASER. THE RECORDING DISTANCE RANGE FROM
THE SENSOR IS 28 - 78 MM IN THE AIR. THE SENSOR (HOLOGRAM)

DIMENSION IS 1600 × 1200 PIXELS, AND ITS PIXEL PITCH SIZE IS 4.4 µM.

Parameters Values
wavelength 658 nm

illuminating light collimated beam
recording structure inline

Recording distance range
from the sensor (in the air) 28 - 78 mm

hologram dimension 1600 × 1200
pixel pitch size 4.4 um

particle size range 25 - 2500 um

To visualise the recorded particles in digital holograms, the
holograms need to be first reconstructed numerically on a
computer using a reconstruction algorithm, such as Angular
Spectrum [8]. Additionally, a focus measure [19] is needed to
detect focussed images of recorded particles.

The particle image extraction suite (named FastScan) [20]
developed by the University of Aberdeen, can rapidly re-
construct and auto-focus inline holograms recorded using
collimated laser beams, and output the vignettes of imaged
particles. FastScan uses Angular Spectrum as the reconstruc-
tion algorithm. It also has a robust algorithm based on contour
gradient [15] to auto-focus and extract recorded particles in
holograms. The algorithms are implemented using parallel
computation on a powerful Field Programmable Gate Array
(FPGA) such that it demonstrates a very high processing speed
(838 Mp/s [20]).

FastScan was used to process the holograms of the two
profiles in this work. 3257 and 1572 particle vignettes were
extracted from the holograms in Events 034 and 098 respec-
tively, and several extracted particles are shown in Fig. 1.

Fig. 1. Sample particle vignettes extracted by FastScan in the two profiles
showing different types of plankton and particles. Note the intricate details
on a noisy background.

III. METHODOLOGY

In our work, the workflow consists of three steps for
estimating particles’ size in their vignettes, as shown in Fig.
2. First, a set of synthetic holographic data is created as the
training data, including reconstructed particle vignettes and
their ground-truth edge images. Secondly, the edge-detection
model is trained using the training dataset. Lastly, the trained
model is used to detect particles’ edges in real holograms, and
a morphology operation is then carried out on the edge images
to estimate the size information of the particles.

A. Synthetic holographic data

Each synthetic hologram is simulated based on the param-
eters of LISST-HOLO (TABLE I). Marine particle images
recorded by ZooScan [21] are adopted as the target images
to simulate holograms due to their noiseless background and



Fig. 2. Workflow to estimate the size information of particles in the particle vignettes. Three steps are contained in this workflow: data simulation in the
green box, model training in the purple box, and edge-based region detection and size estimation in the orange box.

similar shape and resolution to objects imaged by LISST-
HOLO. 877 marine particles imaged by ZooScan are binarised
and used as the target pool. To simulate a synthetic hologram,
up to 10 particles are randomly selected from the pool and their
recording distances are randomly decided within the system’s
recording optical path (28 and 78 mm depth from the camera
sensor in the air). Each particle is positioned at least 50 pixels
away from each edge of the hologram. Details of each particle
in its synthetic hologram (size, location and recording distance
from the sensor) are stored. The dimension of each full-size
synthetic hologram is the same as the holograms recorded by
LISST-HOLO (1600 × 1200 pixels). Holograms are simulated
using the Angular Spectrum method. Noise is added to the
simulated holograms by taking real holograms without any
targets and superimposing them as background noise in the
simulated holograms.

B. Edge detection

The authors in [16] built a random forest consisting of eight
decision trees. In each tree, the maximum depth is 64, and
the numbers of positive and negative patches are 5x105. To
increase the diversity of the trees and edge-detection accuracy,
the trees are trained independently and the features and splits
are randomly subsampled when training each node in each
tree. Structured learning was used to map the edges between
the input and output images in each tree. The eight trees are
combined as a random forest to achieve robust outputs, and
the overlapping edge maps are averaged to obtain a soft edge
response. Piotr and Lawrence shared their codes on https://
github.com/pdollar/edges.

C. Region extraction and particle size estimation

The edge-detection model outputs the soft edges for each
input particle image, that is, in the output edge image, a pixel

with a higher value could be an edge pixel with a higher
probability, as shown in Fig. 3. Therefore, the output edge
images from the model need to be further processed before
extracting the particle size information from them.

A set of pixel-wise morphology operators are used on
the outputted edge images. Since each edge image has high
contrast between the particle edges and the background (Fig.
3), Otsu [22], a very fast binarisation method based on the
intra-class variance between the foreground and background
is used to determine the edge pixels in each edge image. To
obtain the particle mask, the operation of hole filling is used
to fill the holes surrounded by edges in the binarised edge
image. Subsequently, two steps are implemented to remove
regions that are too small: image opening using a disk-shaped
structure element with a diameter of 5 pixels 1 and removing
the regions that are smaller than 25 pixels 1. The last step is
to merge the regions which are within 5 pixels distance from
each other in the binary image. The particle regions/masks are
then extracted from the original edge image. The particle size
features in a given vignette can now be calculated based on
the extracted regions.

In this work, the equivalent spherical diameter (ESD) [7]
is adopted to describe the size of particles. This concept
describes the size of an irregularly shaped object using the
diameter of a sphere which has the same area as the object. It
is calculated as:

ESD =
√
Ap/π (1)

where Ap is the area of the particle which is calculated as
Ap =

∑
i,j R(i, j) × (4.4 µm)2 with R indicating a particle

125 µm/4.4 µm ≈ 5 and π(25 µm/2)2/(4.4 µm)2 ≈ 25, where 25
µm is the minimum recognition size and 4.4 µm is the pixel pitch size in
LISST-HOLO.



Fig. 3. A plankton hologram (a) and its soft edges (b) detected by the
model. The sidebar in (b) indicates the intensity of each pixel’s response
as an edge pixel: a pixel with a higher value could be an edge pixel with a
higher probability.

mask image and 4.4 µm indicating the pixel pitch size of
LISST-HOLO. Since LISST-HOLO can only detect particles
whose ESDs are in the range from 25 to 2500 µm, those
particles whose ESDs are not in this range are omitted when
estimating particle size.

IV. EDGE DETECTION AND REGION EXTRACTION

A. Image datasets

Two datasets are used to evaluate the performance of the
edge detection model. Since the structured forest trained
on the Berkeley Segmentation Data Set 500 (abbreviated to
BSDS500) [23] shows good generalisation [16], this dataset
is used in our work to check if the model trained on it
could enable edge detection in holograms. The other one is
comprised of synthetic holographic images.

BSDS500. This dataset is a standard benchmark for edge
detection. It consists of 500 natural images with annotated
boundaries collected from 30 human subjects. Amongst them,
200 images are used for training, 100 for validation, and
the remaining 200 for testing. Since the purpose is to detect
particle edges in holograms in this work, 500 images are all
used as the training data.

Synthetic holographic data (SHD). One thousand synthetic
holograms are created using the method described in Sec-
tion III-A. Each simulated hologram is reconstructed at the
distances where the particles are recorded. Each particle’s
holographic vignette is extracted from its reconstructed holo-
gram based on its target image size and location in the
raw hologram. 3,000 particles are randomly selected as the
other training dataset. We choose this number because the
performance of trained models on edge detection doesn’t
obviously change when more than 3,000 particles are used
to train the model in our test. Their reconstructed holographic
vignettes and edge images are used as the input and ground-
truth images when training the model, as shown in Fig. 2.

1,000 pairs of reconstructed particle vignettes and edge
images are randomly selected from the synthetic dataset as
the testing data. They are used to test the edge detection
performance of the structured forest. Their mask images are

also needed when testing the region extraction performance of
the proposed method.

Real holographic data. The 3257 and 1572 particle vignettes
are respectively extracted from the holograms in the profiles
of 034 and 098. Their size is calculated using the proposed
method.

B. Evaluation measures

As well as time efficiency, the accuracy efficiency of region
extraction is evaluated using the Intersection over Union (IoU).
IoU is a primary metric to measure the accuracy of region
extraction, and it is computed as the ratio of the overlap of the
predicted region (r) and ground truth (gt) to their combination,
as:

IoU(r, gt) = TP/(TP + FP + FN) (2)

where TP indicates the intersected area between r and gt as
TP = r ∩ gt, FP indicates the predicted area r out of gt as
FP = r ∪ gt− gt, and FN indicates the area in gt but not in
r as FN = r ∪ gt − r. A perfect overlap of predicted region
r and ground truth region gt has an IoU of value 1.

Since the structured forest outputs the soft edges (not binary
edge image) of inputs, IoU cannot describe the accuracy
of edge detection. Therefore, the Structural Similarity Index
Measure (SSIM) [24] is used to evaluate the performance
of edge detection. SSIM measures the similarity between
two images based on three features: luminance, contrast, and
structure. Therefore, it can better evaluate the image similarity
than measures that are calculated only based on the intensity
of corresponding pixels in two images. SSIM=1 indicates that
the two images are the same; the smaller the value is, the more
different the two images are. SSIM is calculated as

SSIM(r, gt) =
(2µrµgt + C1)(2σr,gt + C2)

(µ2
r + µ2

gt + C1)(σ2
r + σ2

gt + C2)
(3)

where µ and σ indicate the mean value and standard deviation
of an image, σr,gt is the covariance of two images; C1 and
C2 are two small constants to stabilise the division with a
weak denominator that are calculated by C1 = (K1L)

2 and
C2 = (K2L)

2 where K1 = 0.01, K2 = 0.03, and L = 255
for 8 bits/pixel images.

All the algorithms used in this work are interpreted using
MATLAB R2022a (license: 40924637), and they run on a
computer with a processor of 11th-Gen Intel(R) Core(TM)
i7-11850H and RAM of 32 GB.

C. Test and results

Effect of training data on edge detection: Since the struc-
tured forest shows a good generalisation in the original work,
we want to check if the model trained on the dataset of
BSDS500 could also work well on detecting particle edges
in holographic data. Four training datasets are prepared:
BSDS500 (the standard benchmark dataset of 500 images),
SHD500 (a subset of 500 images randomly selected from
the training synthetic holographic dataset), SHD3000 (the



whole training synthetic holographic dataset of 3,000 images)
and BSDS500+SHD3000 (a combination of BSDS500 and
SHD3000). The model is trained on each training dataset, and
the trained models are then tested on the test dataset of 1,000
synthetic particle holograms. The output edge images are
compared with the corresponding ground-truth images using
SSIM. The performance results are shown in TABLE II. The
model trained on SHD500 outperforms the model trained on
BSDS500, which shows that it is necessary to train the model
on holographic data when it is used to detect particle edges in
holographic images. In theory, training the model with more
data would result in better performance. No improvement is
apparent when more than 3,000 images are used. The models
trained on SHD3000 and (BSDS500+SHD3000) give nearly
the same mean similarity value. Therefore, it is unnecessary
to train the model with extra non-holographic data. In the
following work, the model trained on SHD3000 will be used.

TABLE II
PERFORMANCE EVALUATION OF THE MODEL ON EDGE DETECTION ON

THE TEST SYNTHETIC DATASET WHEN IT IS TRAINED ON THE FOUR
DIFFERENT DATASETS.

Training
datasets BSDS500 SHD500 SHD3000 BSDS500+

SHD3000
Mean SSIM
in test data 0.7028 0.8257 0.8319 0.8322

It is worth mentioning that on each training dataset, five
models are trained, and they give the same SSIM value when
running on the synthetic test data. This result shows that the
structured forest is easy to be trained, and the trained models
perform consistently well.

Comparison with other methods on region extraction: In
the proposed method, the structured forest model (trained
on SHD3000) is used to detect object edges and the pixel-
wise morphology operation (described in Section III-C) is
carried out to extract regions from given images. The proposed
method is compared with ten other methods in terms of region
extraction on the test dataset (1,000 vignettes), including four
edge-based methods (cannyEdge, sobelEdge, prewittEdge,
robertsEdge; [25] in each method, the corresponding edge
detector(s) are used to detect object edges, and the proposed
morphology operation is used to extract the regions based on
their edges), four region-based methods (activeContour [26],
and regionGrowing [27], SRegionMerging [28], watershed
[29]), a thresholding-based method (OtsuThresholding [30]),
and a Kmeans-based method (KMeans) [31]. The two steps
described in Section III-C are lastly used to remove too small
regions in outputted masks from each compared method.

TABLE III shows the region extraction performance of all
the methods on the test dataset in terms of accuracy and
running time. The mean of IoU measures accuracy, and the
standard deviation (std) reflects robustness in this work. The
proposed structured-forest-based method for region extraction
significantly outperforms the other 4 edge-based methods in
terms of accuracy and robustness. SRegionMerging is the
best region-based method, and its mean IoU of 0.6798 is

slightly smaller than structuredForest’s value of 0.6922. But,
its robustness is lower compared with structuredForest (0.2721
and 0.1491, respectively). Similarly with KMeans, though the
mean of IoU (0.6661) is close to structuredForest, its std
of IoU (0.2596) is larger than structuredForest. Amongst the
4 methods whose mean of IoU is higher than 0.6 (struc-
turedForest, SRegionMerging, KMeans, OtsuThresholding),
OtsuThresholding performs the worst with a mean of IoU of
0.6205. Regarding the running time, except for activeContour
and SRegionMerging (473.1 seconds and 396.4 seconds, re-
spectively), the remaining 9 methods can all process 1,000
particle images within 50 seconds. Although structuredForest
is not the fastest method whose running time is ∼11.55
seconds, it is still acceptable costing ∼25 seconds to process
1,000 images even in the real-time data processing. Overall,
the proposed method performs the best amongst the given
methods in extracting regions from images in the test dataset.

TABLE III
PERFORMANCE OF THE METHODS ON REGION EXTRACTION ON THE TEST
SYNTHETIC DATASET (1,000 IMAGES) IN TERMS OF THE EFFICIENCY OF
ACCURACY AND TIME. THE HIGHLIGHTED VALUES INDICATE THE BEST

RESULT BASED ON THE CORRESPONDING MEASURE.

Methods mean of IoU std of IoU Running time ∗ (s)
structuredForest 0.6922 0.1491 25.28

cannyEdge 0.4692 0.2672 13.28
sobelEdge 0.5301 0.3555 11.55

prewittEdge 0.5363 0.3525 11.76
robertsEdge 0.4692 0.2672 13.37

activeContour 0.4136 0.3196 473.1
regionGrowing 0.2368 0.2488 396.4

SRegionMerging 0.6798 0.2721 41.09
waterShed 0.5942 0.3132 25.02

OtsuThresholding 0.6205 0.2980 14.68
KMeans 0.6661 0.2596 19.62

∗ The average image size in the test dataset is 127 × 387.

Since it is difficult and time-consuming to prepare a group
of benchmark regions in real particle holograms, quantitative
evaluation of the eleven methods mentioned above on region
extraction is not implemented in the real holographic dataset.
We randomly selected five images and ran the methods on
them. Their resultant regions are shown in Fig. 4. Qualitatively
analysed, the performance rank of the methods is similar
to the results when they ran on the test synthetic dataset:
regionGrowing (in (h)) performs the worst; cannyEdge (in (c)),
robertsEdge (in (f)), and activeContour (in (g)) fail to exact the
particle regions except for in the last image; structuredForest
(in (b)), SRegionMerging (in (i)), OtsuThresholding (in (k)),
and KMeans (in (l)) outperform the other methods to extract
the regions from the five examples; amongst them, structured-
Forest appears to be the best method, and the extracted regions
most closely match the particle areas in the original images,
even when there is more than one particle in the image.

Based on all the results shown in this section, the proposed
method has the capability to rapidly extract the particle regions
from holographic images.



Fig. 4. Region extracted by the eleven methods from five example vignettes in the prediction dataset. (a) - original vignettes, (b) - structuredForest, (c)
- cannyEdge, (d) - sobelEdge, (e) - prewittEdge, (f) - robertsEdge, (g) - activeContour, (h) - regionGrowing, (i) - SRegionMerging, (j) - watershed, (k) -
OtsuThresholding, (l) - KMeans. Please note that the image size is adjusted for layout.

V. SIZE ESTIMATION

The proposed method is lastly used to detect the particle re-
gions from the (3257 + 1572) vignettes respectively extracted
from the holograms in Events 034 and 098. The particle size
information in these vignettes is calculated and estimated using
the method described in Section Section III-C. The ESD of
each particle region is calculated using Eq. (1). The particle
size distribution versus depth is depicted in Fig. 5. These two
profiles show similar trends of size distribution. Generally
speaking, particle size reduces with increasing depth, and
mean particle ESD obviously reduces from 50 m to 150 m
(Event 034: ∼95 µm above 50 m and ∼62 µm below 150
m; Event 098: ∼91 µm above 50 m ∼66 µm below 150 m).
Particle size throughout the water column was, on average,
∼87 µm in Event 034 and ∼88 µm in Event 098. Few particles
whose ESDs are larger than 1,000 µm are detected at both
observation sites. This could be due to either few particles at
this size present in the sites when recording holograms or the
failure of FastScan in reconstructing too large particles. Since
we found some large particles larger/longer than 1,000 µm that
were reconstructed by FastScan (three examples are shown
in Fig. 6), we suggest that there were likely few particles
larger than 1,000 µm appearing in the observation areas during
hologram recording.

VI. CONCLUSIONS AND DISCUSSION

Images provide much information on marine particle size
which can aid to estimate vertical carbon fluxes in oceans.
Due to high resolution and large-volume recording, LIDH is a
powerful tool to image marine microscale particles. However,
it is challenging to carry out rapid particle size extraction from
holograms owing to time-expensive particle auto-focusing and
much background noise in holograms. In this paper, a method

Fig. 5. Particle size distribution with depth in the two profiles estimated using
the proposed method. The blue spots indicate the size of the particles, and
the orange line is a smoothing curve of the spots in each diagram. The mean
ESDs of the whole particles, the particles above 50 m and the particles below
150 m are respectively calculated.



Fig. 6. Three large-size particles reconstructed by FastScan and their mask
images extracted by the proposed method. Each white bar indicates 1,000 µm.
Please note that the image size is adjusted for layout.

is developed to address this issue. There are four main findings
based on the experiments in this work:
(1) The edge-detection model is respectively trained on 500
normal images and 500 synthetic holographic images, and
the model trained on the holographic images significantly
outperforms the model trained on the normal images (0.8257
> 0.7028 in terms of SSIM).
(2) Amongst the eleven methods described in this work, the
proposed method gives the highest accuracy (∼0.7 of mean
IoU) when extracting particle regions from 1,000 synthetic
images; though it is not the fastest method, it can process
1,000 images within ∼25 seconds.
(3) The extracted regions by the proposed method from the
given real holograms match real particle areas, even when
there is more than one particle in the image.
(4) Synthetic data of marine particles is a useful alternative to
human-annotated data for training a machine-learning-based
model for object edge detection in holograms.

Therefore, we suggest that our method has the capability to
rapidly extract particle regions from holographic images. This
method was used to analyse the PSDs of two profiles recorded
in South Georgia. The particle sizes were found to reduce with
increasing depth. A sharp decline in the particle size is seen
below 100 m. Few particles larger than 1,000 µm are detected
at both observation sites.

However, some shortcomings exist in the proposed method:
(1) Fine features of particles are not well captured due to
complicated background noise.
(2) Since the structured forest gives soft responses to particle
edges in an input image, binarization is needed to generate a
binary edge image.
(3) When generating a region mask for a particle, some
morphological operations are needed to avoid breaking the
detected particle region into several pieces (especially for
transparent particles). However, these operations (such as
hole filling) could result in the size of some particles being
overestimated.

The first shortcoming could be improved via preparing a
training dataset of synthetic holograms which are more like
real holograms. The direct solution to the second shortcoming
is to modify the model to output the determined edges for
an input image, though this modification might affect the
accuracy of edge detection. Regarding the last shortcoming,
it is typically challenging to detect the regions of transparent

particles in inline holograms due to weak scattering light from
them and much background noise. This is a trade-off between
detecting the entire area of a transparent particle into a single
region and overestimating its size caused by morphological
operations.
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