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A B S T R A C T

The underground storage of carbon dioxide (CO2), also called CO2 geosequestration, represents one of the most 
promising options for reducing greenhouse gases in the atmosphere. However, fluid-rock interactions in reservoir 
and cap rocks before and during CO2 geosequestration alter their mineralogical composition, and consequently, 
their brittleness index which is paramount in determining the suitability of formations for CO2 geosequestration. 
Therefore, it is important to monitor the brittleness of reservoir and cap rocks, to ascertain their integrity for CO2 
storage. In this study, an algorithm was developed to generate numerical simulation datasets for a more reliable 
machine learning model development, and an artificial neural network (ANN) model was developed to evaluate 
the brittleness index of rocks using data from numerical simulations of CO2 geosequestration in sandstone and 
carbonate reservoirs, overlain by shale caprock. The model was developed using Python programming language. 
The model developed in this study predicted the brittleness index of rocks with an R2 value greater than 99 %, 
and mean absolute percentage error (MAPE) <0.6 % on the training, validation, and testing datasets. Hence, the 
model predicts the brittleness index of rocks with high accuracy. The findings of the study revealed that the 
geochemical composition of formation fluids is related to the brittleness index of rocks. In terms of feature 
importance in predicting the brittleness index of rocks, the concentrations of SiO2 (aq), SO4

2, K+, Ca2+, and O2 
(aq) have a stronger impact on the brittleness of rocks considered in this study.

1. Introduction

Carbon dioxide (CO2) geosequestration represents one of the most 
promising options for reducing atmospheric emissions of CO2 (Bachu, 
2002). It is the storage part of carbon capture, utilisation, and storage 
(CCUS). CO2 geosequestration involves the underground injection and 
storage of CO2 and has been recommended as a key solution to global 
climate change caused by anthropogenic gases in the atmosphere (Wei 
et al., 2015; Klokov et al., 2017; Liu et al., 2020). CO2 geosequestration 
is very feasible as CO2 can be stored underground in salt caverns (or 
engineered caverns) or porous media (aquifers or depleted petroleum 
reservoirs), which are available in different parts of the world. However, 
for long-term storage of CO2, underground storage in aquifers or 
depleted petroleum reservoirs is preferable due to the large storage 

capacity of gases in aquifers and depleted petroleum reservoirs (Panfilov 
et al., 2016).

During CO2 geosequestration, the petrophysical, geochemical, and 
geomechanical properties of the formations are altered (Li et al., 2022). 
CO2-brine-rock interactions during CO2 geosequestration result in the 
dissolution and precipitation of minerals, and consequently alter the 
porosity and permeability (petrophysical properties) of the rock (Xu 
et al., 2014; Hedayati et al., 2018; Pearce et al., 2019; Aminaho, 2024). 
AL-Ameri et al. (2014) and Tariq et al. (2018) studied the 
time-dependent effect of CO2 geosequestration on the mechanical 
properties of rocks. Mechanical weakening of the rock increases with 
duration of CO2 geosequestration. Alam et al. (2014) found that the 
impact of supercritical CO2 injection on geomechanical properties of 
chalk depends on the carbonate mineral content, as rocks with high 
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carbonate content experience significant mechanical weakening due to 
CO2 injection, while rocks with low carbonate content experience 
negligible amount of mechanical weakening. In sandstone and shale 
rocks, Young’s modulus, uniaxial compressive strength and Brazilian 
tensile strength decrease with co-injection of supercritical CO2 and brine 
(Huang et al., 2018; Lyu et al., 2018). But, the tensile fracturing 
behaviour of sandstone is not significantly affected by gaseous CO2 in 
the presence or absence of water (Liu et al., 2014).

However, at high injection pressure, rocks could experience plastic 
deformation (Masoudi et al., 2011). Thus, the rocks could fail over a 
certain amount of plastic deformation depending on the level of brit-
tleness of the rocks. Lyu et al. (2018) found that intact CO2-brine-shale 
interactions in low-clay shale samples (with a carbonate or calcite 
content of only 4.4 wt.%, cristobalite content of 2.88 wt.%, quartz 
content of 55.50 wt.%, feldspar content of 14.57 wt.%, clay content of 
5.85 wt.%, and other minerals) decrease the brittleness values. The 
CO2-brine solution has a higher effect on the strength and Young’s 
modulus of the shale rocks than on the brittleness. However, Elwegaa 
et al. (2019) found that in carbonate-rich shale samples (with 81.6 wt.% 
calcite, 14.2 wt.% calcite, 3.0 wt.% kaolinite, and 1.3 wt.% basanite), 
the brittleness index increases during CO2-brine-rock interactions. In 
other words, the change in the brittleness index of the rocks during CO2 
geosequestration depends on their initial mineralogical composition 
before CO2-brine-rock interactions.

To effectively evaluate the brittleness of rocks before and during CO2 
geosequestration, an automated or advanced monitoring technique that 
integrates numerical simulations with a machine learning approach, 
which is calibrated with a few experiments, is paramount (Rashidi et al., 
2020). Machine learning creates objectivity, reproducibility, and 
rapidity in predictions, and saves costs and time needed to perform 
rigorous numerical simulations and experiments when the need to 
evaluate integrity of reservoir and cap rocks arises (Hood et al., 2018). 
The application of machine learning in rock engineering and flow 
through porous media requires the development of a clear workflow that 
utilizes experimentally or field data validated physics-based numerical 
simulations (Chen et al., 2018; Wu et al., 2021) to train an emulator (or a 
machine learning model), which should be able to evaluate and predict 
output(s) with high accuracy.

Several studies have been conducted to solve some rock engineering 
problems, by adopting machine learning approaches (Wang et al., 
2021). The application of machine learning has been extended to CO2 
geosequestration (Thanh & Lee, 2022; Ibrahim, 2022, 2023; Punnam 
et al., 2023; Tariq et al., 2023; Ghorayeb et al., 2024; Wang et al., 2024; 
Mouallem et al., 2024; Pan et al., 2024; Harati et al., 2024; Tillero, 
2024). Ibrahim (2022) conducted a study on the application of machine 
learning for the prediction of coal wettability during CO2 geo-
sequestration in coal-water-CO2 system, by developing adaptive 
neuro-fuzzy inference system (ANFIS) and artificial neural network 
(ANN). Dataset generated from experiments was used to train and test 
the models. The input parameters were the coal properties, operating 
pressure, and temperature. 70 % of the dataset was used to train the 
model, while the remaining 30 % of the dataset was used for the testing 
process. The models were validated with a set of unseen data, and the 
performance of the models were evaluated based on correlation coeffi-
cient (R) and the average absolute percent error (AAPE) between the 
actual and estimated contact angle. Both models predicted the contact 
angle in the system with correlation coefficient (R) values higher than 
0.96 and mean absolute percentage error (MAPE) <7 %. Thus, these 
models are useful to screen coal formation targets for CO2 storage.

Furthermore, Tillero (2024) performed a machine learning-based 
modelling for geologic CO2 storage in deep saline aquifers, to predict 
the effectiveness of CO2 trapping. The input parameters were CO2 re-
sidual saturation, horizontal permeability, vertical to horizontal 
permeability ratio, porosity, brine salinity, and CO2 flow rate; while the 
output parameters were solubility trapping index, residual trapping 
index, structural trapping index, and injected CO2vol. The dataset 

generated from numerical simulations was used to train and test the 
artificial neural network model. The performance of the model was 
assessed using the coefficient of determination (R2) and root mean 
square error (RMSE). The R2 for training and testing was 96 % and 95 % 
of precision respectively. Similarly, Thanh et al. (2022) adopted 
knowledge-based machine learning approaches for the prediction of CO2 
storage performance in saline aquifers. They developed three machine 
learning-based models: random forest (RF), extreme gradient boosting 
(XGBoost), and support vector regression (SVR) in the study. The 
XGBoost-based model predicted more accurately (based on higher R2 

and very low root mean square error) for CO2 residual and solubility 
trapping efficiency. Therefore, the model might be effective in predict-
ing the CO2 trapping index in other saline formations around the world. 
However, the CO2 trapping index or CO2 storage potential might be 
influenced by the geochemistry of the formation.

The geochemical composition of formation fluids could be useful in 
predicting the properties of the formation, as the ionic composition of 
the fluid is based on fluid-rock chemical interactions. Yu et al. (2020)
conducted a study on the geochemistry of formation water in carbonate 
reservoirs in Ordos basin in China. They established statistical re-
lationships between the formation chemical properties and hydrocarbon 
storage using the Decision tree algorithm of machine learning. The 
findings of the study revealed that the Na+/Cl− ratio, salinity, 
Mg2+/Ca2+ ratio, (Cl− -Na+)/Mg2+ ratio, and (HCO3

− - CO3
2− )/Ca2+ratio 

correlate strongly with the gas preservation. The model accurately 
predicts where to find gas reservoirs in the Ordos basin, leading to 
improved exploitation of the hydrocarbon. Therefore, this finding could 
be extended to reservoir-caprock system, to evaluate their brittleness 
index before and during CO2 geosequestration.

Previous studies have developed machine learning models to eval-
uate CO2-brine-rock interactions. So far, no study has been conducted to 
evaluate the brittleness of rocks using a machine learning approach. 
Machine learning models have been applied in the prediction of rock 
wettability during CO2 geosequestration (Ibrahim, 2022, 2023; Tariq 
et al., 2023; Pan et al., 2024), estimation of CO2-brine interfacial tension 
(Mouallem et al., 2024), estimation of volumetric fractions of minerals 
and CO2 saturation (Wang et al., 2024), prediction of CO2 trapping index 
in saline formations (Thanh et al., 2022; Tillero, 2024), prediction of 
fluid properties (Ghorayeb et al., 2024; Yang et al., 2024), and to 
establish statistical relationships between the geochemical properties of 
formation water and hydrocarbon storage in carbonate reservoirs (Yu 
et al., 2020).

These studies have shown that brine-rock interactions lead to min-
eral transformation, and the ionic composition of the formation fluid 
indicates the type of water-rock interactions (dolomitization, illitization, 
or dissolution) that have taken place (Yu et al., 2020). Therefore, the 
ionic composition of formation fluid depends on the mineralogical 
composition of the rock, as the rock minerals are in equilibrium with the 
formation fluid. Also, the geochemical composition of the formation 
fluid depends on the in situ temperature and pressure conditions of the 
formation (Ibrahim, 2022). As the brittleness index of rocks depends on 
the mineralogical compositions of the rocks, these parameters (forma-
tion fluid ionic composition and other fluid properties, as well as the in 
situ temperature and pressure conditions) might be related to the brit-
tleness index of the rocks. Also, no algorithm has been developed for the 
generation of numerical simulation datasets for a reliable machine 
learning model development, to estimate the brittleness index of for-
mations. Hence, in the present study, an algorithm that incorporates the 
pre-processing and post-processing stages of numerical simulation 
datasets for a robust and reliable machine learning model development 
will be developed, and a machine learning model will be developed to 
predict the brittleness index of rocks based on their geochemical 
composition and in situ temperature conditions. Therefore, the aim of 
this study is to develop an algorithm for the prediction of brittleness 
index of formations and develop a machine learning model to evaluate 
the brittleness of reservoir and cap rocks before and during CO2 
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geosequestration.

2. Theoretical framework

Fluid-rock chemical interaction during CO2 geosequestration results 
in variation in the geomechanical, geochemical, and petrophysical 
properties of the rock. The changes in the properties of the rock could 
result in variation in the integrity (mainly brittleness, in this study) of 
the rock. During CO2 geosequestration, the fluid-rock chemical inter-
action results in changes in the ionic composition (including H+ con-
centration) of the formation fluid, fluid density, fluid saturations, and 
porosity and permeability of the formation. Moreover, initially, the rock 
minerals are in quasi-stable (or nearly steady-state) condition (Zhang 
et al., 2011). Thus, the ionic composition of the fluid reflects the initial 
mineral composition of the formation. For instance, a carbonate rock 
with siderite (FeCO3) mineral may contain a higher Fe2+ concentration 
compared to a carbonate rock without siderite mineral, due to siderite 
dissolution as the formation water approaches quasi-stable condition. 
Also, dolomite dissolution could result in calcite precipitation (due to 
abundant Ca2+ in the formation fluid), while Mg2+in the formation fluid 
would increase, resulting in precipitation of magnesium-based minerals 
during CO2 geosequestration (Zhang et al., 2011). Therefore, the ionic 
composition of the formation fluid reflects the mineralogical composi-
tion of the formation, and consequently influences the mineralogical 
brittleness index of the formation.

Brittleness is defined as a deficiency of plasticity during material 
failure (Hou et al., 2018). It is an important characteristic to evaluate the 
‘drillability’ and ‘fracability’ of rocks (Lyu et al., 2018). Rocks that are 
very brittle are easier to drill and fracture, as they do not exhibit sig-
nificant ductile or plastic behaviour before failure. In other words, the 
rock terminates by fracture only slightly beyond or at the yield stress 
(that is, little or no plastic deformation occurs at failure) (Hucka & Das, 
1974; Meng et al., 2015). In terms of a reservoir-caprock system for CO2 
storage, it is important for the caprock to be less brittle relative to the 
reservoir rock during CO2 geosequestration to minimize the chance of 
fracturing the caprock and creating pathways for CO2 leakage to the 
earth’s surface. Different methods have been proposed for the evalua-
tion of the brittleness of geomaterials, generally referred to as the brit-
tleness index. Different approaches for the evaluation of the brittleness 
index of rock are based on geochemical and geomechanical evaluation.

The geochemical approach of brittleness index evaluation is mainly 
the ratio of sum of the weight of brittle minerals (with or without their 
respective weighting coefficients) to the total weight of the rock min-
erals (Kang et al., 2020). Since the brittleness index is calculated using 
the composition (weight fractions) of minerals in the rock, it can be 
referred to as the mineralogical brittleness index. The geomechanical 
approach evaluates brittleness index by elastic parameters (elastic 
modulus and Poisson’s ratio), strength parameters (compressive and 
tensile strength) of the material, and stress-strain curve analysis (Li, 
2022). As the brittleness index is calculated using mechanical properties 
of the rock, it can be referred to as mechanical brittleness index (Kang 
et al., 2020). The brittleness index evaluated based on elastic parameters 
of the material can be determined using static or dynamic elastic 
modulus and Poisson’s ratio. The dynamic elastic parameters are 
calculated from the acoustic or ultrasonic wave velocities (compres-
sional or P-wave and shear or S-wave) and bulk density of the material, 
while the static elastic parameters are measured directly in a deforma-
tional experiment (AL-Ameri et al., 2014; Tariq et al., 2018). The static 
tests are destructive tests, while the dynamic tests are non-destructive 
tests. The ratio of P to S wave velocities at different axial and lateral 
stresses ranges between 1.25 and 1.40 (Heidari et al., 2020). The me-
chanical brittleness index of rocks can also be determined based on the 
ratio of compressive to tensile strengths of the formations (Meng et al., 
2015).

It is important to understand the changes that occur in the elastic and 
strength parameters of reservoir and cap rocks during injection and 

storage of CO2 in aquifers or depleted oil or gas reservoirs for long-term 
stability of CO2 geosequestration (Huang et al., 2020). In a study con-
ducted by Heidari et al. (2020), the uniaxial compressive strength (UCS), 
Brazilian tensile strength (BTS) and fracture toughness of 
brine-saturated sandstone increased with increasing NaCl concentration 
(in the absence of supercritical CO2), but decreased after supercritical 
CO2 injection; while the elastic moduli of brine-supercritical CO2 
co-saturated sandstone were higher relative to brine-saturation condi-
tion, unlike the case of the peak strength. CO2-brine-shale interactions 
decrease the brittleness index of a low-clay shale rock (Lyu et al., 2018), 
while CO2-brine-shale interactions increase the brittleness index of a 
carbonate-rich shale rock (Elwegaa et al., 2019). CO2-brine-shale 
interaction has more effect on the rock’s strength and Young’s modulus 
than on the brittleness (Lyu et al., 2018). The changes in the mineral-
ogical composition during CO2 geosequestration might impact the 
brittleness index of the rock.

The brittleness index of the formation at different times during CO2 
geosequestration could be predicted using the fluid and rock properties, 
and other operational conditions, without necessarily using the 
composition (volume or weight fractions) of the minerals. This can be 
achieved using machine learning-based models for real-time prediction 
of the brittleness of formations before or during CO2 geosequestration. 
Different machine learning regression algorithms can be used to develop 
such predictive machine learning models, some of them are artificial 
neural network (ANN), random forest, support vector regression, and 
decision tree algorithms (Cao et al., 2020; Yu et al., 2020; Ibrahim, 
2022; Nyakilla et al., 2022; Thanh et al., 2022; Kolawole et al., 2023). 
The ANN is very effective for problems with highly non-linear and 
complex datasets with a large number of variables or features (Kannaiah 
& Maurya 2023), and could be useful for the evaluation of the brittleness 
index of rocks before and during CO2 geosequestration.

3. Artificial neural network (ANN)

A simple ANN can be referred to as a linear model based on brain 
architecture made up of neurons like that of the human brain, which 
receive and transmit information to all adjacent neurons after processing 
(He et al., 2022). The connections between these neurons are defined by 
weights. ANN model is structured in layers (input, hidden, and output 
layers), having nodes in one layer connected to nodes in the following 
layer. The input layer contains the input parameters, while the output 
layer contains the output parameters. A hidden layer has multiple 
neurons. There can be multiple hidden layers in an ANN model. The 
nodes (or neurons) utilize the weights of the connections to learn the 
dataset and adopt an activation function to pass their signal to the 
output layer (Kannaiah & Maurya, 2023). In other words, the learning 
process of ANN model is to adjust the weights (iteratively) between 
neurons and the bias of each neuron in the way of repeated input and 
output (a process referred to as model training); thus, making it possess 
excellent non-linear fitting abilities (He et al., 2022; Yao et al., 2023). 
So, the weights of a network are initialized and then updated while 
training the network. The weights can be updated as follows: 

wi = wi− 1 − α
(

dLoss
dwi− 1

)

(1) 

where wi-1 and wi represent the old weight and updated weights, 
respectively; α is the learning rate, while dLoss/dwi-1 represents the 
derivative of error (or loss function) with respect to weight.

Some parameters that control the performance of the neural network 
are optimizers, batch size, and epochs. Optimizers are algorithms used to 
minimize the loss function or error during model training. This is ach-
ieved by modifying or changing the weights and learning rate during 
training. Some common optimizers are root mean square propagation 
(RMSprop), stochastic gradient descent (SGD), and adaptive moment 
estimation (Adam). Furthermore, the fitness of the model to the data can 
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be improved by choosing an optimum number of batch size and epochs. 
Batch size controls how many observations in the training data that pass 
through the algorithm at a time, until the entire training data pass 
through the algorithm in an epoch. Epochs control how many times the 
entire training data pass through the algorithm during the training 
process. The model parameters of the network are updated with each 
epoch (Kannaiah & Maurya, 2023). A fully connected neural network 
can be referred to as a multi-layer perceptron (Fig. 1).

The input layer takes the input data (xi). Each node acts like artificial 
neurons. Each node in every layer (except the output layer) is connected 
to each node in the subsequent layer. The procedure of the mathematical 
solution is illustrated in Fig. 2. The input data layer is ‘Layer 1′, w(1) is 
the matrix of weights from layer 1 to layer 2, and ai

(2) is the activation on 
unit i in layer 2. These weights and activations on nodes (or units) also 
apply when there are multiple hidden layers. In addition, each layer 
(except the output layer) has a bias units which is equal to 1. Mathe-
matically, the activations can be expressed as 

a(2)
1 = h

(
w(1)

10 x0 +w(1)
11 x1 +w(1)

12 x2 +w(1)
13 x3

)
(2) 

Similarly, a2
(2) and a3

(2) can be generated. The activation function is 
represented by h, which in this study is a rectified linear unit (ReLU), 
expressed as 

h(x) = max(0, x) (3) 

The output layer (in this case, layer 3) is mathematically expressed as 

ŷ (w, x) = a3
1 = h∗

(
w(2)

10 a(2)
0 +w(2)

11 a(2)
1 +w(2)

12 a(2)
2 +w(2)

13 a(2)
3
)

(4) 

where, h*(x) is the activation function on the output unit.

4. Methodology

The research design involves the development of an algorithm to 
generate numerical simulation data to build a reliable machine learning 
model, and the development of a machine learning model to evaluate 
the brittleness index of reservoir and cap rocks, using data from nu-
merical simulations.

4.1. Mathematical modelling

The actual brittleness index of the rocks (based on numerical simu-
lation mineral volume fraction outputs and molecular weight and molar 
volume of the minerals) was calculated using a mathematical model 
derived by Aminaho and Hossain (2023). The derived model was based 
on the brittleness index model developed by Kang et al. (2020). The 

mineralogical brittleness index model developed by Kang et al. (2020)
was validated using field data in their study. Therefore, the model was 
proven to be reliable. The model derived by Aminaho and Hossain 
(2023) which is based on molecular weight, molar volume, and volume 
fraction of the minerals and that of Kang et al. (2020) which is based on 
the weight or weight fraction of the minerals should give the same result 
for the same rock at the same condition. The variables in the brittleness 
index model derived by Aminaho and Hossain (2023) mathematically 
replace the weight fraction of the minerals.

The mineralogical brittleness index developed by Kang et al. (2020)
is given as: 

BIBMod =
WQ + 0.49WF + 0.51WC + 0.44WD

WT
(5) 

where WQ, WF, WC, and WD represent the weights of quartz, feldspar, 
calcite, and dolomite, respectively; WT represents the total mineral 
weight.

Previous studies have evaluated the brittleness index of rocks based 
on their mechanical properties. A few studies that evaluated the brit-
tleness index of rocks based on the mineralogical composition of rocks 
were based on weight fraction of the rock minerals (Kang et al., 2020), 
thereby limiting the evaluation of the brittleness index of rocks from 
numerical simulations, as some reactive transport geochemical model-
ling software (such as TOUGHREACT) output volume fraction (not 
weight fraction) of rock minerals (Xu et al., 2014). The need to deter-
mine brittleness index of rocks based on the volume fraction output from 
geochemical modelling software led to the derivation of a more robust 
mathematical model to determine the brittleness index of rocks during 
CO2 geosequestration (Aminaho & Hossain, 2023).

The output volume fraction of each mineral from the numerical 
simulation is the volume of mineral divided by volume of medium 
including porosity (Vfrac). Thus, the volume of each mineral divided by 
total volume of solid [part of the rock] is calculated as follows (Xu et al., 
2014): 

fm =
Vfrac

1 − ∅med
(6) 

where ϕmed represents [current] porosity of the medium (or grid block), 
and fm represents the volume of mineral per volume of [the solid part of] 
the rock.

The mass fraction of composite materials has been calculated to 
determine their mechanical properties (Ezema et al., 2015) using their 
densities and volume fractions. Therefore, it is possible to determine the 
mass fraction of minerals in a rock following a similar approach. The 

Fig. 1. Fully connected artificial neural network (McNaughton, 2019).
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mass fraction of each material that forms a composite structure is the 
mass of that material to the total mass of the materials that form the 
structure. Similarly, the mass fraction of each mineral that forms a rock 
is the mass of each mineral to the total mass of minerals that form the 
rock, and can be expressed as follows: 

Mass fraction of a mineral, xi =
mass of the mineral,

total mass of minerals in the rock,

=
mi

∑nm
i=1mi

(7) 

m = Vρ (8) 

xi =
viρi∑nm
i=1viρi

(9) 

where V and ρ represent volume and density of solid, respectively; vi 
represents volume fraction of each mineral in the solid part of the rock 
(same as fm in Eq. (6)). Density can be expressed as molecular weight 
divided by molar volume. 

ρ =
M
V

(10) 

Thus, the mass (or weight) fraction becomes: 

xi =

viMi
Vi

∑nm
i=1

viMi
Vi

(11) 

where Mand V represent molecular weight (g/mol) and molar volume 
(cm3/mol) of mineral. The weight fraction of each of the minerals in the 
model developed by Kang et al. (2020) can be replaced by xi. Hence, the 
mineralogical brittleness index becomes (Aminaho & Hossain, 2023): 

BI =
vQMQ

VQ
+ 0.49vFMF

VF
+ 0.51vCMC

VC
+ 0.44vDMD

VD
∑nm

i=1
viMi
Vi

(12) 

4.2. Proposed algorithm for rock brittleness index evaluation in CO2 
storage fields

The determination brittleness index of formations in CO2 storage 
fields or sites is very important to ascertain their ductility. Formations 
with a high brittleness index are less ductile compared to formations 
with low brittleness index. Highly brittle formations are prone to tensile 
fracture and initiation (or creation) of cracks. Hence, it is important for 
reservoirs to have a high brittleness index, while caprock formations 
should have a low brittleness index for proper containment of the CO2 in 
the reservoir and to prevent the migration of CO2 to the earth’s surface. 
To speed up appraisal of the brittleness index of rocks in CO2 storage 
sites, the development of a machine learning model is paramount, using 
data from numerical simulations.

The application of machine learning for formation brittleness index 
evaluation will save the time of performing computationally expensive 
numerical simulations and further data post-processing for brittleness 
index calculations. The machine learning model would also save the cost 
of performing expensive laboratory or field experiments to determine 
the brittleness index of formations before or during CO2 geo-
sequestration. Finally, a machine learning model for rock brittleness 
index evaluation would enable faster and accurate predictions and 
better generalization, especially for models trained with wider arrays of 
datasets from numerical simulations validated using data from several 
CO2 storage fields in different parts of the world.

To ascertain the reliability of the numerical simulation data for 
machine learning model development for brittleness index prediction, 
an algorithm was developed (Fig. 3) in the present study. The algorithm 
involves numerical simulation data pre-processing for machine learning 
model development, and numerical simulation data post-processing for 
machine learning model development. Stepping through the complete 
algorithm (pre-processing and post-processing stages) will result in the 
development of a more robust and reliable machine learning model 
which can be applied in different CO2 storage sites or fields.

The pre-processing stage of the algorithm requires a CO2 geo-
sequestration field or experimental design on a laboratory scale, and the 
design of suitable numerical simulations to model CO2 storage and 
migration in porous media. The numerical simulations are performed 
based on the in situ field temperature and operating pressure conditions, 
and the rock and fluid properties. The numerical simulations are vali-
dated with experimental or field data, ensuring that the mean absolute 

Fig. 2. Demonstration of solution procedure of a fully connected neural network (McNaughton, 2019).
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percentage error between the model value and the actual value is within 
an acceptable limit or the absolute difference (ΔXi) between the model 
(numerical simulation) value (Xi_model) of the validation parameter (a 
common variable between the numerical simulation output and the 
experimental/field data; the common parameter could be the volume 
fraction of each of the minerals) and the actual (experimental/field) 
value (Xi_actual) of the validation parameter is within the set error limit 
(εi); that is ΔXi < εi. 

ΔXi =
⃒
⃒Xi actual − Xi model

⃒
⃒ (13) 

When the numerical simulation is validated using the experimental 
and field data, more numerical simulations can be performed, mainly to 
cover a longer period of CO2 geosequestration (say, up to 10,000 years), 
which could not have been possible with laboratory experiments. So, 
numerical simulations make it possible to evaluate the impact of CO2 
geosequestration on the properties of reservoir and cap rocks during CO2 
geosequestration in hundreds to thousands of years in the future. When 
the numerical simulations are completed, all relevant simulation output 
files are merged, and the brittleness index of the formations are calcu-
lated (based on the simulation output of volume fraction of the minerals 
and the molecular weight and molar volume of the minerals which are 
read from a standard table of previous experiments conducted on 

minerals) using the model derived by Aminaho and Hossain (2023). 
Similarly, from the experimental or field data, the brittleness index of 
the formations are calculated using the model developed by Kang et al. 
(2020) based on the weight fractions of the minerals determined by 
X-ray diffraction (XRD) analyses. The brittleness index calculated from 
the experimentally validated numerical simulation is expected to be 
within an acceptable error limit (εi); otherwise, it is important to confirm 
that the molecular weight and molar volume of the minerals used in the 
calculation of the brittleness index based on the numerical simulation 
are correct. Once the absolute difference between the brittleness index 
calculated based on the numerical simulation output (volume fraction of 
the minerals and their molecular weight and molar volume) and the 
brittleness index calculated using the experimental/field data (weight 
fraction of the minerals) are within an acceptable error limit, the 
pre-processing stage of the numerical simulation data is completed, and 
the post-processing stage of the numerical simulation data can begin.

The post-processing stage commences when the numerical simula-
tions have been validated and the calculated brittleness index is accu-
rate. This implies that the numerical simulation data is possible to be 
used in the development of the machine learning model. However, 
before the numerical simulation data is used in building the machine 
learning model, the dataset is processed further. For example, it is 

Fig. 3. Proposed algorithm for generating a numerical simulation dataset for reliable machine learning model development to evaluate the brittleness index 
of formations.
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important to confirm that there are no null values, no missing columns 
or rows, no duplicated columns or rows, etc. Also at this stage, pre-
liminary statistical analyses are performed to evaluate the type and 
distribution of the dataset. The correlation coefficients between pa-
rameters are determined to identify the relationship between the input 
parameters and the output parameter(s), and to identify input parame-
ters that are co-correlating with one another (to remove some parame-
ters from the dataset appropriately). At this stage, parameters (input and 
output) for the machine learning model development are selected. When 
the parameters are selected a suitable machine learning model and ar-
chitecture is designed, and the model hyperparameters are tuned to 
determine the optimum hyperparameters and a suitable machine 
learning model that predicts the brittleness index of the formations more 
accurately based on different assessment criteria. The dataset may be 
divided into training and testing dataset (or training, validation, or 
testing dataset), and these datasets may be standardised (or normalised) 
depending on the data distribution or skewness. The machine learning 
model is trained with the training dataset, and its performance is eval-
uated with the testing dataset. There are different model performance 
criteria; some of them are the coefficient of determination (R2), mean 
absolute percentage error (MAPE), mean absolute error (MAE), root- 
mean-square error (RMSE), and mean square error (MSE). The lower 
the error and the higher the R2 value, the more accurate the model is. 
The machine learning model architecture can be adjusted, and the 
model can be retrained until the model performance becomes accept-
able. When the machine learning model performance is acceptable, the 
model can be validated by testing it with data that has not been seen by 
the model (‘unseen data’) to see how well it performs. In this case, the 
machine learning model can be tested using data from other CO2 storage 
sites (or fields) to predict the brittleness index of the formations.

The numerical simulation data used in the machine learning model 
development in the present study were not validated with experimental 
or field data, but they were compared using experimental data obtained 
from AL-Ameri et al. (2016) and Mavhengere et al. (2022). The brit-
tleness index calculations based on data from the numerical simulations 
could not be validated using rock core samples, as some portion of the 
fluids injected into the reservoir migrated to the caprock (Aminaho, 
2024). Therefore, field data would have been more suitable to validate 
such numerical simulations. However, no field data with such simula-
tion cases was available at the time of the study. Hence, the machine 
learning model developed in the present study was based only on the 
post-processing stage of the numerical simulation dataset.

4.3. A case study of numerical simulation data post-processing for 
machine learning model development

Machine Learning (ML) is a subset of artificial intelligence that in-
tegrates statistics and computer science to build algorithms that become 
more efficient when they are subject to relevant data instead of giving a 
specific instruction. Machine learning helps produce predictions or de-
cisions without being specifically produced for the task (Jijo & Abdu-
lazeez, 2021). Machine learning algorithm creates a model population 
based on a sample called training data, such that test data can be used to 
test the efficiency or accuracy of the developed model. Among several 
applications of machine learning, it can be used for classification and 
regression purposes. In this study, a regression model was developed 
using an artificial neural network (ANN) algorithm to predict the brit-
tleness index of rocks.

4.3.1. Data preparation
Data from numerical simulations in Strategies 1 and 2 of CO2 geo-

sequestration in the study conducted by Aminaho (2024) were used in 
developing the machine learning model. The concentration and mineral 
data from the TOUGHREACT numerical simulation were merged, and 
data of all the modelled cases (in comma-separated values file format) 
were concatenated to cover a wide range of data for the model 

development, making a total of 38,080 observations (or rows). The 
mineralogical brittleness index of the formations was calculated for each 
of the observations using the brittleness index model (the model that 
considers the bulk modulus of brittle minerals) derived by Aminaho and 
Hossain (2023) using the volume fraction, molecular weight, and molar 
volume of the minerals. Thus, a new column for brittleness index was 
created, making a total of 51 features in the dataset.

In order to create a dataset for the machine learning model devel-
opment, to predict brittleness index, all the mineral volume fraction 
columns were deleted (or dropped) to ensure the prediction of the 
brittleness index is not influenced by the mineral volume fractions from 
which the brittleness index was calculated. This is because the goal of 
developing the machine learning model in the present study is to 
demonstrate how other features can be used to predict the brittleness 
index of the rocks.

The correlation coefficients between each of the variables with 
another were determined using the Pearson correlation coefficient (r), 
expressed as 

r =
n
∑

xy − (
∑

x)(
∑

y)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅[
n
∑

x2 − (
∑

x)2
][

n
∑

y2 − (
∑

y)2
]√ (14) 

where n is the number of observations, and x and y represent the 
correlated features.

It is good and acceptable to have a strong correlation between 
dependent and independent variables. However, it is undesirable to 
have a strong correlation between two independent variables. When two 
independent variables strongly correlate with each other, it suggests that 
excluding one of them from the training data would be beneficial to 
prevent redundancy and help to improve the model performance 
(Kannaiah & Maurya, 2023). Hence, for two independent variables in 
the dataset perfectly correlating (r = 1.0) with each other, one of the 
features is removed. For instance, temperature and pressure, liquid 
saturation and gas saturation, permeability in the x and z directions, and 
permeability ratio in the x and z directions, correlate perfectly with each 
pair. Therefore, one of each feature was removed. In this case, pressure, 
liquid saturation, permeability in the x-direction, and permeability ratio 
in the x-direction were removed from the dataset. In addition, features 
whose values never changed during the numerical simulations were 
removed as well. Although the correlation coefficient between some 
independent variables is high, those features were not removed as their 
individual correlation with some other independent variables is rela-
tively different. The correlation coefficient matrix of the remaining 
features (independent and dependent variables) is shown in Fig. 4.

The concentrations of K+ and SO4
2− were negatively correlated to the 

brittleness index of rocks. The correlations suggest that the higher the 
concentrations of K+ and SO4

2− , the lower the brittleness index of the 
rocks. The distribution of the features is presented in Table 1.

The input features include formation temperature (T in degrees 
Celsius), gas saturation (SatGas), salt saturation (SatSalt), formation 
fluid pH, formation water density (Dwat in g/cm3), ionic strength 
(IonStr), and the primary aqueous species/ions concentrations 
(including the amount of dissolved CO2, in mol/kg H2O). The unit of 
concentrations in the table is mol/kg H2O. The input features (18 vari-
ables) are believed to be related to the brittleness index (the output 
feature). This assumption was made, as the geochemical properties of 
formation fluid depends on the mineralogical composition of the rock, as 
the rock minerals are in equilibrium with the formation fluid (Yu et al., 
2020; Thanh et al., 2022). Also, the geochemical composition of the 
formation fluid depends on the in situ temperature conditions of the 
formation (Ibrahim, 2022). Therefore, the geochemical properties of the 
formation fluid and the formation temperature might be related to the 
brittleness index of the formation. The statistical distribution of the 
overall dataset shows that the mean and median (50th percentile) are 
different for most of the features. Also, the mean and median of the 
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Fig. 4. Correlation coefficient matrix of features.

Table 1 
Statistical parameters of the overall dataset.

Variables Mean Standard deviation Minimum 50th percentile Maximum

T(C) 5.764706e+01 2.733906e+01 4.000000e+01 4.000000e+01 1.000000e+02
SatGas 7.473813e-02 1.608901e-01 0.000000e+00 0.000000e+00 9.818800e-01
SatSalt 5.958950e-04 6.460365e-03 0.000000e+00 0.000000e+00 1.686400e-01
pH 5.740421e+00 1.045728e+00 4.362300e+00 5.649200e+00 7.491000e+00
Dwat(g_cc) 1.062711e+00 3.759167e-02 9.645000e-01 1.043300e+00 1.196900e+00
IonStr 3.281328e+00 1.159284e-01 2.967200e+00 3.271800e+00 4.352500e+00
t_ca+2 3.717171e-01 2.005988e-01 8.954700e-03 4.729800e-01 7.513800e-01
t_mg+2 2.392790e-01 2.509667e-01 9.398500e-02 1.003900e-01 1.004300e+00
t_na+ 2.601796e+00 1.076680e-01 2.444800e+00 2.586800e+00 4.051600e+00
t_k+ 2.255553e-03 3.771088e-03 1.947900e-10 1.307150e-04 4.134900e-02
t_fe+2 6.208039e-04 2.483182e-03 1.677900e-11 4.252600e-08 2.484400e-02
t_sio2(aq) 1.573913e-03 2.133439e-03 1.948500e-10 2.882450e-04 9.197300e-03
t_hco3- 3.213137e-01 4.268074e-01 6.532200e-05 5.757000e-03 1.346900e+00
t_so4–2 5.747741e-03 5.151247e-03 3.440300e-03 3.642400e-03 4.379000e-02
t_alo2- 1.165757e-08 4.530096e-08 1.288900e-11 1.984900e-10 7.362100e-07
t_cl- 3.740544e+00 1.551220e-01 3.518800e+00 3.723000e+00 5.831600e+00
t_o2(aq) − 2.038282e-07 8.303031e-07 − 1.445500e-05 − 2.482550e-11 3.260200e-16
co2(aq) 2.465815e-01 3.198288e-01 1.221500e-06 1.974400e-03 8.939000e-01
Brittle_index 3.897865e-01 1.706044e-01 1.070956e-01 5.100000e-01 5.893410e-01

Table 2 
Brittleness index distribution in the datasets.

Dataset Count Mean Standard deviation Minimum 50th percentile Maximum

Training set 23,990 0.4289 0.1707 0.1071 0.5100 0.5893
Validation set 10,282 0.4288 0.1706 0.1071 0.5100 0.5893
Testing set 3808 0.4299 0.1699 0.1071 0.5100 0.5893
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brittleness index for each of the datasets (training, validation, and 
testing datasets) are different (Table 2). The data distribution plot 
(Fig. 5) also shows that the brittleness index appears bimodal in the 
distribution, forming two clusters of low and high brittleness index, 
representing the caprock (shale or mud rock) and reservoir rocks 
(sandstone and carbonate rocks), respectively.

Therefore, the features were scaled. The dependent variable (brit-
tleness index) and independent variables were scaled using a standard 
scaler, to prevent any input feature with high values from overfitting the 
model, as other equally important features might be neglected if not 
scaled. Thus, scaling the features improves the training accuracy 
(Kannaiah & Maurya, 2023). Standard scaler standardizes the features 
as follows: 

z =
x − μ

σ (15) 

where, x represents the input variable, μ and σ are the mean and stan-
dard deviation of the variable dataset, respectively.

4.3.2. Model architecture
This study applied the prepared data in developing the machine 

learning model. The structure of the ANN model is made up of 18 nodes 
(representing the input parameters) in the input layer, 1–3 hidden layers 
(each layer has 64 neurons), and a node in the output layer (representing 
the output parameter – brittleness index). The neural network is fully 
connected. In each layer (except the output layer), a rectified linear unit 
(ReLU) was used as an activation function, while a linear activation 
function was used in the output layer. The ‘He_normal’ weight initializer 

was applied (He et al., 2015), as it samples the weights following a 
normal distribution and a modified standard deviation, taking the 
number of input neurons for each layer into consideration (Wolfgang 
et al., 2020).

4.3.3. Model evaluation
To gauge the accuracy of the numerical simulation and machine 

learning models, some evaluation criteria, including mean absolute 
error (MAE), mean square error (MSE), mean absolute percentage error 
(MAPE), and coefficient of determination (R2 or R-squared score). In the 
model evaluation, N is the total number of observations (or total number 
of data values), ̂yi is the predicted ith value, yi is the actual ith value, and 
y is the mean of actual values.

Mean absolute error (MAE), can be expressed as 

MAE =
1
N

∑N

i=1
|yi − ŷi| (16) 

Similarly, the mean square error can be expressed as 

MSE =
1
N

∑N

i=1
(yi − ŷi)

2 (17) 

While root-mean-square error (RMSE) is obtained by taking the 
square root of MSE, and can be expressed as 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1
(yi − ŷi)

2

√
√
√
√ (18) 

Fig. 5. Brittleness index data distribution.
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The magnitude of relative error (MRE) for each observation i, and 
mean magnitude of relative error (MMRE) can be expressed as: 

MREi =
|yi − ŷi|

yi
(19) 

MMRE =
1
N

∑N

i=1
MREi (20) 

Mean absolute percentage error (MAPE) is another form of MMRE, 
but it is expressed in percentage as 

MAPE =
1
N

∑N

i=1
MREi ∗ 100 (21) 

Coefficient of determination, also called R-squared (R2) score rep-
resents the proportion of the variance in the dependent variable that is 
predictable from the independent variables (Chicco et al., 2021). It can 
be expressed as: 

R2 = 1 −

∑N
i=1(yi − ŷi)

2

∑N
i=1(yi − yi)

2 (22) 

4.3.4. ANN model building
To build the artificial neural network model, the prepared dataset 

made up of 38,080 observations (or rows) and 19 features (18 input 
features and an output feature) was used in this study. The dataset was 
divided into three sets: 63 % of the dataset was selected as the training 
set, 27 % as the validation set, and 10 % as the testing set. The data sets 
were selected randomly (by setting a random state) to ensure similar 
data distribution for the training, validation, and testing data sets. The 
selected proportion of the selected data sets was mainly to have more 
data to train the model and properly validate the model to avoid over-
fitting. The training set was used to build the model, while the validation 
set was employed to ensure the model was not overfitting or under-
fitting. The testing set was reserved to test the developed and validated 
model, to ensure there was no form of data leakage during the model 
development stage, and to reveal the accuracy of the ANN model in 
estimating brittleness index.

Three options were considered for the model building. The first op-
tion has a hidden layer, the second option has 2 hidden layers, while the 

third option has 3 hidden layers. Satisfactory tuning of optimizer 
hyperparameters (the batch size and epochs) of training was performed, 
using the grid search approach, to obtain better predictions of brittleness 
index. The batch sizes considered are 32, 64, and 128; while the number 
of epochs considered are 10, 20, 50, and 100. The loss function and 
optimizer employed in this study are ‘mean square error’ and ‘Adam’, 
respectively. During the hyperparameter tuning (or sensitivity analysis), 
the first option (Option 1), together with a combination of batch size of 
32 and 100 epochs, gave the highest mean absolute percentage error of 
0.59 % and 0.56 % for the training and validation datasets, respectively 
(Fig. 6); while the third option (Option 3), together with a combination 
of batch size of 32 and 100 epochs, gave the lowest mean absolute 
percentage error of 0.16 % for the training and validation datasets. 
However, since the mean absolute percentage error for all the options 
considered is <1 %, and one of the objectives of the ANN model 
development is to apply a weight-based approach to generate feature 
importance using the first hidden layer, Option 1 (with a single hidden 
layer) was selected for the final ANN model development.

The final ANN model was developed using the predefined architec-
ture and the selected optimal hyperparameters (Option 1), as shown in 
Table 3. The feature importance of the input parameters was determined 

Fig. 6. Sensitivity analysis of model performance based on batch size and epochs.

Table 3 
Model structure and parameters.

Model Parameters Option 1 Option 2 Option 3

Number of hidden layers 1 2 3
Number of neurons in each hidden layer 64 64 64
Number of neurons in the output layer 1 1 1
Number of output feature(s) 1 1 1
Number of input features 18 18 18
Activation function in the hidden layers ReLU ReLU ReLU
Kernel initializer He_normal He_normal He_normal
Seed value 42 42 42
Loss function MSE MSE MSE
Optimizer Adam Adam Adam
Learning rate Default Default Default
Best batch size 32 32 32
Best number of epochs 100 100 100
Model Performance ​ ​ ​
MAPE on the train dataset (%) 0.57 0.16 0.16
MAPE on the validation dataset (%) 0.59 0.17 0.16
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by comparing the sum of the absolute weights (in the first hidden layer) 
of each parameter that predicted the brittleness index and was ranked in 
order. This technique helps to understand the relative importance of 
different input features in predicting the brittleness index.

4.3.5. Model validation
Data utilized in the development of the machine learning model is 

from the work of Aminaho (2024). The predicted brittleness index, using 
the ANN model developed in this study, was validated with the actual 
brittleness index (calculated by incorporating molecular weight and 
molar volume of minerals, and their volume fractions from numerical 
simulations performed by Aminaho (2024) into the mathematical model 
derived by Aminaho and Hossain (2023)). In other words, the ANN 
model was validated with the brittleness index in the testing dataset, and 
the performance of the ANN model was evaluated.

Furthermore, to validate the feature importance generated using the 
ANN model, an Extreme Gradient Boosting (XGBoost) model was also 
developed in this study (Chen & Guestrin, 2016). XGBoost has powerful 
software-level optimizations and can handle imbalanced data through 
weighting (Wiens et al., 2025). The hyperparameters selected for the 
XGBoost model training include gamma (0.0, 0.1, 0.2, 0.3), maximum 
depth of tree (5, 6, 8, 10), learning rate (0.01, 0.05, 0.10, 0.15), and 
number of estimators (20, 50, 100, 150). The optimal hyperparameters 
selected using a grid search approach on a 10-fold cross-validation of the 
scaled training dataset for the XGBoost model are gamma (0.0), 
maximum depth (5), learning rate (0.15), and number of estimators 
(150).

4.4. Limitations of the study

Only two temperature conditions (40 ◦C and 100 ◦C) were consid-
ered in this study. Using several temperature conditions could have 
given more insight into the changes in brittleness index of rocks as 
formation temperature changes during CO2 geosequestration. Also, the 
numerical simulation data used as a case study in the machine learning 
model development in the present study were not validated with 
experimental or field data, but they were compared using relevant 
experimental data from previous studies. The brittleness index calcula-
tions based on data from the numerical simulations could not be vali-
dated using data from rock core sample experiments, as some portion of 
the fluids injected into the reservoir (in the numerical simulations) 
migrated to the caprock. Therefore, field data would have been more 
suitable to validate such numerical simulations. However, no field data 
with such simulation cases was available at the time of the study. Hence, 
the machine learning model developed in the present study was based 
only on the post-processing stage of the numerical simulation dataset. 
Therefore, the machine learning model developed in the present study 
was not validated with field data, but with unseen data (from the nu-
merical simulation post-processed data) reserved for the ANN model 
testing. To develop a more reliable machine learning model that can be 
applied in CO2 storage fields in different parts of the world, it is vital to 
apply the complete algorithm developed in the present study.

5. Results and discussion

To investigate the performance of the ANN model in predicting 
brittleness of rocks, the data set was divided into a training set (63 %), a 

validation set (27 %), and a testing set (10 %). The testing set was 
reserved to avoid data leakage and measure the performance of the 
model. The computed analysis of the final ANN model is shown in 
Table 4. The R2 value is over 99.92 %, MAPE is <0.59 %, MAE is <0.002, 
and RMSE is about 0.005. The performance of the model on all the data 
sets is similar, indicating that the model is not overfitting. Thus, the 
model predicts the brittleness index of rocks with high accuracy.

The XGBoost model developed in this study also performs well, with 
R2 value of over 94.16 %, MAPE is <5.89 %, MAE is <0.020, and RMSE 
is about 0.04 (Table 5). However, the ANN model performed better than 
the XGBoost model in this study.

The predicted brittleness index based on the ANN model (using the 
testing data set) is plotted against the actual brittleness index (R2 = 1.0) 
as shown in Fig. 7. The brittleness index basically formed two clusters: 
low (indicating shale rocks) and high (indicating carbonate or sandstone 
rocks).

The ANN model developed in the present study predicts the brittle-
ness index of the formations with an R2 value greater than 99 % and a 
Mean Absolute Percentage Error (MAPE) of <0.6 %. Therefore, the ANN 
model predicts the brittleness index of the formations with high accu-
racy. The model performance is in consonance with other applications of 
the ANN model in previous studies. The performance of the ANN model 
developed by Ibrahim (2022) to predict coal wettability during CO2 
geosequestration in coal-water-CO2 system is high, with MAPE <7 %. 
Also, the performance of the ANN model developed by Tillero (2024) to 
predict the effectiveness of CO2 trapping in deep saline aquifers is high, 
with an R2 value of at least 95 %. The significantly higher performance 
of the ANN model in the present study might be attributed to very few 
cases of CO2 geosequestration, rock/fluid properties, and operating 
conditions considered while performing the numerical simulations.

The significance of the input features (independent variables) in the 
ANN model developed in this study, referred to as feature importance, 
was evaluated based on the sum of the absolute weights of each input 
feature in the neurons of the first hidden layer (in the final model). The 
features with a higher sum of absolute weights were assumed to 
contribute more to the final predictions of the ANN model. The signifi-
cance of the input features in predicting brittleness index using the final 
ANN model is shown in Fig. 8. Based on the ANN model, SiO2 (aq), SO4

2, 
K+, Ca2+, O2 (aq), pH, formation temperature (T), and Mg2+are the more 
important factors affecting the brittleness index prediction, while salt 
saturation least affected the brittleness index of the formations.

To validate the weight-based feature importance generated using 
ANN model, feature importance was generated using the XGBoost model 
as shown in Fig. 9. Based on the XGBoost model, SO4

2, K+, Ca2+, O2 (aq), 
Cl− , and SiO2 (aq), are the more important factors affecting the brit-
tleness index prediction, while salt saturation least affected the brittle-
ness index of the formations.

Comparing the ANN and XGBoost models, the more important fea-
tures include SiO2 (aq) concentration, SO4

2 concentration, K+ concen-
tration, Ca2+ concentration, and O2 (aq) concentration. These features 
significantly impact the brittleness of rocks as they reflect the mineral 
composition of the formations and redox reactions that influence the 
brittleness index of rocks. For instance, high SO4

2− concentration relates 
to the volume fraction of anhydrite (Hedayati et al. 2018), which 
negatively correlated (r = − 0.74) with the brittleness index in this study; 
Ca2+concentration relates to calcite and dolomite minerals; SiO2 (aq) 
concentration relates to quartz and other silicon oxide-based minerals; 

Table 4 
Performance measurements of the final ANN model.

Data set Performance measures

R2 MAPE (%) MAE RMSE

Training set (63 %) 0.999311 0.563577 0.001804 0.004482
Validation set (27 %) 0.999253 0.585620 0.001842 0.004662
Testing set (10 %) 0.999449 0.551608 0.001720 0.002084

Table 5 
Performance measurements of the XGBoost model.

Data set Performance measures

R2 MAPE (%) MAE RMSE

Training set (63 %) 0.999996 0.072954 0.000139 0.000325
Validation set (27 %) 0.990956 2.468275 0.004700 0.016226
Testing set (10 %) 0.941519 5.884240 0.019013 0.041083

E.N. Aminaho et al.                                                                                                                                                                                                                            Machine Learning with Applications 20 (2025) 100656 

11 



and K+ concentration relates to K-feldspar and illite. Therefore, the 
geochemical composition of the formation fluid is the main factor that 
impacts the prediction of the brittleness index of the formation using a 
machine learning model. The dissolution of one mineral might result in 
the precipitation of another mineral having a common ion. For example, 
the dissolution of dolomite might result in the precipitation of calcite 
(having Ca2+as a common ion). Therefore, proper training of the ma-
chine learning model makes it possible for the model to learn the con-
centration changes (as well as their rates of change) as some minerals 
dissolve or precipitate during CO2 geosequestration, and the resulting 
change in the brittleness of the formation.

6. Conclusions

In this study, an algorithm for the generation of numerical simulation 

datasets for reliable machine learning model development was devel-
oped, and an ANN model was developed to evaluate the brittleness of 
reservoir (sandstone and carbonate) and cap (shale) rocks before and 
during CO2 geosequestration. Based on the key findings in this study, the 
conclusions from predicting brittleness index of rocks using the machine 
learning model developed are summarized as follows: 

1. In terms of feature importance in predicting the brittleness index of 
rocks, the concentrations of SiO2 (aq), SO4

2, K+, Ca2+, and O2 (aq) 
have a stronger impact in the prediction of brittleness of rocks 
considered in the present study. High SiO2 concentration could 
suggest the presence of highly brittle minerals, such as quartz, in the 
rock. In contrast, higher SO4

2- concentration could suggest lower 
brittleness. Higher SO4

2- concentration could also signify the presence 
of less brittle (low brittleness index) minerals, such as anhydrite or 

Fig. 7. A plot of predicted and actual brittleness index from the testing data set based on ANN model.

Fig. 8. Feature importance using the final ANN model.
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promote the precipitation of such minerals. Besides, oxidation of 
pyrite in the presence of water can increase SO4

2- concentration. So, 
for formations that have pyrite as one of their primary minerals, its 
oxidation could increase SO4

2- concentration.
2. Formation fluid geochemical compositions and formation tempera-

ture are important parameters in predicting the brittleness index of 
rocks, while the amount of dissolved CO2 in formation water has 
little or no effect on the brittleness index of rocks. It appears that 
what matters in terms of the amount of CO2 is that CO2 gas dissolves 
in the formation water up to the amount required to enable fluid- 
rock chemical reaction or mineral trapping. Other extra amounts of 
dissolved CO2 subsequently during the period of storage might not 
impact the brittleness of the rocks over the geosequestration period 
considered (100 years).

3. The ANN model predicted the brittleness index of rocks with R2 value 
greater than 99 %, indicating that over 99 % of the variance in the 
brittleness index is predicted by the model; and mean absolute per-
centage error (MAPE) <0.6 % on the training, validation, and testing 
data sets. Thus, the ANN model predicts the brittleness index of rocks 
with very high accuracy.

4. The algorithm developed to process numerical simulation data will 
help in the development of a more robust and reliable machine 
learning model, which can be applied in different CO2 storage sites or 
fields for the evaluation of the brittleness index of formations. The 
algorithm can also be applied to any engineering problem to develop 
highly accurate machine learning models.

7. Recommendations for future study

1. Future studies should consider developing mathematical models to 
evaluate the brittleness of rocks by incorporating formation fluid 
chemical composition, formation temperature, and other important 
parameters that relate to dissolution and precipitation of minerals.

2. A larger range of data from several numerical simulations (with 
similar software) with their corresponding calculated brittleness 
index should be utilized in developing similar machine learning 

models to obtain a more generalized and universally acceptable 
model for rock brittleness index prediction.

3. Future study should apply the complete algorithm developed in this 
study or use numerical simulation datasets that have passed through 
the complete processing stages proposed in the algorithm, to develop 
a more reliable machine learning model to evaluate the brittleness 
index of rocks before and during CO2 geosequestration.
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