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Abstract

Humans can make hasty, but generally robust judgeemts about what a text fragment is, or is not, abdu Such
judgements are termed information inference. By draving on theories from non-classical logic and appd
cognition, an information inference mechanism is psposed which makes inferences via computations of
information flow through a high dimensional conceptial space. Within a conceptual space information is
represented geometrically. In this article, an appoximation of a conceptual space is employed wherelgeometric
representations of words are realized as vectors ia high dimensional semantic space, which is autotizally
constructed from a text corpus. Two approaches werpresented for priming vector representations accating to
context. The first approach uses a concept combinah heuristic to adjust the vector representation da concept in
the light of the representation of another conceptThe second approach computes a prototypical concepn the
basis of exemplar trace texts and moves it in theirdensional space according to the contextnformation inference
is evaluated by measuring the effectiveness of qyemodels derived by information flow computations.Results
show that information flow contributes significantly to query model effectiveness, particularly with espect to
precision. Moreover, retrieval effectiveness compas favourably with two probabilistic query models,and another
based on semantic association. More generally, thiarticle can be seen as a contribution towards re@ing
operational systems which mimic human text-based esoning.

1. Introduction

Information is like a field with ever receding balamies. Paradoxically, the expansion of this field
leading to a diminishing awareness. The reasothferis grounded in the fact that human beings Hiavieed
resources, chiefly time and cognitive processinggro The information field increases more swifthamn the
corresponding growth in the human being's resourcds a consequence, disciplines and expertise are
becoming increasingly specialized with little awsess of kindred specializations. Swanson’s (1997)
serendipitous literature-based discovery of a dareRaynaud’s disease by dietary fish oils illusgathis
phenomenon. The literature documenting Raynaudsadie and literature surrounding fish oil wereoiig]
Swanson noted “the two literatures are mutuallfaigal in that the authors and the readers oflimrature
are not acquainted with the other, and vice ver&wanson, 1997 p184). If these communities woualgeh
been aware of each other, a cure would probably feend much earlier than Swanson’s discovery.

An important limiting factor in our ability to press information is our bounded cognitive firepovw&e
simply cannot absorb information as quickly as igiowing. It is interesting to tarry briefly byetljuestion of
why this is the case. Information-theoretic reskeanto consciousness has revealed that it haspaisingly
narrow bandwidth. It processes information slovillie rate of processing of our senses is in theonegf

between10’ and 10" bits per second. For any given second, only abéub 20 bits of information enter into
consciousness (Austin, 1998 p278). Consciousnieseefore, “is highly entropic, a thermodynamicalbystly
state for the human system to be in” (Gabbay & V¢o@800 p67). It would seem that human beings rdake
with little information because that is all the soious individual can handle.

Gabbay and Woods (2000) have recently profferedodom of cognitive economics founded on
compensation strategies employed by the human &geaiteviate the consequences of its limited reses!



We briefly recount aspects these compensatioregiest and then dovetail them into a discussionifigety
centred on the cognitive economics surroundingugxhformation processing.

One compensation strategy employed by agentsdivie reality into natural kinds, e.g., featheriging
objects are "birds". Paired with natural kinds &sty generalization, also known as generic infexenc
(Gardenfors, 2000). By way of illustration, afteretng a feathered, living object fly past, the hnragent
may leap to the conclusion that "birds fly". Suanegralizations are based on small sample sizeatafal
kinds, and are defeasible in the light of new edgrexe: On encountering an emu the previous gerzatin
will be defeated, and perhaps lead to an adjustro&the associated natural kind into "typical bjrdhd
"atypical bird", the former of which would still pport the generalization. Hasty generalizations are
compensation strategy for the scarcity of time mfokmation, but are also fallible. With regardttis point,
Gabbay and Woods (2000 p64) observe, “If geneferémces from natural kind samples are rptite right,
at least they don't kill us. They don't even keegfiom a certain abundance in life”.

Cognitive Economics of Information Processing

Due to limited cognitive resources, human agemsd te accept information from other agents, because
by doing so, the agent does not have to perform pifueessing itself. In other words, acceptance of
information from another party is an economic wayoquiring information by default. Three principlen
this regard are mentioned in passing below. Fogtaileéd exposition of these principles in relattorhuman
(abductive) reasoning, the reader is referred ebfay & Woods, 2000):

» Ad Verecundiunfappeal to authority): acceptance of reputed opinio

» Ad populumacceptance of popular beliefndoxa

« Ad Ignorantiam Human agents tend to accept, without challerge arguments of others except where
they know, or think they know, or suspect, that sthimg is amiss.

When helpful other agents are not present, thetageforced to digest the information on its own. A
compensation strategy we détd compactiumalludes to the preference of the agent for compeeasily
digestible, information chunks. (How often does twear the call for a good, succinct introductomt t@n a
certain topic?)

A dramatic compensation strategy rejects infornmatiRejection is an economic strategy in the extteme
as rejected information need not be processedl.att a reasonable to assume that agents resathiso
strategy when "stressed", for example, when dealitig a huge influx of e-mail, any excuse will bsed to
delete a given e-mail, or file it away "for futyseocessing".

Partitioning the information space into categorfes,example, via taxonomies, can also be consitiare
compensation strategy: random search taxes hethélyagent’'s limited resources. The categories which
partition the information space are akin to theuredtkinds mentioned earlier. In addition, an ageititmake
hasty judgements in regard to what the informaisoror is not, about. Such judgements are akimé¢ohasty
generalizations mentioned in relation to naturablki By way of illustration, consider the shortttéRenguin
Crossing Bed and Breakfast". Most of us would codelquickly that this text is not about birds. égard to
the following text, "Linux Online: Why Linus chosePenguin”, human agents with the requisite backgto
knowledge can infer readily that "Linus" refers“tdnus Torvalds”, the inventor of Linux, and thermgiin
mentioned here has to do with the Linux logo. liatien to "Penguin Books UK", the judgement wolilgkly
be that this text is about a publisher. Finallyirfig the Himalayas" may lead some agents to camecthe
text refers to snowboarding.

!t is also known as inductive inference (Gardesf@000)



In short, human beings can generally make robulggments about what information fragments are, or
are not about, even when the fragments are briehcomplete. The process of making such judgemeiits
be referred to aimformation inference

Inference and information

The above examples attempt to illustrate that m&iron inference is a very real phenomenom. It is a
commonly occurring, though often unnoticed, parbof daily information processing tasks, for exaenphe
perusal of email subject headings, or document saneg retrieved by a search engine. We make hasty
information inferences within such tasks becalmefull processing of the information taxes oumited
resources. Barwise and Seligman (1997) have foredhlihe interplay between inference and informaiton
the following way:

Inferential Information Content: To a person with prior knowledder being Fcarries the information that
s is G if the person could legitimately infer thafis Gfrom r being Ftogether withk (but could not fronk
alone)

Barwise and Seligman illustrate inferential infotioa content with examples of physical situatioRer
example switch beingon carries the information that thight bulb is lit, given the background knowledge
includes “light bulbs need electricity to burn,cling the switch on allows electricity to flow, &tdt is
instructive to see how the above definition funesiovith respect to the information inferences drésom the
text fragments of the previous section.

Information inferences are sometimes made on th&s lud certain words appearing in the context beot
words. By way of illustration, consider once ag#ie text fragment, "Linux Online: Why Linus chose a
Penguin” and assume the background knowlddigeludes “Linus Torvalds invented Linux. The Linlogo
is a penguin”, etc. The above definition can beliagpas follows: Linus” being (together with) “Linux”(in
the same contextiarries the information thatinus” is “Linus Torvalds™. Analogously, Penguin” being
(together with) “Books”carries the information thaPenguin” is publisher.

On the basis of these examples, it would seem Blaatvise and Seligman’s definition of inferential
information content would seem to be a promising apt foundation on which to build an account of
information inference. It is therefore importantdmnsider this definition more closely. The strikiaspect of
this definition is its psychologistic stance, meanihat the inference process is not consideregb@addent of
the human agent drawing the infereric&arwise and Seligman state in this respect, “y. rédativizing
information flow to human inference, this definitionakes room for different standards in what softs
inferences the person is able and willing to mal@drwise & Seligman, 1997 p23). This position maa
immediate and difficult challenge due to the inimerexibility required. In our case, we will retr our
attention to those sorts of inferences which camlfagvn on the basis of words seen in the contexdtioér
words under the proviso that such inferences ceelith corresponding human information inferences
(thereby being faithful to the psychologistic stanc

A second remarkable feature of the above definiitkotine role played by background knowledigéThe
background theork of the agent comes much more actively into thisoant. It is not just there as a
parameter for weeding out possibilities, it becomdsst-class participant in the inference protéBarwise

2 The fact thatLinus” being with “penguin” strengthens this inference

% Seligman is a logician with a decidedly non-cleakibent. Before his untimely death, the same carsdid about
Barwise. Their overtly psychologistic stance iaslopted by Gabbay and Woods (2000). The ckdsadition of the
last century seems in the process of being chaiyy the “New Logic”, which, at the very leastpaprs willing to
seriously consider psychologism. See Woods and &at#tH00) for a historical perspective.



& Seligman, 1997 p23). Again this poses a challegenplementing an information inference systerowH
will k be acquired, used appropriately, and kept up-tetat

Barwise and Seligman’s definition stands in corttagrobabilistic definitions of information infence,
the most prominent of which originates from DretfRarwise & Seligman, 1997 p15):

Dretske’s Information Content: To a person with prior knowledder being Fcarries the information that
is G, if and only if the conditional probability &f being Ggiven thatr is F is 1 (and less than one givkn
alone)

Barwise and Seligman object to Dretske’s definitmm two counts. The first objection centers around
Dretske’s requirement that the conditional prokigbihust be one in order for information infereroeoccur.
Barwise and Seligman consider that “it sets tah lad standard”. For example, snowboarding is anal®go
surfing. The probability that “Surfing the Himalayds about snowboarding, given this fact, may lggh hbut
is not necessarily certain, Dretske’s definitionmtgermit it. A human being, however, may leapthe
conclusion that it is about snowboarding.

A section objection is that Dretske’s definitiomdkes no room foa priori” knowledge. Consider the
statements = “the earth being a planet”. It would seem readbs that this statement carries the information
that “the earth is round”. Observe that the prolitghdf s is one. Then, given any prior knowledigethe
probability ofs givenk is also one, so, according to Dretske’s definititthve desired information inference
cannot proceed.

We accept Barwise and Seligman’s rebuttal of Degtskapproach. Moreover, we reject Dretske's
definition out of principle, as it is incompatiblégth our psychologistic stance.

This article will attempt to furnish a practicalcacint of information inference. In a nutshell, ithattempt
to realize Barwise and Seligman’s inferential imfiation content definition by computing informatifiows
within a high dimensional conceptual space whicimdgivated from a cognitive perspective. The nextisn
introduces conceptual spaces in terms of a threel lmodel of cognition. Section 3 describes how an
operational approximation to a conceptual space beagerived from a text corpus. Section 4 detad h
information inference may be realized via informatiflow computations through the conceptual space.
Practical investigations into information inferenaee reported in section 5 where it is applied he t
derivation of query models for information retrievdhe article is rounded off with a summary and
conclusions.

2. Conceptual Space

Gardenfors (2000) has recently proposed a modebgiition whereby symbolic processing is but one of
three levels. These levels can be seen “threedesfetepresentation of cognition with different Iesaof
resolution”. How information is represented vaigesatly across the different levels:



- Propositional
Symbolic representation

Geometric
Conceptual

representation

Connectionist

Associationist representation

Within the associationist level, information elertserare connected via associations, for example,
connectionism. Connectionist systems consist ohliignterconnected nodes (neurons), which process
information in parallel. Gardenfors deems the assionist level to be “sub-conceptual”. This lewell not
play a role in this article, so it will not be dissed further.

At the conceptual level, information is represenggdmetrically in terms of a dimensional space. For
example, the property colour can be representeteims of three dimensions: hue, chromaticity, and
brightness. Hue is manifested directly from the &langth of the light. Chromaticity is a dimensidratt
reflects the saturation of the colour. Brightneas be represented by a dimension with values rgrfgim O
(dark) to 1 (bright). Gardenfors argues that a priypis represented as a convex region in a geansgiace.

In terms of the example, the property “red” is gioa within the tri-dimensional space made up oé&,hu
chromaticity and brightness. The property “blue”uleboccupy a different region of this space. Thee¢
dimensions that together represent the propertplofur have their roots in the human perceptualharism,
however, this need not always be the case; dimessiay also be abstract.

Gardenfors extends the notion of properties intocepts which are based on domains. A domain i @f se
integral dimensions in the sense that a value @ dimension(s) determines or affects the valuenitteer
dimension(s). For example, the three colour din@rssare integral as the brightness of a colouraffiéict its
saturation (chromaticity) and hue.

The concept “apple” may have domains taste, shapleur etc. Context is modelled as a weighting
function on the domains, for example, when eatingapple, the taste domain will be prominent, buemwh
playing with it, the shape domain will be heavilyeighted (i.e., it's roundness). Gardenfors arguned t
concepts can be learnt from a limited number ofrglars of the concept. The prototype of the concept
assumed to be a “typical” instance, which is extddrom the exemplars. For example, one may hwtthe
typical apple is “red”. Exemplars are describedpbints in the conceptual space. One way of calingahe

prototype from a set of exemplars is that ittle coordinate p; for the vectorp representing the prototype is

defined to be the mean of théh coordinate of all the exemplars.

Observe the distinction between representatiortheatsymbolic and conceptual levels. At the symbolic
level “apple” could be modelled as the atomic psifion apple(x) however, at the conceptual level, it has a
representation involving multiple inter-related @imsions and domains. Colloquially speaking, theetok
“apple” (symbolic level) is the tip of an icebergthiva rich underlying representation at the congalplevel.
Gardenfors points out that the propositional angceptual representations of information are natdnflict
with each other, but are to be seen as “differensectives on how information is described”.

Inference at a conceptual level is brought abdaticms between concepts, or triggered associatibras
concept within a given context. Both “Linux” andiHus” are concepts consisting of a number of domain
The text “Linux Online: Why Linus chose a Penguirijgers the association between the concept “Linux
with the concept “Linus”. In addition, it disambiges: Linus the inventor of Linux, as opposed toukithe



cartoon character from “Peanuts”. As a consequerciin domains relevant to the inventor of Linue a
weighted prominently, for example, first name, sume, nationality etc. First-name and surname degjial
so the value “Linus” in the first-name dimensioniniger-related with the value “Torvalds” in the same
dimension. This association ultimately leads toittierence that the text deals with “Linus Torvéalds

' (first_name “Linus”
() surname <_—|
“Torvalds”
nationality. Finnish

The above example is a simplistic illustration cdir@nfors’ conceptual spaces. In addition, it canno
totally verified from a cognitive perspective. Fexample, research in cognitive science has notfieldr
whether Linus is a single concept from which sdligomains are drawn according to the context, cetivr
there are two distinct concepts of Linus — the om@esponding to Linus Torvalds, and another cpoeding
to Linus, the cartoon character. Nevertheless,athygeal of Gardenfors’ conceptual spaces is thalldivs
inference to be considered not only at the symblelel, but at the conceptual (geometric) leveezd!.
Observe that inference at the symbolic level isicity modelled by a liner sequence of propositions
prescribed by rules of inference. Within the corigaplevel, inference takes on a decidedly assiociak
character. This is not only interesting from a dtiga point of view, but also opens the door to
computationally tractable inference mechanisms.d&dfors points out that the symbolic and conceptual
representations of information are not in confligth each other, but are to be seen as “differensectives
on how information is described” (Gardenfors, 2@aQ7).

Barwise and Seligman (1997) also propose a geamédtindation to their account of inferential
information content via the use of real-valuedestgiaces. The basic assumption is that the stateyafystem
can be determined by the values taken by variouibw@es, the observables of the system. (An oladxev
corresponds to Gardenfors’ notion of dimension)s&bables are measurable quantities, the associalieel
being a real number. An example of an observabtenperature. A state ofasystem ofn observables is
represented by a-dimensional vector of realsg00". Observe that this is a similar proposal, albeiren
primitive, to that of Gardenfors with respect toperties in the conceptual space. Moreover, Baraiw
Seligman also account for integral dimensions ie timderlying vector representation by the use of
observation functions. These functions prescribg tiee values in certain dimensions determine theevin
another dimension. At this point, we will not defuether into the technical details of Barwise &@&ligman’s
real-valued state spaces. There relevance to couatis the following. Firstly, real-valued stafaces open
the door to the practical realization of informatioference by implementing a conceptual spacecgpiately
as a real-valued state space. This is the subfebemext section. Secondly, real-valued statesphave a
fundamental role to play with respect to our psysfistic point of departure. We firmly agree wittafvise
and Seligman who state, “Within the recent cogaiieience literature, logic is often seen as ircabty wed
to what is perceived to be an out-dated symbolgssing model of cognition. From there it is buhars step
to the conclusion that the study of logic is irkget for cognitive science. This step is often takespite of
the fact that human reasoning is a cognitive agtian do must be part of cognitive scienerhaps the use
of state spaces might allow a marriage of logidwdgbntinuous methods like those used in dynamysiéms



and so provide a toehold for those who envisioistinttively different model of human reasoriiiBarwise
and Seligman, 1997 p234 - italics ours)

3. Towards an Implementation of Conceptual Spacesiyperspace Analogue to Language

A human encountering a new concept derives the mgaria an accumulation of experience of the
contexts in which the concept appears. This ogaemsloor to “learn” the meaning of a concept throhgtv a
concept appears within the context of other corepbllowing this idea, a representational model of
semantic memory has been developed called Hypersiiaglogue to Language (HAL), which automatically
constructs a dimensional semantic space from ausaoptext (Burgess et al, 1998; Burgess & Lund719
Lund & Burgess, 1996). The space comprises higredsional vector representations for each termén th
vocabulary. Given an-word vocabulary, the HAL space isi& n matrix constructed by moving a window of
lengthl over the corpus by one word increment ignoringgpugtion, sentence and paragraph boundaries. All
words within the window are considered as co-ogéagrwith each other with strengths inversely proiooal
to the distance between them. After traversingdpus, an accumulated co-occurrence matrix fothal
words in a target vocabulary is produced. HAL i®diion sensitive: the co-occurrence informationviords
preceding every word and co-occurrence informakimrwords following it are recorded separately tsyrow
and column vectors. By way of illustration, the HApace for the example text “The effects of spmgdi
pollution on the population of Atlantic salmon” depicted below (Table 1) using a 5 word moving weind
(1=5):

the | eff | of | spr| poll | on | Pop | atl | sal
the 1| 2 3 4 5
eff 5
of 8| 5 1 2| 3 5
Spr 3 4, 5
poll 2 3| 4| 5
on 1 2| 3 4 5
pop 5 1 2
atl 3 5
sal 2 4 3] 5

Table 1: Example of a HAL space

This table shows how the row vectors encode pragedord order and the column vectors encode pasteri
word order. For the purposes of our account abrimfition inference, we deem it unnecessary to prese
order information, so the HAL vector of a word é&presented by the addition of its row and colunttors.
As an example of a HAL vector derived from a lacgepus, consider part of the normalized HAL vedtor
“superconductorstomputed from a corpus of Associated Press news:

superconductors = < U.S.:0.11 american:0.07 basic:0.11 bulk:0.13 called:0.15 capacity:0.08 carry:0.15
ceramic:0.11 commercial:0.15 consortium:0.18 cooled:0.06 current:0.10 develop:0.12 dover:0.06
electricity:0.18 energy:0.07 field:0.06 goal:0.06 high:0.34 higher:0.06 improved:0.06 japan:0.14 loss:0.13
low:0.06 make:0.07 materials:0.25 new:0.24 require:0.09 research:0.12 researching:0.13 resistance:0.13
retain:0.06 scientists:0.11 semiconductors:0.10 states:0.11 switzerland:0.06 technology:0.06 temperature:0.48
theory:0.06 united:0.10 university:0.06>

This example demonstrates how a word is represeaged weighted vector whose dimensions comprise
other words. The weights represent the strengttessdbciation between “superconductors” and othedsvo
seen in the context of the sliding window: the liglthe weight of a word, the more it has lexicalty



occurred with “superconductors” in the same corigxiThe quality of HAL vectors is influenced byeth
window size; the longer the window, the higher th@nce of representing spurious associations batwee
terms. Burgesst al. (1998) use a window size of eight or ten in tetirdies, though the motivation for these
numbers is not compelling (Perfetti, 1998).

Burgesset al (1998) were able to demonstrate the cognitive padihility of HAL vectors with human
processing via a series of word matching and wordarity experiments. We therefore feel that HAbase
is a promising candidate on which to found and rimftion inference mechanism whereby the inferences
would correlate with those a human would make. dditéon, a HAL space is a real-valued state space,
whereby each vector can be considered to repréiseristate” of a particular word in relation to tberpus
from which the HAL space was constructddore formally, a conceptc is a vector representation:

C=< Wy, Wep, W, > WHETE p p, ..., p are called dimensions af n is the dimensionality of the HAL

space, anu%p denotes the weight qf; in the vector representation @fA dimension is termed a property if

its weight is greater than zero. A propeptyof a concept is a termed guality propertyiff Wep >0, where
d is a non-zero threshold value. Let (c) denote the set of quality properties of conaepgp, (c) will be used

to denote the set of quality properties above mvadue, andQp(c) is short forgr(c) .

In summary, the HAL vector for a concepts a vector whose non-zero dimensions representsaco-
occurring withc in the context of a window somewhere in the corpise weights in these dimensions
represent how stronglyhas been seen in the context of other words witteércorpus used to define the HAL
space. An objection that can be levelled at sucflabal lexical co-occurrence approach is context-
insensitivity. For example, the vector represeatafor “penguin” may have dimensions relating btatithe
animal and publisher sense of the word. The proldeses as how to weight the dimensions approfyiate
according to the context. For example, in the @hgi context, the weights in dimensions of the ephc
penguin relating to the animal should be drastjaatuced. The question is as to how such “congdizing”
of the vector can be brought to bear. As mentiopexviously, Gardenfors (2000) advocates a weighting
function across the dimensions which weights tmeedisions appropriately according to the contexthSu
function is an apt means fogpresentingcontext andapplyingits effects, but the question beckons as to how
this function can beprimed in practice. Consider once again the example tBeinguin Books U.K.”.
Neighbouring words to “Penguin” give clues as toatvidimensions of the underlying vector should be
emphasized. In the following section, we proposeearistic that contextualizes the penguin vector by
combining it with vectors of other concepts innighbourhood.

Context sensitivity via Concept Combination

Our ability to combine concepts and, in particuliar,understandnew combinations of concepts is a
remarkable feature of human thinking, for exampkgace program” and “pink elephant”. Within a
conceptual space, the combination of concepts carrellized in terms of the respective geometric
representations. For example, one domain of theeagpin‘elephant” is colour, which is typically greyhe
concept “pink elephant” can be constructed by @ptathis grey region with another region represgnthe
property pink. Observe in this example that “pircts as a modifier for the concept “elephant”. émeyal,
the combination of concepts cannot always be redlim such a straightforward fashion. For examtle,
geometric representation of “space program” wontdude domains from both concepts, but it is nati@ls
how the resulting geometric representation couldrdadized. It is reasonable to assume that theltagsu
concept would be more “space-ish” rather than “paogish”, possibly because “space” is a more sjmecif
term. We refer to this intuition akbminance the concept “space” is said to dominate the ephprogram”
in the formation of the associated concept comhinat

% The term “concept” is used somewhat loosely totemsjze that a HAL space is a primitive realizatiba conceptual space



Gardenfors introduces a concept combination rulbichv offers the beginnings of a computational
procedure. However, this rule is defined in termhgemions and so-called contrast classes, whichnate
available in the more primitive real-valued stgiaces. For this reason, we have developed a hHeuristcept
combination specifically for HAL spaces.

Given two concepts, =< W o We o oo W >and c, =< W, o W p, e W

assumed to dominate concepj. The resulting combined concept is denotgdlc,. The heuristic is
essentially a restricted form of vector additionendby quality properties shared by both concepts ar
emphasized, the weights of the properties in th@idant concept are re-scaled higher, and the iegult
vector from the combination heuristic is normalizedsmooth out variations due to differing numbér o
contexts the respective concepts appear in.

> , Wwhereby concept, is

Step 1:Re-weightc, andc, in order to assign higher weights to the propsritie. .

*
— El Wclpi

W = +
Cup; 1
MFX(WCL o)
*
¢ 2 Wcz pi

Mka X(WC2 Py )

WCZpi 2
0y, 1,000, 101and/, >/,

This step enforces dominance by re-scaling the m®id he dimension weights in the respective coiscame
scaled with respect to the parametgrgfor conceptc,) and |, (for conceptc,). For example, ify, = g5and

¢, =04, then property weights of, are transferred to interval [0.5, 1.0] and propeveights ofc, are
transferred to interval [0.4, 0.8], thus scaling timensions of the dominant concept higher.

Step 2: Strengthen the weights of quality properties appgain bothc, andc,via a multipliera; the
resultant highly weighted dimensions constituteigigant properties in the resultant combination.

O(p 0QP, () Op QR (c) [ W,y =0a* wepandw,, =a*w,,] Wherea > 1.0
Step 3:Compute property weights in the compositii ¢, via vector addition:

W(CLDCZ)pl = Wclpl +Wczp|

Step 4:Normalize the vectot, O C,. The resultant vector can then be considered asvaaecept, which,
in turn, can be composed to other concepts by appthe same heuristic.

The above heuristic depends on five tuning pararsiete

* |, andl, determine how dominance is reflected in dimensierghts.
* 9d,and d,determine which quality properties of the respectmoncepts will have their values

strengthened by the multiplier. These three parameters are used to determinedivhansions will be
emphasized in the resultant vector representingah@ination.



The above heuristic has a definite ad hoc charadter nevertheless seems to produce desirable
representations of combined concepts (Song & Br2@al). For example, the following two normalizeAlH
vector fragments for the concepts “Reagan” andh”ltzave been derived from applying HAL to the Reste
21578 collectionwith parameters (.

Reagan = < administration: 0.46, bill: 0.07, budget: 0.08, congress: 0.07, economic: 0.05, house: 0.09, officials: 0.05,
president: 0.80, reagan: 0.09, senate: 0.05, tax: 0.06, trade: 0.09, veto: 0.08, white: 0.06, ...>

Iran = < arms: 0.71, attack: 0.18, gulf: 0.21, iran: 0.33, irag: 0.31, missiles: 0.11, offensive: 0.13, oil: 0.18, reagan: 0.10,
sales: 0.20, scandal: 0.25, war: 0.20, ... >

The dimensions reflect aspects relevant to theems@ concepts during the mid to late eighties. Fo
example, Iran was involved in a war with Iragq, Rdrnaeagan was president and he was embroiled arras
scandal involving Iran and the Contra rebels. Thdofving vector fragment represents the concept
combination of “Iran” and “Reagan”, assuming “Iran”be dominanti(1 =051,=03a=200,=00,=0):

Reagan O Iran = < administration: 0.11, affair: 0.06, arms: 0.72, attack: 0.08, contra: 0.14, deal: 0.08, diversion: 0.07, gulf:
0.11, house: 0.10, initiative: 0.06, iran: 0.22, november: 0.06, policy: 0.07, president: 0.26, profits: 0.08, reagan: 0.23,
sales: 0.15, scandal: 0.31, secret: 0.06, senate: 0.06, war: 0.12, ... >

One way of viewing this vector is as a represenatif the concept “Iran” (the dominant concept}he
light of the concept “Reagan”. Observe how the Weigf some dimensions have changed appropriatéfy w
respect to associations relevant to Reagan in timtext of Iran. More specifically, “arms”, “scantial
“contra”, are highly weighted, or have had theirights increased, whereas dimensions dealing witigRe
in the general presidential sense have decreasieer rdramatically (e.g. “administration”). Thisu#itrates
desirable nonmonotonic behaviour with respect taex (Gardenfors, 2000 p126).

Context sensitivity by “moving” prototypical concepts

As detailed previously, a HAL vector for a concefs constructed by sliding a fixed window over the
corpus and accruing weights for the words co-od@egrwith ¢ in the context of the window. The weights in
the dimensions represent how strongligas been seen in the context of another wordsighmut the whole
collection.

Another approach to represeanis to compute the prototypical concept vectordoBy way of illustration,
the following are example traces from the Reutdrs?8 collection including the term “Reagan”:

- “President Reagan was ignorant about much ofltha arms deal”

- “Reagan approval rating falls to four-year low”

- “Wallis is quoted as saying the Reagan administrawants Japanese cooperation to ensure the trade
bill is a moderate one”

These traces represent different contexts in wtliehconcept “Reagan” is involved: the Iran-contras
scandal, politics and trade. Each of the tracesealan be used as an “exemplar” of the conceptd®&a
and an associated vector can be constructed lgnasgipositive weights to those terms which co-oawith
Reagan in a given trace, e.g., the same weightthgrse employed by the HAL model can be used. The
prototypical Reagan concept can be computed acwpridi Gardenfors’ proposal: form the average vector
from the exemplars. The following vector depicts,decreasing order of weight, the more highly wisdh
dimensions of the prototypical concept “Reagan” potad from the Reuters-21578 collection using saafe
15 words in length containing the word “Reagan”:

5 The vocabulary was constructed by removing stomisrand also dropping some infrequent words whiigears less than 25 times in
the collection. Window size usetl= 6.
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Reagan = <president:4.79, administration:2.89, trade:0.95, house:0.90, budget:0.69, congress:0.64, bill:0.59, reagan:0.56,
white:0.51, dirs:0.50, year:0.49, vet0:0.49, billion:0.49, japan:0.48, told:0.47, officials:0.46, tariffs:0.44, senate:0.44,
economic:0.42, tax:0.42, ...>

Note there are dimensions relating to trade, msliteconomics, etc. Context-sensitivity can bezedlby
constructing the prototypical concept based snlzsebf traces. For example, consider the concept “Reag
in the context of “Iran”. One would expect dimemsodealing with the Iran-Contra scandal to be lyighl
weighted. This can be realized by computing thegbypical concept for “Reagan” based only on thivaees
mentioning “Iran”. This has the effect of shiftitige prototype based on a subset of exemplars,@steld in
the figure below. The stars represent points inhiga dimensional space corresponding to the examphe
flat , large stars correspond to the average afetlexemplars (i.e., the prototype). When a suldsstemplars
are used, the prototype shifts in the dimensiopats:

0

For example, highly weighted dimensions of the grgdgical concept for “Reagan” constructed from ésc
containing the term “Iran” is as follows:

Reagan = <president:3.82, iran:2.02, arms:1.50, administration:1.23, scandal:0.74, house:0.73, made:0.72, told:0.67,
speech:0.64, senate:0.60, contra:0.58, conference:0.54, pct:0.53, gulf:0.53, news:0.51, approval:0.51, officials:0.50,
white:0.49, security:0.46, kuwaiti:0.44, rating:0.43, diversion:0.42, november:0.42, national:0.42, tower:0.42, oil:0.41,
reagan:0.40, congress:0.40, approved:0.37, televised:0.35, ronald:0.35, poindexter:0.34, ... >

This reveals how dimensions dealing with the Iramita scandal (highlighted with bold) have been
promoted. (Poindexter was head of the CIA and tbeveéF commission report broke the scandal during
November. Reagan gave a speech. His approval rating affected.). In other words, desirable
contextualization of the Reagan vector has beemewaeth. It is interesting to observe that contexhd
reflexive. Consider the dual of the previous vectioe prototypical concept “Iran” in the context“&feagan”.

This vector features dimensions relevant to theerdion of arms to the Contra rebels, whereas the
contextualized “Reagan” prototype also includesatisions relevant to Reagan’s response to the dcanda
(e.g., approval ratings and a televised speech etc.

Iran = <arms:6.80, scandal:3.02, reagan:2.85, sales:1.71, contra:1.63, president:1.23, profits:0.84, secret:0.81,
rebels:0.69, gulf:0.69, sale:0.67, diversion:0.66, affair:0.60, friday:0.59, senate:0.59, deal:0.57, policy:0.56,
initiative:0.56, diverted:0.56, attack:0.54, house:0.54, commission:0.53, report:0.52, made:0.52, iran:0.50, silkworm:0.48,
tower:0.48, iraq:0.46, november:0.45, ...>
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This section has featured Hyperspace Analogue togliage as a means of deriving a real-valued
conceptual space, (a HAL space), wherein concepdscambinations of concepts are represented as high
dimensional vectors. Context is considered to béssme affected by a concept being together witiero
concepts, , “Reagan” in the context of “Iran”, “Ust’ in the context of “Linux” etc. In other wordke vector
representation of a concept should be conditionethb presence of other concepts. Such conditioiing
referred to as contextualizing the underlying vectpresentation.

In short, the HAL space offers a computationathctable information representation mechanism with
cognitive credentials whereby context effects carncatered for. The question now is what can berriede
from it.

4. Information Inference via Information Flow

Barwise and Seligman (1997, p54) have proposeccemuat ofinformation flowin terms of state spaces
which is a realization of their definition of infastial information content given in the introductio

Definition 1 (Barwise-Seligman’s Information Flow)

iy =0 i ()G O s()

Osksn

The left hand side of the formula describes ai@ahip between a set of types (tokeins)i,, ... i, and a
type (token)j. The intuition is the information described by #@mbination of tokens, to i, carries the
information described by, for example,onjive |-light denotes the “switch being on with a live light bulb

carries the information that the light is on”. Bésevand Seligman refer to this phenomenom as astraint”
between the respective sets of types; the reldtiprean be conceived as one of information flovwsetn the
conjunction ofi, to i, to j. The above definition can also be applied to thdier examples of information

inference, for exampleenguinbooks|-publishe-

The right hand side of Barwise and Seligman’s dedim describe how the inference relationship irobad
in terms of an underlying state space. It is beytiwedscope of the article to reproduce the techuietils, so
we attempt to capture some of the intuition be reeanthe light bulb examples(on) represents the set of
states where the switch is @{live) represents the set of states where the light isuilie (i.e., not broken),
ands(light) represents the set of states where the light.iS'ba right hand side of the definition equates to
those states in which the switch is on and the ulive, also entails the light to be on in thesgtes. When
dealing with information inference in relation text, the intuition behind “state” is not one of ghoal
situations as in the light bulb example.

A HAL vector can be considered to represent therinftion “state” of a particular concept (or conatian
of concepts) with respect to a given corpus of.t&kie degree of information flow between “publishand
the combination of “penguin “ and “books” is diryatelated to the degree of inclusion between dspective
information states represented by HAL vectors. Moitdusion leads to maximum information flow. lasion
is a relation< over the vectors in the underlying HAL space.

Definition 2 ( HAL-based information flow)
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iy ...,in|= jiff degreeic; <c;)=A

wherec; denotes the conceptual representation of tokandA is a threshold value. (For ease of exposition,
Oc; will be referred to as; because combinations of concepts are also concepts

The degree of inclusion is necessary as HAL reptatiens of concepts are exact representationsarieut
more akin tocharacterizationsof the associated concept. Put simply, the reptaiens are approximations

and somewhat fuzzy. It is computed in terms ofrtt® quality properties o€, intersecting with properties
in c; to the number of quality properties in the souegce

z WciP|

pi0(QP (i )n QP(c j))

degree¢, < cj): Z W gip,

pOQP (cj)

The underlying idea of this definition is to make&esthat a majority of the most important quality
properties of ¢ appear in ¢ When a threshold value 1.0 is setXpHAL-based information flow definition

essentially equates to Barwise and Seligman'’s itiefifi. Note that information flow produces truly
inferential character, i.e., concgpieed not be a property dimensiontof, . (Examples of this will be given
in section 5).

At the close of this section, we reflect back tovidae and Seligman’s definition of inferential infioation
content given in the introduction and compare iD&inition 2. There is an obvious difference widspect to
how the information inference problem is expressgttactically. The syntax of Definition 2 has beanried
over from Barwise and Seligman’s Definition 1, wélgy the information inference problem recast asaine
information flow between tokens. This syntax cirmemts using the rather clumsy syntalieing Fetc. The
syntax in terms of tokens is particularly usefut fext based information inference as the tokemns lma
extracted from the text in question using standaachniques developed within the field of informatio
retrieval. Concept combinations can be identifiedhf text using part-of-speech tagging to identifyun
phrases.

Definition 2 does not overtly make reference to phier knowledgek. We argue that there is evidence to
suggest that aspects of prior knowledge are captayeHAL. HAL is a co called global co-occurrenceael.

It acquires vector representations of meaning Ipjtalizing on large-scale co-occurrence informatitmerent

in the text corpus. In other words, global co-ocence models like HAL produce atcumulatedvector
representation of a word summed across the vadontexts (windows) in which the word appears. Bssge
and Lund state:We suspect that global co-occurrence models, nwthan local co-occurrence models, will
better capture the richness of cognitive and largpuaffects that are important to the comprehension
process. (Burgess & Lund 1997, p206). Moreover, therexiglence that the representations learned by HAL
account for a wide variety of semantic phenomenad@ss et al., 1998). On the basis of this, weidenshe
HAL space embody some aspectskoDbserve thak will change as the associated text corpus chamyges.
parallel can be drawn here with the Raynaud —diktiscovery mentioned in the introduction. Thisabvery
involves intermediate concepts connecting the tWhen the bodies of disparate literature have rahehe
certain critical volume, sufficierktis available to allow the information inferenceveén “Raynaud” concept
and “fish oil” to proceed. In pragmatic ternksis acquired by the process which constructs thé Bgace. It

® The notion of inclusion is intuitively the sameit tiormalized differently: Barwise and Seligmanidefinformation flow
in terms of a set of states being included witlather set, whereas HAL-based information flowe§irted in terms of
how much one state (vector) is included in another.
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is maintained by re-computing the HAL space asafsociated text corpus changes.

Finally, Definition 2 can be placed within Gardersfathree level model of cognition. The left handesof
Definition 2 describes information inference betweekens at the symbolic level. These inferencesaar
result of computations within a cognitively motigdtreal-valued state space produced by HAL. Weidens
this space to be a primitive approximation of Gafdes’ conceptual space. Moreover, due to the dogni
credentials of HAL, we put forward that the infoioa inferences produced by Definition 2 may have a
psychologistic character. Put more boldly, it is bape that Definition 2 is an operational defimitiof a form
of human reasoning with information, which is fignih the mould of Barwise and Seligman’s viewsagit
and cognition quoted at the end of section 2.

5. Information Inference in Practice: Inferring Query Models by Computing Information Flow

User queries to an information retrieval system gngically imprecise descriptions of the given
information need. This phenomenon has been paatiguidmphasized with respect to queries on the Wédh
gueries average between two and three terms intHerBuch short queries are, almost certainly, poor
descriptions of the associated information need.

Various query expansion techniques have been desglon order to improve the initial query from the
user. The goal of automatic query expansion isutoraatically expand the user’s initial quepywith terms
related to the query terms @yielding a queryQ'. The expanded querg@' is then used to return documents

to the user. Various models and techniques have pemposed for determining the expansion terms. The
language modelling approach to information retridvas allowed query expansion to be considered as a
language modelling problem. More specifically, @igulanguage model comprises estimating the prtibabi
P(t|Q) of every termt in the vocabulary in the light of the initial qyeQ =(q ...,q,,) . Intuitively, those

termst with probabilities above a threshold can be cargid more useful candidate terms for expanding the
initial query Q. Two prominent query language modelling approadesRelevance Model (Lavrenko &
Croft, 2001) and Markov chain based model (Laffétizhai, 2001). These will be used as referencetgoi
with respect to retrieval effectiveness.

Even though probabilistic approaches to query laggumodelling are promising, there are other pafts
departure. Query expansion can also be considered &nformation inference process. If the teims.,i,,

are query terms, then those terms j inferred in&tiomally from these query terms can be consida®d
candidate query expansion terms. So, instead oblaapilistic foundation for the query language mode
P(t|Q), we propose a query language model based on tjrealef information flow between the query Q

and a vocabulary term t. The goals of the experimegported below are twofold:
1. To ascertain the extent to which information infere improves retrieval effectiveness

2. To gain an understanding of the relative meritsusing an inference based approach to query
expansion versus probabilistic and semantic sithilaased approaches

5.1 Experimental Set-up
The experiment used the AP89 collection (disk Hetber with TRECtopics 1 — 50. The collection
contains 84,678 Associated Press documents. Afteioving stop words, a vocabulary of 137,728 terms

resulted. Only the titles of the topics were usederies (average query length: 3.24 terms).

Query processing

" TREC stands for the Text Retrieval Conferenceesatin by NIST. See trec.nist.gov
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In order to deploy the information flow model in erperimental setting, the query topics must aralys
for concept combinations. In particular, the quastf which concept dominates which other concgpigésds
to be resolved. As there seems to be no relialgleryhto determine dominance, a heuristic approsthkien
in which dominance is determined by multiplying tipgery term frequency gtf) by the inverse document
frequency idf) value of the query ternMore specifically, query terms can ranked accordiogytf*idf.
Assume such a ranking of query tergs:..,d,, (m> 1). Termsg, and g, can be combined using the concept
combination heuristic described above resultinghie combined concept}, UJ q,, wherebyq, dominates
g, (as it is higher in the ranking). For this combiremhcept, its degree of dominance is the averadbeof
respectiveytf*idf scores ofg, and q,. The process recurses down the ranking resultitiged composed query
“concept” ((..(q, 0 g,) 0 0g,)0...) I q,). This denotes a single vector from which query ef®dan be
derived. If there is a single query term £€1), it's corresponding normalized HAL vector ised for query
model derivation. For each query topic, the quernmns were combined in this way into a single quergtor
(gl =051,=03a=200,=00,=0)- This vector is then used to derive a particulserg model .

As it is important to weight query terms highlyettveights of query terms which appeared in theainit
guery were boosted in the resulting query modeddiging 1.0 to their score. Due to the way HAL vestare
constructed, it is possible that an initial quesynt will not be represented in the resulting quagdel. In

such cases, the query term was added with a wefdgh0. Pilot experiments show that the boostingriséic
performs better than the use of only query modéisont boosting query terms.

The query models

HAL spaces were constructed from the document ctidie using a window size of 8 words<8). Stemming
was not performed during HAL space construction,dbop words were ignored.

Composition Model (CM): In this model, the vector produced from the cohaepnbination of the query
terms is used as the query model. (The compositator ofreaganiran given previously is an example of
such a query model). The weights reflect the stremfl association of the expansion term with thergu
term(s) averaged across all contexts in the catlecEssentially, the composition model representgay of
using only HAL vectors as a basis for query expamsin addition, this model provides a referenciafimom
which to gauge the effects of information inference

Minkowski distance function (Mink): HAL produces a high dimensional space in whichasgin distance
can be computed. Gardenfors states that the “sityilaf two stimuli can be determined for the distas
between the representations of the stimuli in theéeulying psychological space” (Gardenfors, 2000)ph
practice, associations between words can be cowohgugtecalculating the similarity between their vecto
representations. The distance between two congegtdy in then-dimensional HAL space can be calculated
using the Minkowski distance measure:

dx,y) =/ 30% - v, )"

whered(x,y) denotes the distance between the HAL vectorsc<fandy. Following Gardenfors (2000), the
similarity s(x,y) between HAL vectors fox andy is calculated as an exponentially decreasing fonabf
distance:
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s(x y) =e

This model uses the query vectors to compute sécadlptrelated terms. More specifically,represents a
guery vector ang represents the vector representation of an arpiteam. If there is sufficient similarity;, is
used as a query expansion term. In the experinteatcomposition model (CM) is used to constructrgue
vectors and the top 100 semantic associationstaidassociated weights are used to update the geetor,
therby expanding it. The parameters were set @l r=2 andc=1/2350.The setting=2 means the distance
measured is a Euclidean distance, which is tyfgarahformation retrieval parameters. To®alue affects the
sensitivity of the similarity function. This valugas determined empirically based on the collecbeing
used.

Composition-based Information Flow Model (IM): This model computes information flows based om th
guery vectors using Definition 2. More specifically

Given the quenQ =(q, ...,q,,), @ query model can be derived from Q in the foifmwvay:

» Compute degree(Jc, < c,) for every termt in the vocabulary, wherélc, represents the conceptual

combination of the HAL vectors of the individualegy termsq,, 1<i < mand c, represents the HAL
vector for ternt.

+ The query modeQ' =(t, : f,,...,t, : f,) comprises the topinformation flows

Observe that the weighf; associated with the termyin the query modeils not probabilistically motivated,
but denotes the degree to which we can itifdrom Q in terms of underlying HAL space.

This model was chosen to investigate whether inftion flow analysis contributes positively to quengdel
derivation. The top 85 information flows were usadthe query modelkE85). This value produced best
performance during a series of pilot studies.

Information Flow Model with pseudo-relevance feedbek (IMwP): Pseudo-relevance feedback has
consistently generated improved effectiveness. iradel was implemented by constructing a HAL space
using the top fifty documents in response to a yjuand thereafter deriving a query model from tbisal
collection. The fifty documents were retrieved hg baseline model. The top 60 information flowsevesed

in the query modekéE60). This value produced the best performancenduaiseries of pilot studies.

Indexing , retrieval function and baseline model

Documents were indexed using the document ternuémecy and inverse collection frequency components
of Okapi BM25 formula (Robertson et al., 1995) widrametersk; =1.2, k, =0.0,b=0.75). Query vectors for

the baseline model are produced using query teeaquéncy with query length normalization (zZhai, 2001
which is defined similarly to the BM25’s documeetm frequency with parametey=1000. The matching

function employed between document and query veat@s dot product as advocated by Lafferty and Zhai
(2001).

Note that in the baseline model, terms were stemmbdreas in the information flow models, termseveot
stemmed, as pilot studies revealed that informdtam models perform slightly better without stenmgi
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5.2 Results

This experiment evaluated the effectiveness ofnakllels on the AP89 collection with TREC query tapic
1-50. The results are as follows. The precisiomtenirve for the Mink model was not depicted igdtie 1 as
it is virtually the same as the composition model.

Baseline CM Mink IM IMwP
AvgPr 0.182 0.197 0.193 0.247 0.258
(+8%) (+6%) (+35%) (+42%)
InitPr 0.476 0.529 0.520 0.554 0.544
(+10%) (+8%) (+16%) (+14%)
Recall 1687/3301| 1996/3301 | 1655/3301 | 2269/3301 | 2331/3261
(+15%) (-2%) (+35%) (+38%)

Table 2: Comparison of the query models against adseline for the AP89 collection using TREC topics-%0 (titles)

0.6
0.5 1
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0.2 7 —o— IMwP
0.1 7

0 1 1 1 1 1 1 1 1 1 1

0 010203040506070809 1

Figure 1: Precision recall curves comparing Baselm with the composition model, information flow mode (with
and without feedback) for the AP89 collection

5.3 Discussion

The first observation is the low baseline perforowmfaverage precision 0.182). This is due to ohéy t
titles being used as queries. The average prec&iore using the corresponding TDN (title, desiipt
narrative) queries is 0.269.

The average precision of CM is 0.197. This reprissan 8% improvement over the baseline. The IM
model's average precision scored 0.247 which reptesa 35% improvement over the baseline. Notettieat
difference between these models is the inferen@xpénsion terms via information flow computatiés. a
consequence, we can conclude that the majorithefrhprovement with respect to precision was gainad
information flow (27%). The improvement due to infation flow is less pronounced with respect talec
the CM model produced a 19% improvement (1996/3Bflévant documents retrieved) versus a 35%
improvement in recall of the IM model (2269/330Therefore, the improvement due solely to informatio
inference amounted to 16%. In summary, the infémkaharacter of information flow contributes sifijcéntly
to retrieval effectiveness, particularly with respéo precision. For example, part of the query eiddr
“Space Program” (TREC topic 011) is as follows:
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program:1.00 space:1.00 nasa:0.97 new:0.97 U.S.:0.96 agency:0.95 shuttle:0.95 national:0.95 soviet:0.95
president:0.94 bush:0.94 million:0.94 launch:0.93 called:0.93 thursday:0.93 research:0.92 administration:0.92
flight:0.92 rocket:0.92 defense:0.91 friday 0.91 project:0.91 system:0.91 mission:0.91 work:0.90
launched:0.90 officials:0.90 station:0.89 1ong:0.88 announced:0.88 science:0.88 scheduled:0.87
reagan:0.87 director:0.87 programs:0.87 air:0.87 put:0.87 center:0.87 billion:0.87 aeronautics:0.87
satellite:0.87 force:0.86 news:0.86 wednesday:0.86 technology:0.86 american:0.86 budget:0.86 states:0.86
back:0.85 office:0.85 monday:0.85 plan:0.85 people:0.85 manned:0.85 satellites:0.85 plans:0.84
development:0.84 test:0.84 nation:0.84 mars:0.84 future:0.84 astronauts:0.84 united:0.84 major:0.84
early:0.83 scientists:0.83 department:0.82 america:0.82 laboratory:0.82 make:0.82 set:0.82 head:0.81
earth:0.81 house:0.81 planned:0.81 tuesday:0.81 union:0.80 study:0.80 problems:0.80 april:0.80
earlier:0.80 ago:0.80 march:0.79 control:0.79 day:0.79 effort:0.79 money:0.79 star:0.79 public:0.78
flights:0.78 develop:0.78 began:0.78 return:0.78 cost:0.78 pentagon:0.78 support:0.78 chief:0.77
moon:0.77 part:0.77 provide:0.77

The bolded terms represent dimensions not presehticoncept combination vector fpacélprogram.

In other words, they represent inferential inforimatcontent with respect to the initial query “Seac
Program”. Note that there is a number of infererm@me of which appear to be related to the tajpib ss
“satellite”, “pentagon”, “scientists” etc.

It is interesting to note that feedback in the infation flow model produced a slight improvemen#éf
average precision over the information flow modéheut feedback. This is a much smaller improvement
than is typically the case when feedback is emmlojost of the improvement generated by the infdiona
flow model has taken place without feedback. Thisyndue to the sparseness of the HAL space being
generated from only fifty feedback documents. lmeotwords, there is not sufficient text to prodtigeod”
vector representations of terms. It may also bectse that the concept combination heuristic usethe
global collection has contextualized the query @ectvery effectively so there is less room for mkeu
feedback to generate improvements. More experirtients needed to bear this out.

The semantic associations computed by the Minkowisitance metric did not produce any improvement
over the composition model. This could mean thargexpansion terms derived via computing infororati
flow are more suitable than those computed via séimaimilarity. More experiments will need to be
conducted to bear this out, in particular, withpexs to the Minkowski parametar £ 1). This value has had
some success in correlating vector similarity veitignitive effects (Burgess et al, 1998).

The experiment also allows comparison with the Mar&hain query model which was investigated using
the same experimental set-up described above (taezhai, 2001). With respect to average preaisithe
information flow model (IM) without feedback is 19%ore effective than the Markov chain query model
without feedback (0.247 vs. 0.201). The informatftow model without feedback turns out to be slightly
better (+6%) than the Markov chain modeth feedback.

In other experiments (Bruza & Song, 2002), we camgbahe performance of HAL-based information flow
with the Relevance model (Lavrenko & Croft, 200&jith respect to average precision, the informafiow
model scored higher average precision than thevRete model for AP88&89 using topics 101-150 (0.301
vs. 0.261) and topics150-200 (0.344 vs. 0.319).

In summary, initial experimental results indicabattan information inference based approach toyquer
expansion using HAL-based information flow genesatacouraging improvements in retrieval effectiwsne
These improvements are superior to two promineabatrilistic approaches using language models and a
semantic similarity approach.

6. Summary and Conclusions

This article describes and evaluates an informatiorference mechanism the theoretical basis o€lwid
drawn from Barwise and Seligman’s state-based mmétion flow and Géardenfors’ cognitive model. The
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theory is realized by computing information flowtlween vector-based representations of conceptsederi
from a text corpus by Hyperspace Analogue to Laggy&AL). HAL vectors show compatibility with human
information processing and are therefore intergsdism computational representations of “meaning’civlare
cognitively, rather than logically motivated.

Since its inception, one of the goals of the Idgsed information retrieval (IR) research agendaliegen
the development of a suitable model theory forlifRially, situation theory (Barwise, 1989) seentecbe a
suitable candidate, but it has proven disappoin{see Wong et al. (2001) for an analysis). Everugho
situation theory is fundamentally a theory basedirdarmation, and inference can be defined in teohs
channel theory (Van Rijsbergen & Lalmas, 1996),gbtential of situation theory has never been zedli In
fact, a recent theoretical analysis of situatiomotly has found it to have several implied negative
characteristics (Wong et al., 2001). Part of thebfgm is situation theory being a symbolic theoithvits
attendant problems (e.g., computational complexifficulty in operationalizing its fundamental licgl
operators, etc). In addition, the representatioinfidfrmation (via infons) does not have any supgem a
cognitive perspective. The appeal of models suchAls, latent semantic analysis (Landauer et al98)9
and the like, is the evidence that the represemstproduced by these models accord with correspgond
human representations. As a consequence, we fahise form a more suitable basis for producingdel
theory for IR and more generally as a promisingsbfs implementing systems which draw inferencésciv
correlate with those a human would make.

The research presented in this article is motivdteth a psychologistic perspective on information
inference. The dimensional space derived by HAL lsarconsidered to be a primitive approximationhsf t
conceptual level of Gardenfors’ cognitive modeleThput and output of the HAL-based informationwflo
model are tokens, which are similar to keyword$RnThe inference mechanism, however, is drivenaria
equation computing vector inclusion within the stgpace, thereby avoiding the computational conitjex
of inference at a symbolic level. The connectiotwieen the conceptual and symbolic level is furrishia a
variation of Barwise and Seligman’s definition effdrmation flow. Two approaches were presented for
priming vector representations according to cont€ke first approach uses a concept combinatiomiteu
to adjust the vector representation of a conceghénlight of the representation of another concépie
second approach computes a prototypical conceptherbasis of exemplar trace texts. The prototypical
concept vector can be contextualized by re-comguitiwith respect to a subset of traces which distalbhe
context.

In a nutshell, we have presented the basis of abgleninference mechanism which is driven via
computations between context-sensitive vectorbeatbnceptual level. We have therefore made a st
towards bringing Gardenfors’ cognitive model witliire bounds of operational reality. Further redeaauld
be directed towards enhancing HAL to include mospeats of Gardenfors’ conceptual spaces, and to
investigate information flow computations througther cognitively motivated vector representatioris o
concepts.

HAL-based information flow was evaluated by measyithe effectiveness of query models produced by
information inference using a corpus of news fetedderive the conceptual space. Results show that H
based information flow contributes greatly to quenydel effectiveness, particularly with respecptecision.
Moreover the results compare favourably with twominent probabilistic models and another based on
semantic associations computed via the Minkowsdtiadice function.

More globally, this article details some prelimipagroundwork for developingsemiotic-cognitive
information systems (SCIgRieger, 1996; Newby, 2001; Gardenfors & Williar2§01;McArthur & Bruza,
2002). The term “semiotic-cognitive” refers to thesystems manipulating “meanings” which are motigat
from a cognitive perspective. Their ultimate gaaltd enhance our cognitive firepower and thus help
become more aware in our ever more complex infaomagnvironment.

19



Acknowledgments

The work reported in this paper has been fundegairi by the Cooperative Research Centres Program
through the Department of the Prime Minister andiGet of Australia.
References

Austin, J. (1998). Zen and the Brain: towards agenstanding of meditation and consciousness. MEERr

Barwise, J. (1989)he Situation in LogicCLSI Lecture Notes 17, Stanford, California.

Barwise, J., & Seligman, J. (199nformation Flow: The Logic of Distributed Syste@ambridge Tracts in
Theoretical Computer Science 44.

Bruza, P.D., & Song, D. (2002). Inferring Query Mdsiby Computing Information Flow. In Proceedinds o
the ACM Conference on Information and Knowledge ManagegCIKM).

Burgess, C., & Lund, K. (1997) Parsing Constraantsl High-Dimensional Semantic Spatanguage and
Cognitive Processes, 12, pp.177-210.

Burgess, C., Livesay, L., & Lund, K. (1998) Explooas in Context Space: Words, Sentences, Discplinse
Foltz, P.W. (Ed) Quantitative Approaches to Senmtakimowledge RepresentatioBiscourse Processes
25(2&3), 179-210.

Gardenfors, P. (200@onceptual Spaces: The Geometry of ThoudhE. Press.

Gardenfors, P., & Williams, M. (2001). ReasoninguetbCategories in Conceptual Spaces. In Proceedings
theFourteenth International Joint Conference of Adidil Intelligence pp. 385-392.

Gabbay, D. & Woods, J. Abduction. Lecture notesftbe European summer School on Logic, Language and
Information (ESSLLI 2000). Available: http://www.tham.ac.uk/~esslli/notes/gabbay.html

Lafferty, J., & Zhai, C. (2001). Document Languag@dels, Query Models, and Risk Minimization for
Information Retrieval. In Proceedings of tBdth Annual International Conference on Researcd an
Development in Information Retrieval (SIGIR'01), pp1-119.

Landauer, T.K., Foltz, P.W., & Laham D. (1998) Amtrbduction to Latent Semantic AnalysBiscourse
Progress, 25(2&3), 259-284.

Lavrenko, V., & Croft, W.B. (2001) Relevance-Badaghguage Models. In Proceedings of ##h Annual
International Conference on Research and Developriteinformation Retrieval (SIGIR'01), pp. 120-
127.

Lund, K., & Burgess, C. (1996) Producing High-direemal Semantic Spaces from Lexical Co-occurrence.

Behavior Research Methods, Instruments, & Compud&), pp. 203-208

McArthur, R.M & Bruza, P.DMining tacit knowledge from small sets of utteranSeibmitted. Available:
http://www.dstc.edu.au/[tbe filled in]

Newby, G.B. (2001) Cognitive Space and Informat&paceJournal of the American Society for Information
Science and Technolo®h2(12), pp. 1026-1048.

Perfetti, C.A. (1998). The Limits of Co-Occurrendeols and Theories in Language Research. In Fel\¥,
(Ed) Quantitative Approaches to Semantic KnowleBgeresentatiorDiscourse Processe25(2&3), 363-
377.

Rieger, B. (1996) Situation Semantics and CompantatiLingusitics, In Kornwachs, K. and Jacoby, Ed$).
Information: New Questions to a Multidisciplinaryptept. Akademie Verlag.

Rijsbergen, C.J. van & Lalmas M., (1996) An Infotioa Calculus for Information Retrievalournal of the
American Society for Information Science 47(5)3pp-398.

Robertson, S.E., Walker, S., Spark-Jones, K., HaaBeaulieu, M.M., & Gatford, M. (1996) OKAPI at
TREC-3. InProceedings of the3Text Retrieval Conference (TREC-3).

Song, D., & Bruza, P.D. (2001) Discovering Inforinat Flow using a High Dimensional Conceptual Space,
In Proceedings of th24th Annual International Conference on Researcth Bevelopment in Information
Retrieval (SIGIR'01)pp. 327-333.

Swanson, D.R., & Smalheiser, N.R. (1997) An IntBvacSystem for Finding Complementary Literaturas:
Stimulus to Scientific Discoverwtrtificial Intelligence, 91, pp.183-203.

20



Wong, K.F., Song, D., Bruza, P.D., & Cheng, C.HOQ2) Application of Aboutness to Functional
Benchmarking in information retrieval. To be pubbsl by ACM Transactions on Information Systems
(TOIS),19(4), pp. 337-370.

Zhai, C. (2001). Notes on the Lemur TFIDF modelpUlnlished report.

21



