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Abstract

In current organizations, valuable enterprise kmolge is often buried under rapidly expanding hugeumt
of unstructured information in the form of web psgelogs, and other forms of human text commurooatiWe
present a novel unsupervised machine learning rdetied CORDER (COmmunity Relation Discovery by
named Entity Recognition) to turn these unstructwtata into structured information for knowledgenaxgement
in these organizations. CORDER exploits named \enticognition and co-occurrence data to associate
individuals in an organization with their expertiaad associates. We discuss the problems assoaidtted
evaluating unsupervised learners and report oudialinevaluation experiments in an expert evaluatian
guantitative benchmarking, and an application oRDER in a social networking tool called BuddyFinder

Keywords: relation discovery, clustering, named entity ragtgn

1. Introduction

At a time in which organizations increasingly reytlre knowledge and skills of their employees ag th
most valuable resource, competency management,ikgowho knows what, has become a critical

activity. Equally important is knowing who knows @rh, both outside and inside the organization, so



that project teams with the right mix of skills,ntacts and experience of working together can be
assembled.

We argue that documents are a primary resourcgigoovering information about people's skills and
associations. Text based approaches have alreadyused in some specialist domains, for example to
create a database about the competencies of expeesses [8]. We propose to use text documends in
more general scenario and to concentrate on finth@gelations between entities of several kintlsera
than classifying experts against a taxonomy oflskilThe documents used may be intended to
summarize competency information, such as the leotjection of Brazilian researchers’ curriculaaét
held on the Lattes Platform (http://lattes.cnpdpistbrico.jsp), but they might equally be ordinary
documents, such as web pages and reports whigctrefly to day activity within the organization.

We propose tackling competency discovery from dcentary resources using an unsupervised
machine learning method which we call CORDER (COmityuRelation Discovery by named Entity
Recognition). Named Entity Recognition (NER) isdises a preliminary step to identify named entities
(NEs) of interest, such as people’s names, orgaoizanames and knowledge areas, thus partially
tackling the problem of unstructured web data idiet by some of the earliest writers on web mining
[10]. The output of the CORDER method is a matfixemtities. In a competency management scenario
the target dimensions of this matrix is people, é@ample employees or researchers. The other
dimension is the parameters against which compgtendeing assessed, which might be subject
domains, contacts, organizations with which a petsas collaborated or projects they have worked on.
The values in the matrix are the relation strengfiftulated by CORDER of the relation between a
person and a given parameter. The output of CORD&Ralso be seen as an association network,
where nodes are named entities, links between thedes are relations discovered by CORDER, and

weights on these links are relation strength.



CORDER builds on work such as DIPRE [4], Snowb&]ldnd KNOWITALL [11], but, because it
uses co-occurrence rather than relatively rarepetfor discovering relations, it can discoveatiehs
in collections smaller than the whole Web, makihgduitable for corporate intranets. CORDER has
similarities to the relation discovery method byskEgawaet al. [15] which clusters pairs of NEs
according to the similarity of context words betwdlbem. Their method works well on newspaper text,
which usually consists of well-formed sentences ablvantage of the co-occurrence method we use is
that it is general enough to detect relations loimogeneous text where relations may not be explici
specified by context words. Their method also du#saddress ranking relations in terms of relevance

CORDER can serve as the basis for building knowdendganagement and entity based semantic
search applications, since CORDER can effectivaly efficiently turn unstructured information, such
as text documents and web pages, into structurestmation efficient for querying, search, and
knowledge management. Structured information infdinen of relations between named entities can be
used to satisfy users’ information needs that #feewlt to be met using unstructured informatiang.,
finding who is an expert on X? If a user entersiXhie system, he/she will get a list of expertsedamn
the relations discovered by CORDER. However, traétl document based search applications return
documents instead of entities inside them to ackeguery. In knowledge management applications, the
discovered relations in a network can be visualiaed presented to the user. Various social network
analysis methods such as clustering algorithmsbeaapplied to the network to group entities that ar
closely related to each other. In semantic seaeded applications, the user can search in concept
instead of keywords to locate entities embeddetbsuments directly, thus users’ cognitive overlaad
the result of a large amount of unstructured infation can be alleviated.

This paper is organized as follows. In Section 2deecribe the CORDER method. In Section 3 we
discuss issues concerning the evaluation of unsigeel machine learning algorithms in general. The

experimental setup for expert and quantitative berark based evaluations is described in details in



Sections 4. Section 5 and 6 present three evaluatiodies, first, expert evaluation of CORDER’s
results and a comparison of CORDER, experts’ opsji@and two quantitative benchmarks, and second,
an user evaluation of an integrated system of CORDCIad an online matchmaking tool called
BuddyFinder. Work related to our relation discovapproach is discussed in Section 7. Finally in
Section 8 we conclude and describe some of ouroamggwork applying and refining the CORDER

method.

2. CORDER



CORDER discovers relations by identifying lexical-accurrences of NEs in text. This approach is
based on the intuition that if an individual hapetise in an area, his/her name will be often @ased
with key terms about that area in text in many doeents. Similarly, if two individuals often work
together we expect to see their names associatgenkeral, we assume that NEs that are closeliecela
to each other tend to appear together more oftdriclaser.
The process of the CORDER method comprises thes sfep
1. data selectionin which the documents that will represent thgaoization are identified,
2. named entity recognitignn which the pages are preprocessed for namétesnand
3. relation strength and rankingn which we propose a novel way to calculatertiation strength
of NEs related to the target by integrating enttty-occurrences, entity distances, entity
frequencies, and document relevance.

We describe these steps below, concentrating atioelstrength.

2.1 Data Sdlection

We find documents from an organization’s web sgmg a web spider. Documents, which contain noisy
data, e.g., out-dated information and irrelevahbrmation, may be removed. Documents which are

linked from the web site may be taken into accadiutitey contain relevant information.

2.2 Named Entity Recognition

A named entity recognizer is used to recognize lgegpojects, organizations and research areas from
the documents. We use ESpotter [30], an NER systieith employs standard NER techniques, because
it provides methods for rapidly adapting its lexicand patterns to different domains on the Web.
Automated Google searches are used to estimatauthber of times a pattern or lexicon occurs on the
Web in general and on documents with a URL assatiatith the domain. These are used to estimate

the probability of particular patterns on the domaif interest. Recall and precision can then be



controlled by adjusting a threshold parameter tecsevhich patterns should be used on a given demai
Fine adjustments can be made by the user for ihgi@i patterns. This combination of automatic
probability estimation and manual refinement allo&Spotter NER to be optimized for a particular
organization’s documents without a long traininggass.

Variants of the same NE are prevalent on diffedaduments on a site, e.g., a person’s name can be
referred to in many ways. The proposed method graimilar NEs together in order to find these
variants and align them by taking into account $kiéng similarity of two NEs. String similarity is
defined as the length of the longer NE divided ly Levenshtein distantef the two NEs. Two NEs
judged similar by their string similaritgtrSim(E1,E2are more likely to be variants of the same NE if
they appear on the same document or two documdnthwnk to each other (we use the Levenshtein
edit distance but other metrics are also suitafileg two NEs may appear on multiple documents, and
we define the contextual distanCenDis(E1, E2)between two NEs as the minimum number of links,
regardless of link direction, between two documentere these two NEs appear. The contextual
distance is zero if the two NEs both appear orstttree document. We define the similarity between two

StrSin{ B, B2)
NEs,E1andE2, asSim(E1,E2)=3+pxConDi{ &, ©2). Wherea andb are weights.

2.3 Relation Strength and Ranking

Traditional text window based entity relation digery methods only count the number of co-
occurrences of two entities but do not take intcoaat the distance between them. We argue that the
distance between two entities will also affect tekation judgment of them especially when the text
window is large. The intuition is that the smalllbe distance between two entities, the more likiety
they are related. In addition, the frequency oftiexstin a text segment and the relevance of aect

in relation judgments also need to be consideresl p¥dpose a novel unified approach for incorpogatin



four components, i.e., entity co-occurrences, ntistances, entity frequencies, and document
relevance, in entity relation discovery.

The process for relation strength and ranking eswshin Figure 1. For each target NE (which may be
the person whose competencies we wish to discotres)relation strengths of co-occurring NEs are

calculated.

Given:
1. a number of text documents
2. a number of NEs recognized from these documents
3. atarget NE
Relation strength approach:
Combining four components, i.e., entity cawtences, entity distances, entity
frequencies, and page relevance, in a relatiength measure
Output relation strengths of NEs which co-occuhvite target NE

Figure 1. The process for relation strength calcula  tion

Our novel relation strength measure between two ddiasists of four components as follows.

1. Co-occurrence: Two entities are considered to co-occur if thppear in the same text fragment,
which can be a document or a text window. Generdlgn NE is closely related to a target, theydtém
co-occur more often. For two NEE1 and E2, we use Resnik’'s method [22] to compute a relative

frequency of co-occurrenceséi andE2 as in Equation 1.

Num( ., E2)

PELER=" @

whereNum(E1,E2) is the number of documents or text windows inciwitl andE2 co-occur, andN
is the total number of documents or text windows.
2. Distance: Two NEs which are closely related tend to ocdose& to each other. If two NEE1 and
E2, both occur only once in a text fragment, theatise between them is the difference between their

offsets. IfE1 occurs once anB2 occurs multiple times in the text fragment, thetaice betweel and

! Levenshtein distance of two strings is the lertthe shortest sequence of edit commands thagfoem one string to the other.



E2 is the difference between the offsetbdf and the offset of the closest occurrenc&afWhen both
E1 andE2 occur multiple times in the text fragment, we ager the distance from each occurrencélof

to E2 and define the logarithm distance betwBdrandE2 in thei-th text fragment as in Equation 2.

2 (1+ log, (min(E 1j ,E 2)))

d (EL E2)="" )
Freq; (EL)

whereFreg(E1) is the number of occurrencestt in thei-th text fragment anchin(El , E2)is the
distance between tl}gh occurrence oEl, E1, andE2

3. Entity Frequency: An NE is considered to be more important if islraore occurrences in a text
fragment. Consequently, a numerous NE tends to stwag relations with other NEs which also occur
in that text fragment.

4. Document relevance: Given a targetEl, the weight of each text fragment is given indiogtits
relevance in associating other NEs in the textrfraigt withE1, e.g., for a person, a high relevance
weight might be set to his/her homepage and a ébevance weight to his/her blog page.

Relation strength: Given a targeti=1, we calculate the relation strength betw&drand another NE,
E2, by taking into account the above four componente relation strengtiR(E1, E2) betweerEl and

E2is defined in Equation 3.

R(EL E2)= WEL E2)><Z[Wi x f(Freq(E1) f(Freg( Ez»]

d, (EL E2) )
where w; is the weight showing the relevance of theth text fragment to EJ,
f (Freq(E1) =1+ log, (Freq (EL), f(Freq(E2))=1+log, (Freq(E2)), and Freq(El) and Freq(E2) are the

numbers of occurrences Bfl andEZ2 in thei-th text fragment, respectively.

Thus the relation strength between a target anll @fits co-occurring NEs is calculated. We rank co

occurring NEs in terms of their relation strengt¥ith the target. Since these NEs are of differgpées,



we divide the ranked list into a set of rankedslifgtr each type, e.qg., lists of related people r@hated
organizations.

We set a threshold, so that only relations witltreh strength above the threshold are selected. Fo
example, we could set the threshold as the valwehath two NEs co-occur with only one occurrence
each, within a distande, in only one text fragment. Generally, higher gitv@ds give high precision and
low recall, andrice versa

It is worth noting that, since the relation stréngiart of the method comprises a combination of
measures for co-occurrence, frequency, distance dmodiment relevance, the current method has
potential for refinement by substituting these comgnts with others that are more sophisticated.
Consider the case of judging the strength of thetiom between two organizatio®sl andE2. If the
method were to be deployed in a semantic Web emviemt where the documents were annotated with
reference to an ontology, it would be possibleaketaccount of instances beldwl andE2 in the

taxonomic structure such as people employed byriip@nizations or subsidiary companies.

3. Approachesto Evaluation

The evaluation of the CORDER method presents pnablg/pical of unsupervised machine learning
methods in general when trying to establish iftiethod has learnt a model that is fit for purpddes
main approaches to evaluation may be characteagegiantitative, gold standard and task oriented.
Quantitative methods judge whether the model produced is a “gouatel based on quantifiable
parameters. For example, a classic method for zinglyhierarchical agglomerative clustering is the
cophenetic correlation coefficient [23], [14]. Sgadrror Criterion is commonly used to evaluate the

efficiency of numerical data clustering [9]. Anothmethod is Information Gain in which is possihbe t



assess the quality of the clustering results oe¢egorical data [28]. We are experimenting witls thi
approach to evaluate a CORDER enhanced semargtechg method (see Section 8).

Gold standard approaches compare the learned model to an “igealduceda priori by domain
experts. These are typical in information retriexatl information extraction, e.g., the MUC (Message
Understanding Conference) and TREC (Text REtri&ahference) series of competitions [7] [21].
Their primary disadvantage is that standard catlestare expensive to produce. Moreover, since they
are based on expert opinion, they are intrinsicalpjective. We have participated in the TREC
conference Enterprise Search Track, where a cratleoW3C (http://www.w3.0rg) site is used as test
collection. CORDER will be further evaluated inrtey of its effectiveness in discovering significant
associations between entities, e.g., Person-Ta@gsiacaations, to complete the Expert Search task.

Task oriented evaluations examine algorithms in the context mbli@ations. They are concerned
with whether the learning algorithm has producedaalel that functions properly in use. Tonedlaal.
[26] discussed some of the problems associatedthéthask oriented approach including its costtaed
need for careful design to minimize subjectivity.

Each approach has deficiencies. Therefore we favarixed strategy. Our first evaluation mined
competencies using the website of the KnowledgeidMbustitute (KMi). This meant we had access to
experts who could provide subjective data on thHalia of the model. In the second evaluation, we
compared CORDER'’s results with two quantitativedienarks obtained from the whole Web data and
a co-occurrence model, respectively. We did oudtbivaluation on an integrated system of CORDER
and an online matchmaking tool called BuddyFingdrere a group of online users’ collective opinions

are used to evaluate CORDER.

4. Experimental Setup for Expert and Quantitative Benchmark based Evaluations

10



We applied the CORDER method to our departmentKih@wvledge Media Institute (KMi), website.
We used Verity Ultraseek search engine to gettaofisdlocuments which are linked from the KMi
homepage and whose URL hostnames are from a lislRifs of sub-sites of the KMi website e.g.,
URLSs for the departmental news, PlanetNews?.slecuments containing noisy data including obsolet
web pages were removed using the patterns in thieirs and templates in their content. We got 503
documents, of which 122 are official pages from ikMi website, 202 are from personal homepages,

111 are from the PlanetNews site, and the redt@me other relevant sources.

We used ESpotter to recognize four types of NEs, people PeoNB, organizations @rgNE),
projects ProNE), and research areaRgsNE. Built-in lexicon entries and patterns, and lexidrom a
domain ontology and research areas from the ACM iimg Classification Systetrare used for

recognition.

To align variants of NEs from these documents,calkeulated a similarity threshold of 0.833 by
setting minimum string similarity of 2.5 and minimucontextual distance of 2 and used the similarity
threshold to find clusters of variants. We found @G@sters for manual alignment. To estimate the

precision, and recall R ., of NER, we randomly selected 15 pages from ti8@pes and asked a

F)NER’
human evaluator to annotate NEs of the four typspeactively. Human annotations were used as a gold

standard to compare with the NER results produgeBSpotter, we gob,., andr . * of 91% and 88%

respectively. For the 503 documents, the numbetsiofuePeoNE, OrgNEs, ProNEs, andResNE are

860, 526, 21, and 273, respectively.

2 http://news.kmi.open.ac.uk
3 http://www.acm.org/class/1998/

N N

4 — ESpotter Correct —_ ESpotter Correct

PNER - N— and RNER - N—
ESpotter

is the number of correct NEs produced by ESpfiiefour types on 15 Web pagep|

User

where N is the total number of NEs produced by

ESpottet Correc ESpotter

ESpotter for four types on 15 Web pages, Ngser is the number of NEs annotated by the evaluatoioiar types on 15 Web pages.

11



The CORDER method was used to discover relatietween people working in our department and
NEs of the four types. A relevance weight is set &sr documents of general relevance to a target N
and 2 for documents of special relevance to thgetaThere are 3655 relations found by CORDER
between the 60 researchers working in KMi and the types of NEs. Relations found for an expert

were evaluated by the expert him/herself in thi¥ahg Section 5.

5. Expert and Quantitative Benchmark Based Evaluations

We compared CORDER with a co-occurrence based methd a Google hits based method. Given a
target NE, the co-occurrence based method ranks dtks by the number of co-occurrences between
the target and each of these NEs in documentxbwiadows. Given a target NE, the Google hits base
method ranks other NEs by the number of co-occue®metween the target and each of these NEs on
the whole Web. Thus the ranking that CORDER getsfm depth analysis of a representative subset of
pages is compared against a simple analysis o§titiset of pages and the whole Web, respectively.

In our expert evaluation, we created a web based fehich allowed each expert to access the model
that one of the three above three methods had afexdefor them Twenty people, representing a range
of experience from PhD students to professors, fieadtheir own model to produce rankings and
relevance judgments closer to their own view ofrth@erests and associations. These gave pssa
hoc standard against which to measure the three mstpedormance.

We used precisionP) and recall R) to measure a ranking method’s ability to discawdevant NEs

(Equation 4).

® The identity of the chosen method (CORDER, Gobiife or co-occurrence method) is hidden away ftoenuser in order
to avoid bias.

12



N

N
— ' “User, RM,Re levant — ' “User,RM,Re levant
P oy = —uRMBelevant g Tucer R Re evan (4)

e NRM,ReIevant ’ B NUser,ReIevant

whereT is the type of NE, the number of NEs judged asviaatt by a ranking method Mgm relevant
the number of NEs judged as relevant by the us&lis relevas and the number of NEs judged as
relevant by both the user and the ranking methdllids rm relevant

A ranking method and the user provide two set@okings to the list ONyser rv relevanNES judged as
relevant by both. To measure how well a methodiskiry match the user’s ranking, we used
Spearman’s coefficient of rank correlatiBA [12] to measure the ranking method’s ability tok&NEs
(Equation 5).

6 (Fyser ~Tim)”

N I °— N

User, RM,Re levant -

(®)

RA’,User = 1_

User RMRe levan

whereriyser andrigm (1<i,r ool ru S Nuser RMRelevajtare the two rankings provided by the user and

the method respectively for tieh NE in the list. There are no ties in a set okmags, i.e., for any two
NEs, E andE; (i#]), liuser # lj,user andrirm # rjrm. RA=1 When the two sets of rankings are in perfect
agreement anRA= -1 when they are in perfect disagreement.

The results in Table 1 show that precision fortladl rankings produced by CORDER is above 71%,
indicating that most of the relations found by CaHPare correct. Recall is all above 73%, showing
that CORDER can find most of the relations of aruB& ranges between -0.086 and 1.0, andRhe
values for 61 out of 80 lists of NEs for users @eve 0.60, suggesting a very high degree of agneem

between the rankings produced by CORDER and thpfieehusers themselves.

® The users can add NEs that they think are relewahiemselves but are missing from the recomméoiléist.
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Table 1. Precision, recall, and ranking accuracy of

three ranking methods evaluated by 20 users.

T2 3[4 5 6 7 8 9 10 [ 11 [ 12 [ 13 [ 14 [ 15 16 [ 17 | 18 T 190 | 20

CORDER|89.1/83.3| 100 [92.7| 769 | 83.3 | 92.0 | 83.3 | 88.0 | 88.9 | 95.8 | 100 | 100 | 85.7 | 83.3 | 100 | 100 | 100 | 100 | 71.4

Precision| Co-Occ |85.2|77.3] 90 |87.6] 71.3 | 80.6 | 87.8 | 74.3 | 82.3 | 85.6 | 87.8 | 90.0 | 90.0 | 80.3 | 75.3 | 100 | 100 | 100 | 100 | 685

(%) [ Google [78.3[75.0] 80 |82.3| 68.3 | 75.6 | 80.3 | 65.3 | 75.1 | 79.8 | 81.3 | 80.0 | 70.0 | 74.3 | 67.1 | 100 | 100 | 100 | 100 | 56.5
CORDER|83.7(93.8] 90 | 95 | 83.3 | 88.2 | 86.7 | 833 | 80 | 941|979 | 90 | 833|923 |833|81.8|889]|833| 80 | 833

OrgNE| Recall [ Co-Occ |82.3(89.2] 85 |91.2] 71.3 | 75.6 | 74.5 | 80.5 | 76.8 | 87.8 | 91.2 | 85.3 | 72.3 | 86.7 | 74.3 | 72.3 | 82.3 | 83.3 | 80 | 76,5
(%) [ Google [75.0[77.1] 75 |87.6] 74.6 | 74.3 | 65.3 | 75.4 | 68.6 | 86.3 | 85.6 | 76.5 | 64.5 | 79.8 | 70.4 | 64.4 | 74.4 | 83.3 | 80 | 64.3
CORDER|92.3(91.0[70.2[77.0| 38.2 | 55.1 | 100 | 98.2 | 15.7 | 97.7 | 99.8 | 87.6 | 25.5 | 89.7 | 100 | 23.3 | 80.0 | 100 | 100 | 100

RA [ Co-Occ |85.0[87.6/69.5[74.6| 315 | 458 | 87.8 | 856 | 12.1 | 94.6 | 87.6 | 81.3 | 21.3 | 82.4 | 54.3 | 12.3 | 52.3 | 100 | 100 | 53.2

(%) [ Google [67.2]79.6(65.8|74.3| 36.4 | 36.2 | 78.5 | 753 | 6.3_| 87.3 | 753 | 753 | 22.3 | 79.6 | 32.1 | 35 | 42.3 | 100 | 100 | 64.8
CORDER|01.8(80.7|83.3|05.2| 83.3 | 84.2 | 8890 ] 00.7 | 94.2 | 80.7 | 949 | 9L.7 | 86.7 | 75 | 80 | 857 | 88 | 889 | 92.3 | 100

Precision| Co-Occ |82.3|87.3]75.2|88.6] 74.3 | 81.2 | 82.3 | 84.6 | 89.6 | 88.3 | 86.9 | 855 | 785 | 75 | 60 | 71.4 | 82.3 | 81.3 | 85.3 | 85.0

(%) [ Google |76.3]80.1/73.5[80.6] 68.9 | 74.3 | 68.8 | 74.2 | 78.8 | 825 | 75.3 | 79.9 | 68.3 | 50 | 60 | 56.3 | 75.2 | 75.3 | 76.6 | 75.0
CORDER|85.6{96.3[93.8[87.0| 86.2 | 80 | 842 | 86.7 | 855 | 929 | 100 | 100 | 81.3 | 90 | 889 | 75 | 95.7 | 100 | 85.7 | 86.7

PerNE| Recall | Co-Occ |82.1]92.2[90.2[84.3| 82.3 | 76.3 | 80.1 | 81.3 | 80.9 | 87.6 | 95.0 | 85.2 | 74.4 | 90 | 77.2 | 65.2 | 91.2 | 82.3 | 78.6 | 78.7
(%) [ Google [72.3]83.2[85.6]78.6] 72.0 | 72.6 | 63.2 | 74.3 | 74.3 | 75.3 | 87.6 | 74.6 | 63.2 | 70 | 65.3 | 41.2 | 87.8 | 75.3 | 72.3 | 69.7
CORDER|87.7|87.2[86.4]87.2| 53.0 | 63.2| 9.2 | 23.3 | 93.2 | 89.0 | 95.8 | 91.9 | 955 | 98.2 | 83.3 | 100 | 23.3 | 100 | 100 | 72.3

RA [ Co-Occ |80.581.9(82.6[79.3| 45.2 | 52.3 | 125 | 14.6 | 89.5 | 875 | 91.3 | 86.6 | 87.5 | 98.2 | 78.3 | 100 | 14.6 | 100 | 100 | 67.8

(%) [ Google |73.5[82.1[81.6|75.5] 35.6 | 49.8 | -156] 56 | 78.2 843 873|753 | 753 | 743 | 653933 35 | 933 100 | 62.1
CORDER|100|100| 80 |87.5| 100 ] 100 | 100 | 80 | 875|818 75 | 80 | 100 | 100 | 100 | 100 | 100 | 100 | 80 | 100

Precision| Co-Occ [90.0{90.0] 75 |84.1] 90.0 | 90.0 | 92.3 | 75.6 | 84.6 | 75.3 | 72.6 | 80 | 93.3 | 100 | 100 | 100 | 100 | 100 | 80 | 100

(%) | Google [85.0[83.3] 70 |80.6] 87.6 | 87.6 | 68.9 | 72.3 | 56.6 | 72.1 | 68.1 | 80 | 93.3 | 100 | 100 | 100 | 100 | 100 | 80 | 100
CORDER|84.683.3| 100 | 100 | 83.3 | 875 | 75 | 80 | 77.8 | 90 | 100 | 100 | 100 | 80 | 80 | 100 | 100 | 100 | 80 | 100

ProNE| Recall | Co-Occ |81.482.4] 90 |95.0| 76.3 | 84.3 | 74.6 | 74.3 | 74.6 | 855 | 100 | 100 | 100 | 60 | 80 | 100 | 100 | 100 | 80 | 100
(%) | Google [77.4{78.8] 80 |84.3| 69.8 | 74.6 | 76.3 | 69.8 | 65.6 | 81.3 | 100 | 100 | 100 | 40 | 80 | 100 | 100 | 100 | 80 | 100
CORDER|87.7|87.2| 100 [98.3| -8.6 | 68.0 | 100 | 89.2 | 48.2 | 68.8 | 50.0 | 87.9 | 100 | 88.7 | 18.2 | 100 | 100 | 100 | 100 | 100

RA | Co-Occ |80.8[83.3[92.3[85.3| -13.6 | 64.5 | 93.6 | 86.3 | 42.6 | 65.3 | 40.0 | 56.3 | 50.0 | 75.3 | 5.3 | 100 | 100 | 100 | 50 | 100
Qo) L Google 179 L840 L 12l L0032 L0083 L2320 o4l L300 L4020 000 o4l 124 100 L 100 L 100 L 00 | 100
CORDER|84.9(86.4{82.4[92.9] 91.7 | 95.8 | 71.4 | 75 |84.2 | 94.1| 90 | 83.3 | 100 | 92.9 | 100 | 100 | 100 | 100 | 88.9 | 87.5

Precision| Co-Occ |80.2|82.3[80.3(87.3| 85.5 | 89.0 | 68.3 | 69.0 | 78.7 | 87.6 | 85.0 | 75.5 | 75.0 | 87.3 | 100 | 100 | 100 | 100 | 76.4 | 81.4

(%) | Google [74.3[74.1]72.5|84.3| 84.3 | 87.5 | 59.6 | 58.3 | 68.5 | 79.6 | 70.0 | 68.3 | 50.0 | 74.2 | 100 | 100 | 100 | 100 | 72.2 | 75.3
CORDER|91.8(92.7[73.7|81.3| 91.7 | 92 | 833 | 85.7 | 696 | 86.5 | 100 | 909 | 91.7 | 86.7 | 100 | 80 | 100 | 80 | 80 | 77.8

ResNE| Recall | Co-Occ |87.6/85.2[70.9|80.6| 87.3 | 87.8 | 74.3 | 76.9 | 56.5 | 84.6 | 100 | 84.2 | 75.6 | 81.3 | 100 | 80 | 100 | 80 | 72.3 | 74.4
(%) | Google [82.6{74.9]71.3]75.1| 84.4 | 84.3 | 72.0 | 68.2 | 57.9 | 81.2 | 100 | 76.8 | 68.3 | 74.3 | 100 | 80 | 100 | 80 | 65.6 | 68.2
CORDER|80.1[82.2[22.7[2.12| 51.2 | 73.0 | 100 | 98.2 | 99.0 | 54.3 | 33.3 | 67.3 | 71.8 | 93.4 | 100 | 100 | 68.8 | 80.0 | 50.0 | 90.0

RA [ Co-Occ [79.3]81.0[25.6|1.56| 45.3 | 74.3 | 91.3 | 86.3 | 89.6 | 455 | 45.6 | 57.7 | 68.8 | 74.1 | 100 | 100 | 85.6 | 80.0 | 45.3 | 85.0

(%) [ Google [75.0[78.6[29.6]-5.6| 44.9 | 74.6 | 68.2 | 69.9 | 78.3 | 412 | 23.1 | 513 | 57.6 | 65.3 | 100 | 100 | 52.3 | 80.0 | 356 | 764
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We can see that CORDER consistently outperforméd thee co-occurrence and Google hits based
methods in terms of precision, recall and rankiogueacy on four types of entities for 20 users. The
co-occurrence based method taking into account pegjes on the website performed better than the

Google hits based method taking into account theleweb.

The total number of NEs of four types for all 2Crssjudged as relevant by a ranking method is
Totakwm relevant the total number of NEs judged as relevant byi@€rs isTotalyser relevant and the total
number of NEs judged by both 20 users and the mgnikiethod as relevant Ttakwy user relevant We

define the overall precisioRrota and recallRrowa in Equation 6.

— TOtalRM,User,Relevant _ TOtaI
Total — ’
TOtaIRM ,Relevant

RM,User,Re levant
otal — (6)

TOtaleer,Relevant

For the CORDER method, we gBfota andRroa, @S 90.5% and 88.2%. For the co-occurrence based
method, we goProa andRrota s 82.4% and 78.5%. For the Google hits basedanette gotProta
andRyea @s 76.5% and 72.7%. We averaged the ranking amearor four ranked lists of the 20 users
to get the overall ranking accuradfvota, as 76.9%, for the CORDER method, 65.4% for the co
occurrence based method, and 53.2% for the Goatdebhsed method. We can see that CORDER

performed considerably better than both the co+weage and Google hits based methods.

However, th@ost hocstandard is imperfect in a number of ways whichadn® be addressed. The
experts could only judge NEs that were found by rdnreking methods. Some experts were inclined
only to look at the top of ranking methods’ ranksnge. the most relevant NEs. Some experts regorte
that it was hard to rank certain types of NEs, saslpeople, because their personal view of levels o
importance was hard to quantify. Presenting expeitls a randomized list to rank might give better
results, but it would be a harder task. It mayHa# experts should instead be given a simplersash

as assigning NEs to groups such as “highly reléyamievant” and “not relevant”.
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6. Application of CORDER in BuddyFinder and User Evaluation

The first competence discovery application we argding is the search service for the BuddySpace
jabber environment (http://buddyspace.sourcefosgd,rcalled BuddyFinder. Finding useful contaats o
instant messaging services is commonly based datra&gpn information provided by the users. This
has a number of weaknesses. In particular, usedsrtet to be motivated to provide more than a few
keywords and the information can quickly go outlafe. The BuddyFinder system asks them to supply
the URL of their homepage; users are more motivabeteep their homepage comprehensive and
current than a profile on their instant messagiysiesn. A user typically uses a keyword based search
query describing a topic to find his/her buddigse TORDER method uses the keywords in the query as
the target NEs and calculates the strength ofdlaions between the topic and users within themggo
that the searcher belongs to based on data miosdtfreir homepages and closely associated pages (fo

example blog pages). The results are presentedagxked list of users (see Figure 2).
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“BuddySDaceZ - j.zhuteopen.ac.uk@buddy f 10l x|
Jabber (O Presence Roster Yiew Bookmarks Maps Help

|_\..||;| > 4}'|00nline |v|E|
[‘Roster | . BuddyFinder | 7E BuddyFinder bot |

l/ Search r Your keywords |/ Your web pages |

Enter keywords to search for:

|"semantic weh" OR ontology |

Search Options:

|WEb pages | - |

[ ] also show offline users

7> Cabral, Liliana

i Komzak, Jiri [9 OUKMI]
I~ Benn, Neil

i Bachler, Michelle

I Galizia, Stefania

I Sereno, Bertrand

i Gaved, Mark

K7 Yvild, Jane [9 OUKMI]
I Cornish, Harriett

Fovy O

[»

1

Close

=+ &

Figure 2. BuddyFinder output for a search on “seman tic web” OR ontology

In our user evaluation, we designed a strategyetoaggroup of users’ collective opinions on who
were most relevant to a given topic within theiogp. In a large organization, everybody knows about
the expertise and associations of some of hisiléragues, and is not sure of, or does not knowtabo
the others. Given a topic, e.g., “semantic welgr@p of people may have various opinions about who
Is strongly associated with the topic in their engation. We assume that, just like a democratiago
or referendum system, we can identify the ‘expdrtah the collective opinions expressed by thengsi
given by a group of people. Therefore, we use tbellective opinions as standardto evaluate the
CORDER method.

We have evaluated BuddyFinder-CORDER on two groopsisers, namely, 70 people in the
Knowledge Media Institute (http://kmi.open.ac.ukand 142 people in the ELeGIl project

(http://www.elegi.org/) [3], a 23-partner Europeeaonsortium. There are 5 people who are in both
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groups, i.e., work in both KMi and the ELeGI prdjeeor the KMi and ELeGlI groups, there are in total
1,011 and 1,978 documents from people’s profikespectively.

Two members of the KMi and ELeGlI groups have selédf7 and 19 queries for user evaluation on
the two groups, respectively, as listed in the medftst columns of Table 2 and Table 3. For eachyquer
we have applied the CORDER method to the datagste Sisers generally only look at the top ranked
buddies to find their answers, we selected up pol® ranked buddies (can be less than 10 when there

are less than 10 buddies in the list) returned ®RDER for each query as the relevant buddy set.

4. Query = "Europe" AND "learning"
] I can't give feedback on this query.

"This person is relevant to the query."
Name Eﬁg& 3228%}; Dizsagree | Mavbe Agree Si;rg%%lv
Stefanutti, Luca O O O o] ® o]
Pelgrims, Livinus O O (@] O ® (@]
De Roure, David O O ] @ ® @
Museibeh, Bashar O O 0 ® O O
Kirschner, Paul @] @] ® o] O o]
Allernan, Jan O O O [©] O o]
Saintoyant, Pierre-Yves O C O ® O O

Figure 3. A query with a relevant buddy list genera  ted by CORDER in randomized order for user

evaluation.

We created a web based form (Fig. 3) which allowsidn evaluators to assess the query results. In
order to minimize the influence of the order of theeries and buddies in the relevant buddy seacif e
query, every time an evaluator visits the form, dhger of both the queries and buddies in the aglev
buddy set of each query are randomly generated.ofther in which CORDER has ranked the list of
buddies is hidden from the evaluators. Since eaaluator may not be able to evaluate all the bwldie
for all the queries, we give them the option tgps&i query, or select “don’t know” for a buddy to a
query. To evaluate the statement that a buddylévast to a query, they can choose from “strongly
disagree”, “disagree”, “maybe”, “agree”, and “stgbnagree”. 23 people from KMi group, representing

a range of experience from PhD students, secrsfaieject managers, lecturers, research fellons, a

professors, have evaluated the KMi form. 17 pedmen ELeGI consortium, representing a range of
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experience from PhD students, project members,egrdieaders, lecturers, research fellows, and
professors, have evaluated the ELeGl form. Eadvaslt buddy in each query has been evaluated by at
least three people. These gave post hocstandard against which to measure CORDER'’s pednoa

Evaluators may have different opinions on the aatioo between each buddy in the relevant buddy
set of each query and the query. We assign follgwating values to their opinions: -2: “strongly
disagree”, -1: “disagree”, 0: “maybe”, 1: “agre&’, “strongly agree”, and “don’t know” is ignored.eN
calculate the mean of the opinion values from aigraf users as the group’s rating value for a butidy
order to remove dubious user ratings, we calctlegestandard deviation of the rating values andke&m
any user rating value that is two times the stathdawiation value away from the mean. After remgvin
dubious ratings, we calculate the mean of a grdugsers’ ratings again as the group’s rating vdaue
the buddy.

Given a query, we can use the group of users’gatatue for each buddy to rank these buddies. Thus
the new ranked list of buddies reflects the grotipsers’ collective opinion in how the list of budd
should be ranked. We use the group’s ranked lisv&duate how well CORDER has ranked the buddies
to reflect the group’s views. We have reused thea8pan coefficient (RA) described in Equation 5 to
measure how well CORDER has ranked the buddiesatohmhe group’s opinion.

The ranking coefficient for CORDER on each queryhia KMi and ELeGlI groups is shown in Table
2 and 3, respectively. “AKT”, “BuddySpace”, “Magpieand “ScholOnto” are project names. Generally,
people would search for people closely related ésearch areas and projects. We have also
experimented with a more variety of types of querie emulate real users’ various needs in their
searches, and show that BuddyFinder can give watishnswers to various types of queries. In T&ble
people’s names, e.g., “Marc Eisenstadt’, and acadamtitution’s names, “University of Graz”, are
used. In this case, we are looking for people wigoctosely related to a given person, e.g., colleag

collaborators, and closely related to an institute.g., employees, collaborators.
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Table 2. Spearman'’s rank correlation for KMi group.

Query/Rank Correlation (RA) CORDER
1. AKT 0.6842

2. Artificial Intelligence 0.9140
3. Buddyspace AND Messaging 0.3654
4. Hypertext 0.6838
5. Information Extraction 0.7047
6. Knowledge Management 0.920(
7. Knowledge Modelling 0.9596
8. Machine Learning 0.5839
9. Magpie 0.9045
10. Natural Language Processing -0.1545
11. Ontologies 0.9466
12. Planning AND Scheduling 0.7657
13. Question Answering 0.6171
14. ScholOnto 0.5723
15. Semantic Web 0.9688
16. Web Services 0.6054
17. Social Software 0.7335
RC variance 0.07682
RC average 0.6927

Table 3. Spearman’s rank correlation for ELeGI grou

Query/Rank Correlation (RA) CORDER
1. Artificial Intelligence 0.7821
2. BuddySpace 0.600(¢
3.Europe AND Learning 0.5797
4. Hugh Davis 0.5000
5. Human Learning 0.0909
6. Hypermedia 0.5265
7. Hypertext 0.5385
8. Instant Messaging 0.46438
9. Java and C++ 0.5515%
10.Knowledge Representation 0.6905
11.Learning AND Grid 0.6835
12 Machine Learning 0.428¢
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13. Marc Eisenstadt 0.7212
14. Semantic Web 0.244%
15. Social Software 1.000(
16.Software AND Grid 0.2451]
17.University of Graz 0.9007
18. University of Southampton 0.818)7
19. WSRF -0.6000
RC variance 0.1246
RC average 0.5140Q

We can see from Table 2 and 3 that CORDER cantfirdg relevant buddies and rank them in the
correct order in most of the queries. When the irapkorrelation of CORDER for a query is low, it is
often the result that there are no clear relevandies for the query topic. For example, consiter t
query “natural language processing” (NLP) in TaBle"NLP” is not a major research area in KMi
(hence there are proportionally fewer pages memigpit) and most evaluators do not have a cleaa ide
about who are associated to it, this is reflectedhie standard deviations of users’ ratings forheac
relevant buddy on “NLP”, which are all between @B6&d 1.328, given that for most of the other
queries the standard deviations of users’ ratimgsbatween 0.0 and 0.7. Associations for “NLP” are
also under-represented in documents. We foundhlbet are only two documents matching both “NLP”

query and the buddies ranked as No. 1 and 2 indhective opinion of evaluators, respectively.

7. Related Work

The concept of relation extraction was introducggbart of the information extraction tasks in tivetts
Message Understanding Conference (MUC-6) [7]. Sgmevious work has adopted a supervised
learning approach such as kernel methods [29] aedsrichly annotated corpora which are tagged with
relation instances. The limitation with this appds that it takes a great deal of effort to prepa

annotated corpora large enough to apply supenlesading. Some other previous work has adopted a
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weakly supervised learning approach. This apprdah the advantage of not needing large tagged
corpora. Brin [4] proposed DIPRE, a bootstrappirgthnod for relation discovery. DIPRE finds patterns
for a particular relation between NEs from a smatlof training data, and uses these patternsnidinty

the relation between new NEs on test data. Snoybaiinproved on DIPRE by adopting the constraint
of using a named entity tagger. KNOWITALL [11] uspatterns for relation extraction by taking
advantage of the scale and redundancy of the WEBIRID and Snowball, however, need a small set of
training data. It is also unclear how training dateould be selected and how much data is needed.
DIPRE, Snowball, and KNOWITALL work well on relans embedded in patterns but cannot spot
relations shown in the context of text and layolitveb pages. The most similar relation discovery
method to ours is by Hasegawtal. [15]. They proposed a method which discovers imlatamong
NEs from large corpora by clustering pairs of NEsaading to the similarity of context words occagi
between the NEs. Their method works well on wellvfed text which follows a “house-style”, while
our co-occurrence based method is general enougletext relations in inhomogeneous text where
relations may not be explicitly specified by cortexords.

Our work is closely related to Communities of Piaci{CoP). A community of practice refers to a
group of professionals formally or informally shgiknowledge and information for performing some
common tasks or exploring common problems of thefessional activities and interests [19]. Exigtin
research in deriving CoPs has been focused orrimjeand visualizing community structure based on
explicit linkage patterns, e.g., hyperlinks, contésts, sender-receiver of emails, and domain-$ipgec
ontologies. As an example, Flink [20] visualizes #tientific work and social connectivity of semant
web researchers using semantic data collectedtiierweb through web mining, and existing structured
data such as FOAF (Friend Of A Friend) files. Flpriesents clusters of related researchers gendmated
a graph clustering algorithm. ONTOCOPI [2] is artabogy base CoP identification system, which

groups similar entities in an ontology network eoni CoPs.
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Social network discovery has been applied to P2ier(fo Peer) systems. Peers sharing the same
interests, as defined by their document collectiame clustered and can be ranked by their impoetan
to a search query. Jiet al.[17] used Latent Semantic Indexing (LSI) to reveamantic subspaces of
feature spaces from documents stored on peersugmpbrt vector machine (SVM) to classify the peers
into different categories based on the vectorsaet¢d using LSI.

Term relationships have been used to improvaumment retrieval. Yoshida et al. [27] discovered
semantic relationships between terms based onsauhgs. Terms relevant to given terms in a search
query are organized in a tree structure as suggestdr supporting users to search a domain trepetr
familiar with. We have applied CORDER for query arpion to enhance the traditional vector space
model based information retrieval and our experimemave shown that CORDER based query
expansion has improved the performance of the veg@ce model [13].

Humans encountering a new concept derive the mgan@an accumulation of experience of the
contexts in which the concept appears. In the Hygsere Analogue to Language (HAL) model proposed
by Burgesset al. [6], the meaning of a word is captured by examiritsgco-occurrence patterns with
other words in the language use, e.g., a corpusxdf HAL represents words as vector spaces ofrothe
words, which occur with the target words withineatain distance, e.g., a text window. The assamnati
between concepts can be computed via different snezfn comparing their underlying vector
representations [5] [24] [25]. As HAL model is bdsen the co-occurrences as well as distances betwee
concepts, the CORDER system can be naturally iatedras one of the association derivation
mechanism. We have started integrating HAL modéh WIORDER, e.g., to tackle users’ vague search
queries [31]. Since HAL model provides more infotiveaview of NEs in terms of a multi-dimensional

vector, we can further improve our relation disagwepproach.

8. Conclusions and Continuing Work
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8.1 Conclusions

We have shown that the CORDER method can discawapetency relationships that are judged to be
appropriate by the people they concern. Our usaluation and quantitative benchmarking suggest that
CORDER can discover relations with high precisigztall, and ranking accuracy. CORDER provides
better rankings than both a co-occurrence basedsandle hits based methods. User evaluation of our
first competency application called BuddyFinder Baswn that CORDER can recommend people with
the right expertise as specified in a term-baseuahyqu

Our experiments show that CORDER'’s running timeeases linearly with the size and number of
documents it examines. CORDER can incrementallyluat& existing relations and discover new
relations by taking into account new documents.STBORDER can scale well to a large dataset. When
applying CORDER to a large corpus of web documetits, noise in the corpus may affect the
performance of CORDER. Thus, we are working ongri#geng CORDER with information retrieval
methods in a language modeling approach, wherendects relevant to a query topic are retrieved first

and we apply CORDER to the relevant document set.

8.2 FutureWork
This work has encouraged us to start deployingGBdRDER NE based ranking in more knowledge

management scenarios. For example, it could be osedeb portals to enhance the presentation of
search results by presenting the documents mostatéor a topic or the best connected authors. firs
addition, it could be used to mine text data forfRBples to automatically input into a triple stor
CORDER'’s rankings are derived from data mined feooollection of documents. In this way it gives
a wider view of the “world” of a domain than datarh a single document. We are experimenting with
using the closest entities suggested by CORDER1fwadve the vector descriptions of documents for

clustering. Our initial experiments suggest thas tipproach produces clusters which score as well a
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the widely used SOM method [16] on a total inforim@atgain measure of cluster quality. The execution
time of the CORDER enhanced clustering method hewecreases linearly with the size and number
of documents it examines so that it starts to afp@m SOM on collections of more than 700 vectors.
We intend to test this clustering approach on tages Platform collection of curricula vitae dissed
in Section 1.
Our future work includes but does not confine to:
 integration of CORDER and HAL model based informatiinferencing approach to further
improve our relation discovery approach
» evaluation of CORDER in TREC Enterprise SearchHrac
* Some refinements to CORDER method are:
o the introduction of a “timeline” to monitor changescompetencies or a summary of web
page contents over time [16]
0 new ways to deal with noise and variants from th@ed entity recognizer,
o0 NLP methods to recognize the kind of relation iatcl by co-occurrence,
0 sophisticated distance and relation strength nsetsicich exploit the power of ontologies
(see Section 2 for discussion).
While there is still work to do we are optimistitat the CORDER method is appropriate for use in
competency discovery applications and has poteftiadpplication in other search scenarios wheee th

ranking of entity data is desirable.
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