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ABSTRACT

Language Modeling (LM) has been successfully applie
Information Retrieval (IR). However, most of theisting LM
approaches only rely on term occurrences in doctsneueries
and document collections. In traditional unigransedzh models,
terms (or words) are usually considered to be ieddpnt. In
some recent studies, dependence models have bepaspd to
incorporate term relationships into LM, so thatkncan be
created between words
relationships (e.g. synonymy) can be used to exptral
document model. In this study, we further extend family of
dependence models in the following two ways: (1)rnie
relationships are used to expand query model idstédocument
model, so that query expansion process can be atigtur
implemented; (2) We exploit more sophisticated nerfidial
relationships extracted with Information Flow (IFhformation
flow relationships are not simply pairwise termat@nships as
those used in previous studies, but are between a@f $erms and
another term. They allow for context-dependent g@spansion.
Our experiments conducted on TREC collections skiwat we
can obtain large and significant improvements witih approach.
This study shows that LM is an appropriate framéwto
implement effective query expansion.

Categoriesand Subject Descriptors

H.3.3 [Information Systems]: Information Search and Retrieval
retrieval models.

General Terms
Experimentation, Performance

Keywords

Language model, Term relationships, InformationvfldQuery
expansion

1. INTRODUCTION

Language Modeling (LM) is an approach used in megoent
studies in IR. It not only produces promising expental results
(comparable to the best IR systems), but also gesvia solid
theoretical setting. However, the classical LM agmhes usually
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assume independence between indexing units, whéchragrams
or bigrams. In reality, a word may be related theotwords. An
example is the synonymy relationship. Such relatigps between
terms should be properly integrated into LM.

Some recent approaches try to extend the existiNg by
incorporating term relationships or dependencies4[16]. Term
relationships are considered in the following tvevgpectives:

(1) One may create relationships or links amongudamt
terms or among query terms. In such a way, a seat@ither in a
query or in a document) is interpreted not onhaaset of words,
but also as a set of relationships or links amdegwords. Under
such an interpretation, for a document to be negde it has to
contain not only the words required in the querynathe classical
LM, but also the additional links required by theegy. Therefore,
term relationships are used to enhance document caredy
representations in this perspective. This is tlea idf dependence
model implemented in [6].

(2) Term relationships can also be considered tetwgiery
terms and document terms, so that indirect corredgace
between document and query can be inferred duringryg
evaluation. This is what is done in [1, 4]: If acdment does not
contain the same terms as the query does, butiosnsame
related terms, it can still be retrieved by usirfe tterm
relationships. In both [1] and [4], term relatioqshare used to
expand the document model, so that the probaluifithe related
terms in the document will be increased.

Our work also aims to exploit relationships vietn query
terms and documents terms in the context of theorskec
perspective as [1, 4]. However, there are two diffees:

(1) The previous work often aims to improve thecument
model in order to increase probabilities of relatedms in a
document. This can be regarded as a document émpans
approach. Our work aims to use term relationshipsquery
expansion within the LM framework.

(2) There are not many large linguistic resourcashsas
Wordnet available for IR. Therefore, a questiort thee may raise
is, beside co-occurrence relationships, can weaeixbther types
of relationship from data that can be incorporatéo LM? In this
paper, we exploit inferential term relationshipsrasted by using
a more sophisticated approach, namely InformatiowHIF).
Unlike the traditionally used pairwise term relasbips, these
relationships are context-dependent, in the sehat they are
between a set of terms and another term (e.g. ,(daweputer)—
programming). This would help reduce the inappapri
applications of the relationships in wrong contextshen
ambiguity arises). The information flow model hasdquced
encouraging results when employed in concert with dlassical
vector space model [2,15]. In this paper, we irgtgr
relationships computed by information flow into sl L



It will be shown that the idea of query expansican cdbe
integrated into LM in a straightforward way — querpansion via
term relationship can be seen as a new smoothiggerfy model.
Query expansion in LM has also been investigatecgeneral
previous studies [8, 9, 11, 12, 18]. However, theser all rely
on feedback documents to enhance the original gonegel. In
our work, we use explicit relationships betweemmteifor query
expansion, similarly to traditional query expansiapproaches.
Our experiments will show that we can obtain imgmoents by
expanding the query model using both co-occurrence
relationships and IF relationships, but IF relasioips make a
much larger contribution to it.

This paper is organized as follows. The nextise briefly
describes the existing LM approaches. In Sectiowedfirst give
an overview on query expansion via LM, and thencdies our
approach of integrating term relationships into Lfist query
expansion. Section 4 presents the method of deriiiferential
term relationships. Our experimental set-up and ehgpirical
results on the TREC data set are presented inoBesti Finally,
section 6 concludes the paper and highlights sootere
directions.

2. EXISTING LANGUAGE MODELS

2.1 Classical LM

The basic idea of LM for IR is to compute the cdiodial
probability P(Q|D), i.e., the probability of generating a quédy
given the observation of a documdnt[5]. Documents are then
ranked in descending order of this probability.

Assuming that words in the query are independerethave a
general unigram model formulated as follows:

PQ|D)= rLP(qi |D) 1)
ai
wheregq; is a term (unigram in this paper) in the query.
Another popular formulation of LM in IR is the KLigergence
[5]. In this case, a document model is estimatedissa query
model. The score is then determined by KL-divergebetween
the two models. More specifically:

ScordQ, D) = E P(t; |Q) xlog P(t; | D)
Y 2
rank

[] - KL(Mg,Mp)

where V is the vocabulary of the collectiody and Mp are
respectively language models f@rand D. Note that in previous
studies, P, |Q is often directly determined by Maximum

Likelihood (ML) estimation, i.e.p(t |Q)=tf(t ,Q)/th(t Q)

wheretf(t;,Q) is the term frequency afin Q. In this way, the sum
can be restricted to query terms only, i.e.,

ScorgQ, D) = > P(q, |Q) xlog P(q, | D)
am

In practice, this restriction also has the advamtafyreducing
the complexity of the query evaluation process.

We can observe that both formulas still requireghery terms
to appear in a document for the latter to be netde With
smoothing of the document model, one can incredse t
probability P(g; | D) of a termg; absent irD from zero to a smalll

value, thus making it possible for a document rmottaining some

of the query terms to be retrieved. It is importémtnote that
smoothing increases the probabilities of all then-nocurring
terms in the document uniformly or proportionalty the term
distribution in the whole collection. No distinatiois made
between the terms that are really related to thmument terms
and those that are not related.

In fact, some terms are strongly related to othéos.example,
suppose that the term “algorithm” appears in a desu. The
probability that the document satisfies a query‘@amputer” is
much higher than that for a query on, say, “elephdrherefore,
if both terms are absent from a document, therintrease of the
probabilities of “computer” and “elephant” in theoaiment
should not be equal or simply proportional to thdigtribution in
the collection. Instead, it should be a functiorsdzh on the
strength of their relationships to the documenintéalgorithm”.
This is the idea of [4] which incorporates termatinships in
document language models.

2.2 Dependence LM for document expansion

Now let us examine how a query term is satisfieé idocument
(i.e., the document is relevant to the query tef@r).one hand, if
the query term is contained in the document, itcéstainly

satisfied by the document to some degree. On ther diand,

however, a query term not appearing in a documesss chot

necessarily mean that the document is not releidm@re may be
some other terms in the document that are stromgyed to the
given query term, for example, synonyms. In thisosel case, the
document can still be judged relevant to some éxteough the
term relationships. Taking both cases into accahetprobability

P(q, |D)can be formulated as follows:

P(q |D)=P(q,6, |D)+P(q.6|D)
where g, and g, represent respectively the independent unigram

model and the model with term relationships. Thipression
means that the satisfaction of a query term canither a direct
satisfaction or a satisfaction through term refahups. Starting
with this development, we can further derive:

P(q |D)=P(q 16,, D)P(E, | D)+P(q, |6, D)P(6: | D)
In this formula, P(g, |D) and P4 |D) determines the

probability of selecting each of the models, giwerdocument.
P(qg |6,,D) can be estimated by(qg; |D) in the unigram

model, andP(q; |6, D) can be estimated by considering any

kind of term relationships. In [4], co-occurrences well as
relationships in Wordnet, are used to estimgfgy; |6, D) .

Alternatively, the translation relationships proedsin [1] can
also be used.

If we limit our consideration to the above two mizdenly, we
havep(gU |D)+P(6,|D)=1- A further simplification is to assume

equal P(4, | D) for differentD. The above formula can then be

viewed as another variation of smoothing betweennggram
model and a dependence model:

P(Q|D) = rL[AP(qi |6,,D)+ - )P(q; 16.D)] ()
q

where ) = P4, | D) is a mixture parameter.

We can see here that the effect of integrating telationships
is to create a new document moB¢ID), which is smoothed by a



relation model (the second term of the above foanule can
therefore term the approach “document expansion”.

2.3 Query expansion with feedback

The converse of “document expansion”, is “queryaggion”, the
goal of which is to obtain a better query desaoiptiln terms of
LM, it aims to build a better query model.

Several previous studies have investigated quepgresion via
pseudo-relevance feedback. [12] selects the tenatshiave high
probability in the feedback documents, but low @tabty in the
collection, as expansion terms. These terms asgrated into a
new query model. [11] uses a similar approach.

More recent studies try to exploit feedback documein
model-based approaches. Basically, feedback dodsraea used
to create different language models, which are idensd to be
samples for relevance [9] or for a new query md8efl8]. The
original query terms are used to focus the selectimong these
sample models. The selected sample models areutieehto form
a new query/relevance model.

Although all the above approaches also aim at mglé new
query model, which is expanded from the originabrguin a
certain way, we notice that these approaches Bigsicake use of
a new term distribution within a subset of docurseamid within
the collection. No term relationships are explicitsed, which, in
our opinion, is necessary to determP&|Q). Our approach aims
precisely to make use of term relationships in gespansion.

3. QUERY EXPANSION WITH TERM
RELATIONSHIPS

With respect to formula (2), query expansion cdassis finding a
better way of estimatind®(;|Q), so that not only the terms
expressed in the query will have a non-zero prditgbbut also
other related terms. While this idea is intuitivedaappealing, it
has not been fully incorporated into LM framework.

Classical smoothing techniques, by combining thiecton
model or other term distributions, can only redr#ss issue to
some extent: one can arrive at a smoothed quenginimdvhich
more terms will receive non-zero probabilities, evhiare thus
taken into account in query evaluation. Howeverwasalready
stated, if we only rely on term frequency redisitibn via
smoothing, the effect of term relationships is dymignored. For
example, it is likely that for a query on “comptitehe new term
“algorithm” may not necessarily receive a higheslability than
the term “elephant” after the redistribution. Asesult, the term
“elephant” will have equal or even higher importan¢o
“algorithm” in the evaluation of the query on “coutpr”, which
is counter-intuitive. In this case, it is more @aable to assign a
higher probability to the term “algorithm” due toet relationship
between “algorithm” and “computer”. In addition, @maive
utilization of smoothing by a collection model résun a large
query model (having all terms with non-zero probghithereby
increasing the cost of computing the matching fiamcbetween
query and document models.

Our alternative solution is to smooth the origigalkery model
Pu.(t|Q) by another probability functiorPg(t]|Q) determined
according to some explicit term relationships:

Pt |Q) = AR, (t; |Q) + L-A)P:( Q) 4

where A is a mixture parameter as in formula (3). Thigrfola
expresses the main idea of our approach. It islaind that
proposed in [18]. However, as one will see, ouraggion is

based on explicit term relationships instead ofudserelevance
feedback.

Putting this into formula (2) using KL-divergenoge obtain
the following formula:

ScordQ,D) = ) P(t; |Q) xlog P(t; | D)
;v

= > AP (4 1Q) + (L= )Pt |Q)] xlog P(t; | D) ®)
0V
=12 Pu (0 1Q)xlogP(q, | D)+ (1= A) 3 P (t; | Q)xlog P(t; | D)
q0Q v
Notice that the first term is a sum over the queoyds (instead
of all the vocabulary). This is becausg, (t |Q) =0 for  0Q.

The second term corresponds to the classical gegpansion
process, in which some (new) tertselated to the quer® are
determined, and their probabilities in the documemdel are
used in query evaluation.

Similarly to the earlier case on document expansibere are
several possible ways to determifg(t]|Q). In this study, we
investigate two following ones:

« One can use co-occurrence information to genetatestical
relationships between terms, and use these re&iips to
“smooth” the query model;

¢ One can also use some other types of knowledgdy asc

Wordnet or other knowledge extracted from document

collection.
Whatever the relationships used, it is importantesirict the

number of termg to be considered in the second term of formula

(5) in order to render the approach more computatip
efficient. Therefore, some selection or filteringterms according

to their Pr(tj|Q) should be done. This selection does not raise the

same problem as for documents, because we do wetthe zero-
probability problem for query models.

4. USING TERM RELATIONSHIPS

4.1 Term relationships from co-occurrence counts

Term co-occurrences have been used to derive tatianships
in a number of studies [14]. Typically, one obsertlee frequency
of term co-occurrences within a certain contexticlwican be the
whole document, passage, or a window of fixed llenghen the
strength (or probability) of term relationship isleulated as
follows:

f(t,t,) ©)
2 ft)

wheref (ty, t,) is the frequency of co-occurrencegpandt,.

Po(t, 1)) =

4.2 Co-occurrencein HAL space

HAL (Hyperspace Analogue to Language) is a cogeliv
motivated and validated semantic space model foridg term

co-occurrence relationships [3, 10]. What HAL d&e® generate
a word-by-word co-occurrence matrix from a large torpus via
a I-sized sliding window: All the words occurring wiith the

window are considered as co-occurring with eachemttBy

moving the window across the text corpus, an actated co-
occurrence matrix for all the words in a certaincatoulary is
produced. The strength of association between tvendsv is

inversely proportional to their distance. This ideaimilar to the
decaying factor according to distance used in [7].



Table 1. Example of a HAL space

the | effects| of [pollution| on |populatio
the 1 2 3 4 5
effects 5
of 4 5
pollution 3 4 5
on 2 3 4 5
population 5 1 2 3 4

An example showing the HAL space for the text “difects of
pollution on the population” using a 5-word movimgndow
(I=5) is depicted in Table 1.

The original HAL space is direction sensitive: The-
occurrence information preceding and following ardvcare
recorded separately by the row and column vectéosvever, for
the purpose of deriving term relationships in IRyravorder does
not seem to be important. Therefore, the HAL vecfoa word is
represented by adding up its row and column vectBor a given
word, the dimensions in its HAL vector whose weggate higher
than a threshold (set at the mean positive weightour
experiments) are called “quality properties” of therd.

To fit in the LM framework, a probabilistic HAL spa can be
estimated by normalizing a HAL vector by the sumalifthe
dimension weights:

HAL(t, |t
Pt It,) :ﬂ

D HALG t)

whereHAL(t,]t;) is the weight of, in the HAL vector ot;.
Below are the probability values we obtain the simple
example:

pollution = {effects:0.17, of:0.21, on: 0.21, population: B.1he:0.29}

This example demonstrates how a word is reptedeas a
weighted vector whose dimensions comprise otherdsvolhe
weights represent the strengths of associationsweleet
“pollution” and other words seen in the contexttbé sliding
window: the higher the weight of a word, the mdrkads lexically
co-occurred with “pollution” in the same context(s)

From a large corpus, the vector derived costainch noise. In
order to reduce noise, only the dimensions witlghvesi above the
mean are kept and then normalized so that theytedmThus we
can consider the weigt®,, (t, |t,) as an alternative probability

function for P, |t)-

Different words can be combined to form more comple
concepts like “space program”. A vector is alsoagi®d for this
latter by combining the HAL vectors of the indivaluterms. A
simple method is to add the vectors of the termghis article,
however, we employ a more sophisticated conceptbomation
heuristic [2]. It can be envisaged as a weighteditieh of
underlying vectors paralleling the intuition thata given concept
combination, some terms are more dominant thanrstHeor
example, the combination “space program” is mongatgish
than “programish’. Dominance is determined by the specificity
of the term, that is, dominance is assumed to derevith theidf
of a term. Space restrictions preclude a more ledtaiescription
of the concept combination heuristic, but by wayllatration we
have the following vector for the concept combioati‘space
program’:

{U.S.:0.11 aboard:0.04 administration:0.17 aeroicatd.15 agency:0.15
air:0.04 america:0.06 american:0.05 astronauts:0.®&sed:0.09
billion:0.07  budget:0.04  bush:0.07 center:0.18 leinaler:0.04

commercial:0.04 council:0.06 defense:0.07 developgd5

director:0.03 discovery:0.03 earth:0.03 europe@#:Oexploration:0.08
flight:0.13 grant:0.07 house:0.03 johnson:0.04 legty0.05 launch:0.08
launched:0.04 manned:0.10 marshall:0.03  milliors0.0mir:0.04

missile:0.04 mission:0.04 nasa:0.12 national:0.28::0.09 officials:0.06
president:0.06 probe:0.04 program:0.40 progranis:0quayle:0.04
research:0.07 rocket:0.08 science:0.08 shuttle:6c8#t:0.17 space:0.38
star:0.04 station:0.33  technology:0.06 unmanned:0.@vars:0.03

work:0.03}

4.3 Information Flow (I1F)

Information flow is a mechanism developed to dooinfation
inference [15]. We say that there is an informafiow from a set
of terms (or information itemd), ---.tc to another terni; if the

former entails, or “suggests”, to some degree,lafter. This is
denoted astl...,tk\—ti. The termsts -t are referred to as the

“premise”.

In the previous work, [2] developed a heuristigy to extract
information flows. Their approach can be summariagdollows:

¢ The initial HAL space is filtered so that for eathm, only
strong co-occurring terms are kept as “quality prtips” of
the term;

+ The degree of information flow frof, -+ to t; is defined
as follows:
ty.. bt iff degree(] ¢ <c;)>J
<I<!

WCi P

P H(QP(0¢i )OQP(cj )

chim

pIOQP(_ O i)
I<igk

degre¢ Ul ¢; <cj)=
1<i<k

where¢; denotes the HAL vector for tertyp [J C denotes the
1<i<k

concept combination vector of individual vect«rr,s\,\,qn denotes

the weight of componen, in vectorc, QP(.) refers the set of
quality properties of the vector in question, afig threshold
which determines the strength of information floecessary to
sanction the associated inference. In our casehinéshold plays
no role as terms will be ranked according to thgrele of
information flow from the premise being a set oeguterms. The
top raked terms will then be used to prime the yjnevdel. More
details about this come shortly.

Information flow is a normalized score whichsestially
measures how many of the quality properties ofsthéce vector
are also quality properties of the target vectdie Thore such
quality properties, the higher the information floMaximal
information flow is achieved when all quality profies of the
source vector “map” into the target. For exampbene top ranked
information flows from “space program” (TREC topdd 1) are
listed as follows (where the numbers are degrees):
space, program |-

{program:1.00 space:1.00 nasa:0.97 new:0.97 U9..0agency:0.95
shuttle:0.95 national:0.95 soviet:0.95 preside®#®ush:0.94 million:0.94
launch:0.93called: 0.93 thursday:0.93 research:0.92 administration:0.92
flight:0.92 rocket:0.92 defense:0.&liday 0.91 project:0.91 system:0.91
mission:0.91 work:0.90 launched:0.90 officials:0s28tion:0.890ng:0.88



announced:0.88 science:0.8&cheduled:0.87 reagan:0.87 director:0.87
programs:0.87 air:0.8put:0.87 center:0.87 billion:0.87 aeronautics:0.87
satellite:0.87 force:0.86 news:0.86 wednesday:0.86 technology:0.86
american:0.86  budget:0.86 states:0.86 back:0.85  office:0.85
monday:0.85 plan: 0.85 people: 0.85 manned:0.85atellites:0.85 ...}

Notice that the bolded terms in the above exammleh as
“satellite”, “pentagon”, “scientists” etc.are absent from the
vector for “space program”. These new terms apjyetre above
vector because they share many of the context waeittis“space
program”. Some of the added terms (e.g. satelare) indeed
closely related to “space program”. This examplevwsh the
possible benefit of IF.

Note that the degrees of information flow in the@wad example
are in range of (0,1] rather than probabilities. fitdn the LM
framework, the probability of information flow rélenships can

be computed as:
degreéc, < ¢
P 1, I1,) =— oo <€)

> degreéc, <c,)

t,[Mocabulary

In comparison with the classical co-occurreraationships, IF
have the following unique characteristics:

¢ |F is constructed on a filtered HAL space. Therefa lot of
statistical noise has been removed before IF imebed.

* IF is not always a relationship between pairs ohte Rather,
it can be a relationship between a set of termsaanelw term.
By using a set of terms as premise, one is ab&etount for
context-dependent relationships. For example, while
general, “program” can entail “computer” (in paut@r, for a
computer-related corpus), “space program” should email
the same term, but rather “satellite”. We can dest 1F
relationships may encode more complex, context-uidgret
relationships.

e The use of term combination allows us not to betdichto
syntactically valid phrases only. It is a more fide& way of
deriving information flows from any arbitrary congtion of
related terms.

e Information flow computation allows for “genuine”
inferences. In the example of “space program’, we that
some new related terms can be inferred.

4.4 Query expansion using term relationships

Now we explain how we can use different term relahips to
define P (t, |Q) in formula (5). We consider two cases: (1) using

relationships derived from raw co-occurrence data KIAL
space); (2) using inferential relationships of IF.
Using co-occurrence or HAL relationships

Assume a set of term relationships defined betvpers of terms
with probabilityg,, ¢, It;)- We can estimate, (t, |Q) as follows:

7
PR(tilQ):PHAL(ti|Q):ZPHAL(ti|Qj)XP(quQ) ™
9,0Q
Putting it into formula (5), we obtain:
Scorg(Q. D) = Aua. Y, P (6 [Q) x log P(q; | D)
q;0Q
+ (1_/]HAL)Z Z Paac (& ;) x P(q; 1 Q) xlog P(t; | D)

0V q;0Q

As noted earlier, in practice, it is computatiopafiefficient to
prime query models with positive probabilities &fterms in the
vocabulary. Some selection is warranted. One wajotthis is to
limit to a reasonable number of terms during thpamsion (for
example, a set of strongest relationships). Asstiraea se€ of
term relationships is selected. We then have thewing
approximation:

ScorgQ. D) = Aua. )R (6 Q) xlogP(q | D)
¢, 0Q

+ (1= Apad)

®)

> Rualt 19;)%P(a; [Q)xlogP( | D)
a; IQUR(,; ,q; )UE

where R(t;,q;) DEmeans that the term relationship betwgesnd

q; is selected.

This formula corresponds to the approach usingwisgr term
relationships for query expansion. One may obsesoene
similarity between formula (7) and the translatrnadel proposed
in [1]. However, our formula is used to expand guerodel,
while that of [1] is used to expand document model.

Using information flow

Assume that we have extracted a set of IF reldtipss Then
P.(t, |Q) can be developed as follows:

Pr(t Q) =Re (6 1Q) = D Pe (4 1Q)) xP(Q; Q)
Q;0Q

where Q; is a single query term, or a group of query terms,
corresponding to the premise of an IF relationshAip.important
difference from the previous formula is that teefationships are
no longer pairwise. The idea of using a set of seasithe premise
of an IF relation is similar to that of [13]. In3], it has been
shown that the best approach to query expansitm d&termine
the expansion terms not according to their relatigms to
individual query terms, but to the whole query. bur
formulation, Q; expresses the query terms that are necessary to
determine an appropriate expansion term. So oweafmymula is
an implementation of the idea of [13] in the LMrfrawork.

P(QIQ) is another component to be determined. A possiale
is to determine it according to the probabilitie$ terms
composingQ; in the query. In our experiments, however, we will
take a simpler manneR(QQ) is assigned an equal value, i.e.,
1/Q’| whereQ’ is the number of terms in the expanded query.
This simple solution does not have any impact ineoxgperiments,
because our queries are very short, and usuallyhalloriginal
query terms are included in the premise of thedR&tionships
used.

Formula (5) now becomes:
ScorgQ, D) = A Z Pu. (g 1Q) xlog P(q; | D)

q0Q
+(@- A )Z z Pe (4 |Q,) x P(Q] |Q) xlog P(t; | D)
40V Q; 0Q
As previously, it is necessary to limit the numbefr term
relationships used in query expansion. Assume ttathave
selected a s of the strongest IF relationships. The following
approximation can then be made:

ScorQ,D) = A Y P, (g, |Q)xlogP(q, | D)
q0Q

SRt 1Q,)*P(Q, |Q)xlogP(t; | D)

Q 0QUR(; Q) )IE

C)
+ (l_/1n= )



Note that our discussions above focus on query méde the
document model, one has to use a smoothing methpdoposed
in other studies [18]. We will test several smooghimethods in
our experiments.

5. EXPERIMENTAL EVALUATION

5.1 Experimental setup

We evaluate our model described in the previouae using
TREC collections — AP (Associated Press). Somasttat are
shown in Table 2. All documents have been processed
standard manner: terms are stemmed using the RBtetamer and
stop words are removed. The experiments reporteel bse the
AP89 collection (TREC disk 1) for topics 1-50, atite AP
88&89 collection (TREC disks 1 and 2) with TREC ittgp101-
150 and 151-200. Only the titles of the topicsweed as queries.

Table 2. Text collection statistics

Corpus #Doc. | Size(Mb) | Vocab. Query Q. length
AP89 84,678 262 137,728 1-50 3.2
AP88-89 164, 597 507 249, 453 101-1%0 3.6
AP88-89 164, 597 507 249, 453 151-200 4.3

We test the classical LM and three query exipansiodels as
follows:

Basic LM: As reference models, we use unigram models with

different smoothing techniques proposed in [17].

HAL-based query expansion: This model is used to investigate
whether using co-occurrence information via HAL duery
expansion can bring some improvement. In this matiel HAL
spaces are constructed from both collections usimgndow size

of 8 words (i.el = 8). For expanding the query model, we select

the top 85 highly weighted dimensions (quality pdies) in the
vector representation of the combination of queryns, which is
derived via the concept combination heuristic. Bttt window
size and the number of vector dimensions are spirieally, and
they have led to good performance in a previousysf2].

Global IF-based query expansion: This test is to investigate
whether information flow analysis contributes piesity to query
model derivation. The top 85 information flows extted from the
whole document collection are used to expand therygmodel.
Comparing with HAL-based query expansion, this expent can
show the additional benefit to extract IF from Hépace.

Local IF-based query expansion with pseudo-relevance
feedback: In contrast to the previous methothis method
constructs a local context (HAL) space by using tbp 50
feedback documents in response to a query, ancedter
deriving a query model via IF computation from tHecal
collection. The fifty documents were retrieved hg baseline LM
model. The top 60 information flows are used toam query
model. This number is also determined empirically.

The experimental results are measured usingageeprecision
(AvgPr) and recall, which are calculated on top A06étrieved
documents.

In the experiments using language models, veetis Lemur
toolkitl. In our models, several parameters have to berdieted:

1 The Lemur toolkit for language modeling and infation retrieval:
http://www.lemurproject.org/

A in formulas (8) and (9), and the other smoothirgameters
involved in different smoothing methods (e.g. Chit&t prior,

etc.). These parameters could be tuned automgtiéatlexample,
using EM algorithm [17]. However, in this paper, determine
these parameters empirically. The results thatepent here are
the best ones we obtained. The corresponding péteesnare
indicated in the summary of results.

5.2 Experimental results

Tables 3-5 show the experimental results respegtioe AP89

with topics 1-50, AP88-89 with topics 101-150 artkd 200. The
percentages in the table are the relative chandgtbsrespect to
the baseline LM without query expansion. In gendte methods
under comparison perform very similarly in the thoases.

Smoothing on document model: In our baseline methods, two
different smoothing methods are used on documentiemo
Dirichlet and Two-stage smoothing. These methode l&hown
good results in other studies [17], and they almusb In these
experiments, the parameters have been tuned sowthatan
obtain the best effectiveness for these baselirtbads. One can
observe that the effectiveness reported hereghtsfihigher than
those reported in the previous studies on the sanftections. For
the other models, we do not change these paranfetensthe
baseline methods, but try to set other parametamely the
mixture weightl,, andA. So the other models are not tuned to
their best.

Query expansion with HAL or co-occurrence information:

When HAL relationships are used for query expansioa can
obtain improvements of around 3-4% for each of ghothing
methods. This improvement is similar to those regbiin other
studies that use co-occurrences to extend documedel [4].
This comparable effectiveness improvement suggkeatsone can
use co-occurrence information to expand either deri model
or query model, and both lead to similar effectthédugh the
query expansion is performed online (while docunegansion
is performed offline), as we limit the number ofpersion terms,
this will not require too much additional time fguery evaluation.

Query expansion with global IF relationships: In contrast,

when we use IF to expand queries (LM with IF), ¢ffectiveness
is greatly improved for each smoothing method. &ffectiveness
reported here are higher than those reported iarattudies on
the same test collections [2]. This experiment shdhat IF

combined with LM can indeed add interesting termts queries,
which cannot be added using raw co-occurrenceigakttips.

The main reason is that the application of IF retethips are
more constrained than that of pairwise relatiorshighen a new
term is added by expansion, all (or most of) therguerms are
used as the premise of IF relationship. In comparisvith

pairwise relationships, IF relationships allow asavoid applying
term relationships in inappropriate contexts. Tfeee less noisy
terms are added during query expansion. In additionthis

experiment, as the queries are short, the IF oslships used to
do query expansion usually include all the origigaekry terms.
Therefore, the selected expansion terms are chaseording to
the whole query in a similar way to [13].

Query expansion with local IF relationships: The last column
(LM with IF & FB) shows the benefit of combining I®ith

pseudo-relevance feedback. This combination results set of
local IF relationships extracted from the subsed@fuments that
are closely related to the query. The local IF grens generally
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Figure 1. Effect of A on AP89, Q1-50

Figure 2. Effect of Az on AP88-89, Q100-150

Figure 3. Effect of Az on AP88-89, Q151-200

Table 3. Comparison between different models on AP89 collection for queries 1-50

LM baseline LM with HAL LM with IF LM with IF & FB
AvgPr Dirichlet (1=2000) 0.1991| (Aco=0.5) 0.2046 (++3%) [  NF=0.5) 0.2524 (++27%) | (\z=0.6) 0.2663 (++34%)
Two-Stage %=0.7) 0.2013 (Ac=0.5) 0.2056 (++2%) Ni=0.6) 0.2539 (++26%) A=0.5) 0.2664 (++32%)
Recall Dirichlet 1557/3301 1602/3301 (++3%) 2246/3301 (++44%) 2356/3301 (++p1%
Two-Stage 1565/3301 1602/3301 (++2%) 2221/3301 (++42%) 2372/3301 (++p2%
Table 4. Comparison between different models on AP88-89 collection for queries 101-150
LM baseline LM with HAL LM with IF LM with IF & FB
AvgPr Dirichlet (1=2000) 0.2338 Neo=0.5) 0.2435 (++4%) NiF=0.5) 0.2738 (++17%) AF=0.6) 0.3130 (++34%)
Two-Stage (A=0.7) 0.2347 Xc=0.5) 0.2451 (++4%) Nir=0.5) 0.2806 (++20%) A=0.6) 0.3185 (++36%)
Recall Dirichlet 3160/4805 3258/4805 (++3%) 3717/4805 (++18%) 38BBA(++28%)
Two-Stage 3130/4805 3220/4805 (++3%) 3729/4805 (++19%) 39B0B4(++25%)
Table 5. Comparison between different models on AP88-89 collection for queries 151-200
LM baseline LM with HAL LM with IF LM with IF & FB
AvgPr Dirichlet (1=1000) 0.3135 Neo=0.5) 0.3235 (++3%) Nir=0.7) 0.3516 (++12%) MF=0.6) 0.3927 (++25%)
Two-Stage (A=0.7) 0.3107 Xco=0.5) 0.3203 (++3%) NiF=0.6) 0.3540 (++14%) AF=0.7) 0.3942 (++27%)
Recall Dirichlet 3434/4933 3486/4933 (++2%) 3599/4933 (++5%) 3853340-+12%)
Two-Stage 3446/4933 3505/4933 (++2%) 3625/4933 (++5%) 3843240-+11%)

better than global IF. The comparison between esipanwith
global and local IF relationships is similar tottha&tween global
and local context analysis [16].

To see the difference between global and locakl&tionships,
we show below the 20 strongest terms in the exghgdery from
“space program” using local IF relationships:

space:0.987 program:0.759 nasa:0.758 shuttle:0.68:8sion:0.644
launch:0.611 station:0.574 astronauts:0.568 eabh® flight:0.543
new:0.533 satellite:0.516 president:0.506 nationé®6 billion:0.491
long:0.490 orbit:0.489 manned:0.488 bush:0.485 agér78

We can see in this example that the terms witmgtraegrees
are more relevant to the query than in the previexsample
(shown in section 4.3) with global IF relationships

We can also compare this experiment with the pre/gtudies
on query expansion using feedback documents [&,8], Our
method shows higher effectiveness on the samectdigictions
(AP88-89, Queries 100-150). This confirms the athge to

extract explicit term relationships from feedbackcdments,
instead of using them as term distributions.

5.3 Effect of smoothing with term relationships

In order to see the impact of expanding query mosi¢h a
relation model, we change the value of the smogtfastorA in
the series of experiments with IF relationshipse Thsults are
shown in Figures 1-3.

As we can see, in all the cases, whigr<l (i.e. when the
relation model is combined to some extent), we skmr
improvements in the retrieval effectiveness compdeethe case
of Ag=1 (i.e. the baseline model without relation model)

In addition, we also see very steady effectiveriesd - in the

range of 0.5-0.7. These results suggest that snmgpthy the
relation model of IF is a useful and robust apphoac



6. CONCLUSIONS

Language modeling emerges as an appropriate armdttieé
framework for IR. However, most of the models assut@rm
independence. As a consequence, they ignore medhijos
between terms (e.g. synonymy) which may enhanceevat
performance.

In some recent models, pseudo-relevance feedbaskbban
used to create a better document or query modekeMer, no
explicit term relationships are extracted, and teedback
documents only serve as different term distribigion

On the other hand, in a more classical settexglicit term
relationships have been used in query expansionder to obtain
a better expression of the query (or informatioed)e However,
the same approach has not been implemented in seltiig.

In this paper, we propose an approach to LM whithgrates
the idea of query expansion. Term relationshipsuaesl to derive
a new query model. Two specific types of term iefathip are
considered in this paper: co-occurrence relatigrstior HAL
relationships) and inferential relationships dedivefrom
information flow. We show that the idea of querparsion with
term relationships can be naturally implementedLM. Our
experiments on TREC test collection show that sachuery
expansion is beneficial to IR. In addition, whenrbfationships
are used, query expansion is carried out in a gbdiEpendent
manner. This allows us to make a better selectfdheoexpansion
terms appropriate to the given query, and provialeseffective
way to deal with term ambiguity.

As IF relationships are extracted from documetiite approach
can also be combined with the idea of pseudo-ratefeedback.
Our experiments show that such a combination allowsto
extract query-centered IF relationships. Thesetiogiships turn
out to be better than the IF relationships compiriaah the whole
document collection.

The present study shows the feasibility of grdséing query
expansion in LM. Several aspects can be improvep:r( our
current experiments, the parameters are set emlbridn fact,
they can be tuned automatically using a mecharssich as EM.
(2) In our model, a query is still discomposed istngle words
(or unigram). This means that we have not consitifre possible
links between words in the query. This makes atigequestion
about query representation by words. It is oftetieed that
words are not the best representation units. Ailplessolution
would be to combine our approach with that of &), that term
relationships are considered both between and rwitlscument
and query. Finally, we will test our approach onrendest
collections.
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