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Probabilistic HAL Spaces

Row i in a HAL matrix represents weighted associatiohseom

i to other words seen in the context ipfsummed across the
whole collection. The HAL vector above describing
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1. INTRODUCTION

The Relevance-based language model is a promisuggiion within
the language modeling approach to document retrigifa The
relevance model computepr(w|R) which is interpreted as the

“probability of observing a word w in documentsen&dnt to an
information need”. In practice, this probability approximated by
Pr(w|q,,d,,....q,) for aquery Q Xq,,q,,...,q,) - This probability

can be computed in terms of the joint probabilftyvand Q:

PrW,G,.C.....
Pr(w| ,a,.....0) :% @)
\GpreeesCl

The goals of this article is to study several easten of relevance
models which will be computed based on differingrapches for
incorporating term dependency information. In tway, we hope to
shed light on the relative merits of term depenglénformation, as
well as provide a theoretical framework for sucheistigations.

2. COMPUTING PROBABILISTIC DEPENDENCIES

In order to incorporate term dependencies intdréexal model, they
must be captured in an expedient way. This sectetails a
probabilistic variant of the Hyperspace Analoguéamguage model
(HAL) [1].

HAL Spaces

Given ann-word vocabulary, the HAL space is constructed
by moving a sliding window over the corpus by onerav
increment. All words within the window are considdras
co-occurring with each other with strengths invérse
proportional to the distance between them. Aftawvérsing
the corpus, am x nterm matrix which can be used to
produce vector representations of words [1][2]. The
following is part of a normalized HAL vector for
“superconductorstomputed from the AP corpus:
superconductor = < commercial:0.15 consortium:0.H2velop:0.12

electricity:0.18 energy:0.07 high:0.34 materia®®new:0.24 research:0.12
resistance:0.13 scientists:0.11 semiconductorsterbperature:0.48 ....>

HAL has had notable success in producing vectaressmtations of
words with cognitive compatibility of HAL vectors ith human
processing, for example, word matching and word ilarity
experiments. HAL has also been used as the basis offormation
inference mechanism used for query expansion wittoeraging
results [2]. In summary, HAL seems to capture usafisociations
between words, which can be interpreted probalo#ily.

the weights in a vector, and then squaring themrmda@nal
probabilities result. For example, in the contekitlte example
HAL vector, Préuperconductdtemperaturg = 048 = 0.2304.
If a termj has not appeared in the same context as wdtteni
is assumed to be conditionally independenit:a®r( | j) = Pr()-

3. INCORPORATING PROBABILISTIC DEPENDENCIES
VIA APPROXIMATION TO CHAIN RULE

Having built a probabilistic HAL space, one way of
incorporating conditional dependencies between seris to
employ the Chain rule [3]:Pr(w,ql,___,qk) =

Pr(w) Pr(q, | w) Pr(a, | w,q)...Pr@, | w,q.....a,,) (Chain-rule)

The intuition behind this formula is founded on fhet utterances in
a language are not random: Given a sequence ofswoiné next
word is dependent on words previous in the sequence

In practice, the Chain Rule has the formidable [emwbof requiring
reliable estimates of the conditional probabilitiesmprising the
chain. Therefore, various simplifying assumptiong anade to
approximate the Chain Rule. For notational convecge these
approximations will be detailed in terms of theldoling rendering
of the Chain RulePr(qo,ql,...,qk) =

Pr(@,) Pr(@ 19,) Pr(@, [Go, @) .- Pr@ [ Gy, G- Gt

First-order Markov approximation of the Chain Rule

By assuming that a given term in the sequence lisdependent on
the previous term leads to a first order Markovragpnation [6].
More formally, Prg, | dgs---» %) » i>1 is approximated with

Pr(g |g_,) - This is also known as bi-gram language modellng.
terms of the first-order limited horizon, the ChdRule can be
approximated as follows:

Pr(,, o.---0) = Pr@,)

Isi<

Pr@ |g.,) (Markov-1)
The advantage of the first-order limited horizonthat conditional
dependencies only involve single terqw,sqj in Pr(g, |qj).

Conditional probabilities of this form are easieresstimate than that
involving multi-term evidence (higher-order dependies).

Another Markov approximation has been proposed iniclv a

broader horizon is considered, but higher ordereddpncies are

avoided by using the conditional term dependeneyridmuting most

within the horizon [7]:

Pr(, o, ) = Pr(@,) I_l max()sjq{Pr(qi | q]')} (Markov- Max)
I<i<k

Conditional Sampling

Conditional sampling assumes the query tergs...,q to be

independent of each other, but the dependencemmnués kept [4].



Priw,q,...,q,) =Prw) [ ]Pr@@ |w) (CondSamp)

I<i<
The following approximation of this formula was dsewith
encouraging results on TREC retrieval and trackasgs [4]. Instead
of using the probabilistic HAL space, conditionatolpabilities

Pr(g, |w) are computed over a univerB® of unigram models. It is
additionally assumed thatg is independent ofw once the
distributionMi has been chosen.

Pr(w,q,...,q,) = Pr(w) l-L ZPr(Mi |w) Pr(g, |M,) (CondSamp X)
<i<k M,CM

Note that all of the above formulae (Markov-1, MarkMax,
CondSamp, CondSamp-X) can be used to compui@ | q,...,q, )

by equation (1), Wher?’r(ql,...,qk) = Zpr(Wﬂuquk)

4. HIGHER ORDER CONDITIONAL PROBABILITIESVIA
INFORMATION FLOW

Recent research into HAL-based information infeesratlows to
compute the degree of information flow, denoted
degree@ﬂm,,,mqk‘—w), to which a termw can be inferred

“informationally” from the combination of query tes (denoted
g, 0...0q,). For detailed formula of information flow comptitan

please refer to [9]. The following example showseaop ranked
information flows (and their degrees) derived frothe term
combination “gatf] talks” (GATT - General Agreement on Tariffs &
Trade is a forum for global trade talks).

gatt O talks |- { gatt: 1.0, trade: 0.96, agreement: 0.96, @010.86,
negotiations: 0.85, talks: 0.84, set: 0.82, staleB2, EC: 0.81, japan: 0.78,
farm: 0.78, rules: 0.76, round: 0.76, members: Oc@dncil: 0.73, agriculture
:0.73, officials: 0.72, government: 0.72, ... }

The combination of query terms is important in &8, combinations
of words in a query topic may represent a singléedlying concept,
e.g., “star wars” etc. The HAL vectors of querynterare combined
into a single vector via a heuristic form of vecaoidition [2].

Information flow can then used to compute the higbeder
conditional probability directly:

Pr(wla,,...,q¢) =
degre¢q, U g, O...0 Qk‘_W)z

> degreéq, 0 g, 0...0q,|-w)?

5. EMPIRICAL COMPARISON OF DEPENDENCY

M ODELING APPROACHES

We empirically compare the above five methods,(iMarkov-1,
Markov-max, CondSamp, CondSamp-X, and InfoFlow) by
measuring the “closeness” between the true relevanodel and
query modes constructed using these approaches.exeriment
uses AP 88&89 collection (164, 597 documents arf@] 253 non-
stop words) and TREC topics 101-200. Only titles aised as
queries.

(InfoFlow)

The true relevance model is the unigram distrdoutover the
relevant documents (for a given query Q). More faiym

P.(w) = tf (W) , wheretf (w) is the term frequency of in the
>t (v)
viv

collection of relevant documents and V is the vataty of terms
from this collection. The relevance model is nobsthed.

Each of the above approaches is then used to atdcaih estimate of
the relevance model, i.e. Pr(w|Q), for all wordemthe vocabulary.
The Kullback-Leibler divergence is employed to meas the

divergence of an estimat®,of the relevance model and the true
model P, :
Fr(W)
KL(P,,P) =) P,(w)log—=R
(R, R) ZW: R(W) gF’e(W)

The result of the comparison is shown below. Tteeeiated number
with each model is its KL divergence from the trakevance model.

(2.36) (10.06) (24.91)
InfoFlow Markov-Max CondSamp-X
| | »
Pr e T T »
(4.78) (20.78)
Markov-1 CondSamp

Discussion: A relevance-based query model created by InfoF®w i
the closest to the true relevance model, followgd Markov-1,
Markov-Max, CondSamp and CondSamp-X. From an inveiipoint

of view, this ordering seems consistent with theeleof sensitivity
with regard to how dependency information is incogted in each
model: the InfoFlow uses high-order conditional kabilities
whereby all query terms are considered as evid@u#ext) and no
independence assumption between query terms is, ired®arkov-

1 and Markov-Max use bi-gram conditional probaigfit and the
two conditional sampling approaches actually asswameelaxed
independence assumptiow {s dependent to the query terms, but
query terms are independent of each other). Malkawking in
front of Markov-Max may indicate that the maximunalwed
dependency of a term is not as reliable for prdistically
estimating the context of a term as using the prevterm.

6. CONCLUSION AND FUTURE WORK

By ranking estimates of query-based relevance rsodgh the true
relevance model using the Kullback-Leibler divergerprovides a
mechanism for potentially predicting the relativerformance of
models incorporating probabilistic dependenciesvamious ways.
The next task is to examine whether the predicéetking actually
occurs in practice via traditional recall-precisexperiments. To this
end, probabilistic HAL spaces will be used to captuhe

probabilistic dependencies. Document language moaéll be

constructed and ranked with respect to the estimfathe relevance
model, for example by using the KL-divergence af5in
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