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ABSTRACT

ENHANCED MICROCOMPUTER OPERATION OF X-RAY DIFFRACTOMETERS
AND SUBSEQUENT APPLICATIONS

Neil Sutherland Stewart

The work described within this thesis is mainly concerned with the
solution and refinement of the molecular structures of a variety of
novel compounds. A number of X-ray and neutron diffractometers have
been utilised for the analysis of specific compounds, depending on the
nature of the investigation. Each of the instruments represented
differing levels of computer automation and instrumentation. A powder
diffractometer, representing old technology was interfaced to a
microcomputer to enhance the instruments performance.

A brief overview is given of the numerical processes involved in the
elucidation and refinement of molecular structures from X-ray and
neutron diffraction data. Particular attention has been placed on the
role of computers to perform these calculations.

The operation of the diffractometers employed in this study has been
discussed comparing the benefits of each. A detailed report of the
techniques used to enhance the low resolution diffractometer and of
the experiments performed to highlight the increased performance has
been included.

Single crystal and powder diffraction studies were made of a wide
variety of crystalline materials ranging from steroids to
organometallic compounds. The X-ray structures were solved using
Direct and Patterson vector methods from experimental data collected
on a four circle diffractometer at Aberdeen University.

Neutron diffraction experiments, performed at the Rutherford Appleton
Laboratory, were commissioned to determine and refine the positions of
the hydrogen atoms of two known structures, previously solved by X-
ray studies.

Finally a critical evaluation of current computer automated
diffractometers is presented, highlighting the new areas of instrument

development.
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The basic principles of X-ray Crystallography have been well
established for more than half a century but the present level of
interest in this field indicates that there is still a great deal of
scope for more innovative work. This has been largely due to the
combined effects of rapid digital computer development and to the
advancements in instrumentation, thus allowing more sophisticated
experiments to be undertaken.

The work described in this thesis has involved a variety of X-ray and
neutron diffractometers, each of differing complexity. This chapter
outlines the general theory relating to the procedures and mechanisms
involved in the process of crystal structure determination and
refinement.

1.1 Crystal diffraction

1.1.1 X-ray scattering by an atom

The intensity of second generation X-rays emitted by the electrons in
an atom is dependent upon direction. Figure 1.1 shows a simplified two
dimensional model of an atom with two electrons fixed in their orbits
about the nucleus. The incident beam can be thought of as two parallel
rays which are in phase at the wavefront X-Y. If these rays are
examined after being scattered by the electrons, in the straight
through position, they will still be in phase having travelled equal
path lengths. However if the rays are observed at wavefront X-Z at an
angle of 8  from the incident beam, they will have travelled different
path lengths. Generally, the path difference will be a fraction of the
X-ray wavelength and so the two rays will interfere with one another.

The ability of an atom to scatter X-rays in this manner is called the

Scattering factor.



X-rays

electrons

nucleus

Figure 1.1 X-ray scattering by electron clouds.

1.1.2 X-ray scattering factor

The atomic scattering factor,f , increases with mass number and is
proportional to Z, the number of electrons. The angular dependence of
the scattering factor for fluorine' is shown in Figure 1.2. The model
in Figure 1.1, is an ideal one and is valid if the atom is at rest.
The model breaks down when the atom is allowed to vibrate due to
thermal effects. With the atom and electrons vibrating, this has the
effect of spreading the electron density out, thus reducing the
scattering strength per A% . The decrease in scattering caused by
temperature effects and the angular variation can be expressed

mathematically as follows?: -

f = fo.exp(-B.sin?0/)\?) (1.1)

Where B=87n%u’® and u? is the mean square atomic vibration.
When an X-ray beam is reflected from a set of crystal planes, with
Miller indices (hkl) and angle of incidence, 6, the resultant beam

amplitude is related to the individual scattering factors, evaluated
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Figure 1.2 The angular dependence of the scattering factor
for fluorine.

for the sinB8/)X wvalue, for all the atoms in the unit cell. For an
undeviated beam, the resultant amplitude is simply the sum of all the

scattering factors.

N N
) 2
Agge = Z foj.exp(—B.51n.®/A ) = z foj (1.2)
3=1 5=

1.1.3 X-ray structure factor

For all other reflexions, the expression is not as elementary, since
the individual X-ray beams from each atom have different path lengths.
The phase of each atom is expressed relative to the chosen origin of

the unit cell. For a (hkl) reflexion the phase for a atom with

coordinates (x,y,z) is expressed as follows:-

b, = 2m(hx. + ky, + 1z)) (1.3)



The total scattering amplitude or structure factor can be expressed by

either of the following equations.
N

F .= fj.(cos ¢j-+ i.sin ¢j) (1.4)
i=1

N
F .= fj.exp(i¢j) (1.5)
j=1

1.1.4 Neutron diffraction

The process of neutron diffraction and subsequent data processing is,
in general terms, very similar to X-ray scattering. The differences
between the two methods, lies in the scattering mechanisms. With
thermal neutrons, which are generally considered to behave as
particles, a de Broglie wavelength can be associated. The de Broglie
wavelength of a particle is determined by both its mass (m) and its
velocity. Equation 1.6 gives the wavelength for a particle at

temperature T Kelvin.

h
A= —— (1.6)
(5mkT) /2

Where h and k are the Planck and Boltzmann constants respectively.

Evaluating equation 1.6 for thermal neutrons predicts a wavelength of
the order of Angstroms, which is comparable with X-radiation.

The scattering of the neutron occurs by a mechanism of capture. The
neutron capture cross-section of an atom does not follow a linear
relationship as does the X-ray scattering factor. This is one of the
features which makes the very expensive process of neutron diffraction
worthwhile. Figure 1.3 shows the relationship between atomic mass and

scattering length of selected elements’. It should be noted that H



has a large negative scattering length and so its presence in a
neutron diffraction analysis is easily determined regardless of the
size of its neighbouring atoms. Neutron diffraction is ideal for
determination of the positions of H atoms, and for other light
elements in the presence of heavy atoms, which are poorly defined by
X-ray data. Also it is possible to distinguish between certain atoms
of similar atomic mass, e.g., the two isotopes 'H and %H are seen to
be identical in X-ray studies but have very different neutron

scattering lengths.
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Figure 1.3 The neutron scattering lengths for selected elements.
The neutrons bound in an atom nucleus are concentrated in a small
volume and so the differences in path lengths are so small relative to
the neutron wavelength that destructive interference is not favoured
in any direction. Therefore there is no variation in the scattering

factor with sin®/)\. This fact simplifies structure solution. The



general principles for neutron structure determination are therefore
essentially the same as X-ray work, substituting scattering lengths,
b,. for scattering factors.

3

N
Frop= L b,.exp(ig)) (L.7)
§=1
It is for this reason that the remaining discussion will be expressed
in terms of X-ray diffraction.
1.2 Data reduction techniquesA
In practice the scattered amplitudes are measured as beam intensities,

I where the following relationship holds:-

hkl’

I « F (1.8)

There are several mechanisms which describe loss in intensities of
diffracted X-rays. The most marked of these effects will be discussed
below.

1.2.1 Lorentz factor

The Lorentz factor arises because the time taken for a reciprocal
lattice point to pass through the sphere of reflection varies with its
position in reciprocal space and the direction in which it approaches
the sphere. As a result the predicted relative intensities of
reflexions can differ significantly from measured values. The
particular operating geometry of the instrument used for data
collection will determine the nature of the correction to be applied.

For an equi-inclination Weissenberg diffractometer the correction is

formulated around the inclination angle, p, and 6.



sin ©
L = (1.9)
sin 2€-).(sin.29-sin2u)1’/2

Equation 1.9 will take on different forms depending on the particular
instrument used for the data collection.

1.2.2 Polarisation

The production of X-rays by striking a metallic target produces
an unpolarised beam which can be resolved into two mutually
perpendicular components. Since the electric vector, E, is
continually changing direction and magnitude, the two components
will vary. However on a time averaged scale, they can be
assumed to be equal. As with optical reflection, a diffracted
X-ray beam can become partially or completely polarised.

The intensity of the component vibrating parallel to the
reflecting surface, E_, 1is governed purely by the electron
density of the material. However the amplitude of the
perpendicular component, Ey, varies both with the electron density and
cos 28.

The fraction of original intensity is described by equation 1.10.

1 + cos?26
P = (1.10)

2

It is clear from equation 1.10 that there can be a maximum reduction
in X-ray intensity of 50%. Such a large variation cannot be left
uncorrected if accurate intensities are required.

1.2.3 Absorption

Absorption can have a significant effect on diffracted intensities. It

arises from the fact that different reflexions will travel through



different path lengths of crystal attenuating the diffracted beam by
varying degrees.

The correction for absorption is often omitted from data reduction
processes due to the complex calculations involved. The correction for
each reflexion involves calculating the path distance travelled within
the crystal by the beam, from each infinitesimal point within the
crystal and then integrating these results for the entire crystal
volume. If the crystal is irregular in shape then this can prove to be
a very major task indeed.

The problem however, can be simplified by making an empirical
correction based on the experimental data. By positioning the crystal
such that an axial reflexion occurs and rotating the w-axis, the
variation in intensity can be noted (Chapter 4). An equation can be
derived from the experimental data, expressing the intensity variation
in terms w.

It has also been noted that some crystalline materials will undergo
decomposition whilst placed in the X-ray beam’, thus gradually
diminishing the total scattering strength. As a precaution a modern
diffractometer can be instructed to periodically monitor the
intensities of a few strong well defined reflexions. If there 1is
significant variation, the scattering strengths of these reflexions
are used to calculate scaling coefficients which are applied to the
complete data set.

1.3 Unit cell contents from structure factors

1.3.1 Fourier transforms and electron density distribution®

The structure factor evaluated for any reflexion will depend on the

contents of the unit cell. To make sense of the structure factor



amplitudes from a data set, a more direct expression linking the
amplitudes with the electron density is required. A Fourier transform
of expression 1.4 gives the following relationship:-
l hmo k=o 1= w
p(x,y,2) = =) Y Y F, .exp(-2ri(hx + ky + 1z)) (1.11)
V h=-o0 k=-o 1=-w
Evaluating the periodic expression in three dimensions, relative to
the crystal axes, produces a map representing the electron density
within the unit cell. By identifying the regions of high density, the
atom positions can be determined.
However, the solution to the problem is not as elementary as the above
description indicates. In order to evaluate the expression, the phases
of each of the reflexions are required. At this stage nothing is known
about the phases. To progress further, the phases of the reflexions
must be evaluated from the experimental structure factor amplitudes
alone. This is known as the Phase Problem.
1.3.2 The Phase Problem
There have been many methods devised to overcome the phase problem,
each of which rely on the information contained within the structure
factor amplitudes themselves.
There are currently two major ways in which phases can be calculated.
These are known as Direct Methods and Patterson maps.
1.4 Structure solution by Direct Methods
There are three basic methods which can reveal the phases of

reflexions directly. Of these, the least elegant is the method of

trial and error.



1.4.1 Trial and error

This involves placing the atoms of the asymmetric unit in random
positions and calculating theoretical structure factors for the
proposed atomic arrangement. Comparison of the observed and calculated
structure factors will indicate the suitability of the proposed model.
Such a process only became feasible with the arrival of high-speed
computers. Clearly, such an unsystematic approach can be very time
consuming when there are numerous atoms. However, the number of trial
model arrangements can be significantly reduced by placing constraints
on the atom positions, rejecting certain improbable interatomic
combinations. The intermolecular and intramolecular potentials for
atom combinations would reveal whether atoms could be feasibly bonded.
If the molecular structure is known, but its packing arrangement is
uncertain, the whole molecule could be rotated within the asymmetric
unit, maintaining bond lengths and anglesﬁs. Trial and error works
best when the number of unknowns is small or a good deal of
information is already available. With transputer development, new
generation artificial intelligence routines may be able to solve
structures more readily than is presently possible.

1.4.2 Isomorphous replacement

This technique is normally applied to crystal structures where there
are heavy atoms present. The heavy atoms represent a large proportion
of the scattering material in the unit cell and they therefore have a
significant effect on the overall phases of the structure factors. If
the heavy atom positions can be determined, the remaining atoms in the

unit cell can be identifiedg.

This method requires data sets to be collected on two or more
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isomorphic crystals, differing only in structure by the type of heavy
atoms present. The structure factors will have the same overall phase,
but different magnitudes. By comparing the two data sets it is
possible to ascertain approximate phases for the heavy atoms.

This technique is obviously restricted to a small number of structures
where suitable derivatives can be synthesised with the same structure.
It has little or no use in organic structure elucidation, but there
has been some success with protein crystals where other common methods
of solution fail.

1.4.3 Direct phasing

Direct phasing is a truly direct method, which uses the information
held in the structure factor amplitudes to directly calculate the
phases. In the case of a centrosymmetric structure the problem of
phase reduces to a question of sign, where only two discrete values
can be assumed. The structure factor for any permitted reflexion is

thus defined as either |F or '|Fma|' In the case of the non-

hk1|

centrosymmetric structure, the problem is far more severe, since
phases are capable of assuming any value between zero and 2n . The
progression from phaseless structure factor amplitudes to phased

reflexions is best described in terms of a centrosymmetric structure.

1.4.4 Inequality relationships
When measuring the (hkl) reflexions for a single crystal, the (000)
reflexion is always strongest. This occurs for 26=0°, where all the

atoms scatter in phase. It can be shown that for a centrosymmetric

. . 1
structure the following is true 0

FOOO FZthZl

F__<F - + (1.12)
hkl 000 9 5
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By rearranging expression 1.12, a more convenient format can be
produced. It can be seen that the left hand side of 1.13 will always
be positive and can be evaluated without a knowledge of the phases.
Substitution of the known values into 1.13, will produce the phase for
reflexion (2h 2k 21).

F 1 IFZthZlI
— <1 -—- (1.13)

F 2 lFooo|

However this method works on the premise that the reflexions chosen
for the inequality relationships have large intensities. This theorem
was later developed to take into account symmetry effects, thus
improving the reliability of the expression“ﬁ

1.4.5 Probabilities

When there are insufficient strong reflexions or the number of atoms
in the asymmetric unit becomes too large for accurate phasing, the
inequalities can be replaced by probabilities. These now state whether
a phase is probable for a given reflexion.

If the phases of several reflexions can be determined by inequalities,
then simple electron density graphs can be made'?. From the graphs the
probabilities of the phases being correct can be determined. This is
best exemplified in a one dimensional case with the density function
evaluated for the (100) reflexion in a centrosymmetric structure.
Shown in Figure 1.4, the electron density along the x-axis is plotted
for both +ve and -ve phases. The maximum turning points of the plots
at x=0.0 and x=0.5 indicate the most probable atom sites if the (100)

reflexion is strong. If the (200) reflexion is also significant the

phase predictions can be made. Plotting the electron density for (200)

12



in Figure 1.5 shows two possible maximum electron density sites for
each phase value. By combining the two plots for all phase
combinations, it can be seen in Figures 1.6 and 1.7 that the minimum
negative electron density occurs when (200) has positive phase,
regardless of the (100) phase. Therefore it can be concluded that the
phase of (200) is probably positive despite the phase of the (100).

The principle of positivity of electron density can be expressed in a
relationship for strong reflexions, based on the products of the signs

13

of the reflexions™. The expression takes the form:-

S(H).S(K)=S(H-K) (1.14)

Where H represents the indices (hkl) for a reflexion, K represents
(h'k’'l’) and H-K represents (h-h’' k-k’ 1-1'). S() means sign of
reflexion and = means probably true.

In the case of the (100) and (200) reflexions,
S(100).S(100)=S(200) (1.15)

In this expression the sign for (200) will always be +ve, even if
(100) phase is -ve or +ve. This relationship holds for strong

reflexions where the indices sum together.
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electron density

x—axis

Figure 1.4 The one dimensional electron density function for the (100)
reflexion for a centrosymmetric structure. Both possible phases are
represented. For a +ve phase the maximum is found at x=0.0/1.0. With
the -ve phase the maximum is found at x=0.5.

electron density

xX-axis

Figure 1.5 The one dimensional electron density function for the
(200)reflexion for a centrosymmetric structure. Maxima are found at
x=0.0, 0.5 & 1.0 for +ve phase and at x=0.75 for -ve.
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Figure 1.6(a) The electron density function evaluated for both the
(100) and (200) reflexions. (100) +ve and (200) -ve.
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Figure 1.6(b) As 1.6(b), but with (100) +ve and (200) +ve.
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electron density
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Figure 1.7(a) The electron density function evaluated for both the
(100) and (200) reflexions. (100) -ve and (200) +ve.
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Figure 1.7(b) As 1.7(a), but with (100) -ve and (200) -ve.
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This expression was further developed!® and the likelihood of the

expression being correct was found to be dependent on the magnitude of

the Triple Product. (Equation 1.16)

E-E.E E_ (1.16)

In this expression the structure factor amplitudes are replaced by
normalised structure factorsls, E- The calculation of E,,, values
using equation 1.17, represents the r.m.s. value of F,,, evaluated for

a random arrangement of atoms in the unit cell. This has the effect of

producing sharper peaks than those shown in Figure 1.6.

Fhkl

- (erj y/2

Where ¢ is an integer which is dependent upon the crystal space group.

(1.17)

Erk1

If the Triple Product is large then the probability of the

relationship being correct is high. The probability that E 6 is

L 16
positive can be expressed as follows™ :-

1 1 [ Erer |2 B Eg
P, = — + — tanh (1.18)

Once probable phases have been established for several reflexions, new
Triplet relationships can be developed for other strong reflexionms.
Continued repetition of this process can produce a large number of
phased reflexions, sufficient to calculate a reliable electron density
map.

In the case of non-centrosymmetric structures these relationships

become less trivial, since there are no restrictions on the phase
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values. The introduction of the Tangent formula'’ enabled phase angles
to be directly estimated from normalised structure factors. The
reliability of the tangent formula has been found to diminish with
increasing number of atoms per unit cell. This method has been used
successfully to determine the structures of non-centrosymmetric

cryvstal systems'®.

LIENE | sin(e, + ¢,
tan(gy) = (1.19)
LIENEq | cos(e, + ¢,

1.5 Structure solution by Patterson vector method'®

Direct methods are now used to solve many structures, however there
are occasions when it may fail. Often a structure has too many atoms
for direct phasing to be effective. In cases where heavy atoms are
present the Patterson function can be used to determine the heavy atom
coordinates, thus allowing approximate phases to be calculated.

1.5.1 Patterson function

The Patterson function is a Fourier transform of the electron density
equation 1.11, but it uses the phaseless quantity |ij| , thus
avoiding the phase problem. Therefore the Patterson function can be
evaluated directly from indexed structure factor amplitudes
calculated from the experimental intensities. The function is given

below: -

] h=o k=0 1= o
P(u,v,w) = — Z Z Z IFNMJZ cos (¢uﬁhw) (1.20)
V h=-o k=-o l=-o

Where V is the volume of the unit cell and u, v and w refer to three

dimensional coordinates in the Patterson map, based on the lattice

parameters from the unit cell.
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Instead of the synthesis leading directly to a distribution of
electron density within the unit cell, it produces a similar map,
where peaks correspond to interatomic vectors. The map is evaluated in
three dimensions in finite steps for all reflexions. A peak with
coordinates (u,v,w), relates to two atoms with coordinates in the unit

cell ., x_, y,. 2, and x_, Yoo Zy such that

1 1 2
u=x - x, (1.21)
V=Y, -, (1.22)
w=2z -z (1.23)

P(u,v,w) is the peak height of the map at that point.

1.5.2 Vector map

In an ideal vector map describing a unit cell containing N atoms,
there will be N*-N unique interconnecting vectors representing every
interatomic combination. There will be N zero length vectors
positioned at the origin of the map, which correspond to vectors
initiating and terminating on the same atom. These are called the
Identity vectors.

In Figure 1.8(a), the idea of the vector map is presented graphically
in two dimensions. For simplicity, the unit cell is square and has
three identical atoms, A, B and C. Within the unit cell there are nine
vector combinations; AA, AB, AC, BB, BA, BC, CC, CA and CB. These
vectors are represented on the two dimensional Patterson Vector map in
Figure 1.8(b). AA, BB and CC are the identity vectors superimposed
upon one another at the origin producing strong peaks. It is evident
from this diagram that the vector map has a centre of symmetry, which

is a feature of all Patterson maps, regardless of the crystal space

group.
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Figure 1.8(a) A two dimensional square lattice containing three atoms
per asymmetric unit. The atoms in bold represent the asymmetric unit.
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Figure 1.8(b) The corresponding theoretical Patterson vector map based

on the simple three atom structure. In total there are nine vectors,
with three identity vectors superimposed upon one another at the

origin.

BC
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This ideal situation is based on the assumption that the electrons
within the atom are concentrated about an infinitesimal point. In
reality there extends a finite volume in space around the atom nucleus
containing the electrons and so there will be a range of vectors
reaching from any point within the approximate sphere of electrons of
one atom to any point within the second atom’s sphere. Therefore there
are an infinite number of vectors ranging in length from the
separation of the two closest electrons to the two farthest.

The result of the synthesis, is a rather blurred image of broad
overlapping peaks. Since the probability of finding an electron
further out from the nucleus diminishes according to a normal
distribution, assuming isotropic vibrations, the majority of the
scattering mass is close to the centre of the atom. The maximum height
of the peak therefore occurs at the centre of the peak distribution.
1.5.3 Sharpened Patterson map

The overlapping of the peaks can make the interpretation of the map
difficult, whether it is performed by human eye or by computer
programs. The map may be clarified by using modified structure factors
which describe atoms with the electrons concentrated about the
nucleus.

Converting the structure factor amplitudes to point structure factor

amplitudes, F removes the angular variation of the atomic

point’

scattering factor. The expression relating experimental F,q to Fmﬁnt’

for a given (hkl) plane, is given by equation 1.24.

3z,

exp(-B.sin’8/2%).} fo,

F (1.24)

point= hkl
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The Patterson synthesis is calculated using the Fmﬁntvalues instead
of F%m_values. With the electrons considered to be located at one
point, the vector overlap is significantly reduced. The sharpened map
may also be calculated using normalised structure factors, E,.,
producing the same effect.
The difference between the standard Patterson map and the sharpened
map is highlighted in Figure 1.9. The maps are still incomplete
since the synthesis is performed with only a finite number of
structure factors.
A common problem with the Patterson method is that all the identity
vectors all superimpose upon one another, creating one large peak at
the origin which can mask any other less intense peaks close to the
origin. This can be overcome by performing a subtraction of the
average squared structure factor amplitude from each term in the
summation.
2 2 2

[Pl = 1Fuaal - 2 £, (1.25)
1.5.4 Calculation of heavy atom positions
The weight of a peak in a vector map is proportional to the product of
the atomic numbers of the two atoms involved in the interatomic
vector. The weight is determined by integrating the area under the
peak distribution, as with powder diffraction traces, but in most
cases it is simply approximated to the height of the peak, P(u,v,w).
Atoms in one asymmetric unit are related to similar atoms in adjacent
asymmetric units by the symmetry operators which are specific to the
crystal space group. Some of the vectors will describe these

translations or combinations of them. In the case of a heavy atom
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Figure 1.9(a) A simulated Patterson map based on the two dimensional
structure featured in Figure 1.8(a). The contour lines represent the
spread of interatomic vectors.

Figure 1.9(b) The above vector map after sharpening and origin
subtraction.
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Structure the vector map will be dominated by the vectors linking the
heavy atoms. By exploring the vector map, the most intense peaks can
be extracted for coordinate solution. A series of simultaneous
equations can be set up by combining the symmetry operators.

For the trigonal space group R3, the symmetry operators, based on a

hexagonal axial system, are as follows:-

(X,Y,Z) (1.26)
(-Y,X-Y,2) (1.27)
(Y-X,-X,2) (1.28)

By subtracting operator (1.27) from (1.26), produces the vector (X+Y,
2Y-X, 0), which consists of X and Y terms only. If a strong vector
from the Patterson vector list has Z=0, then it is likely that this
vector corresponds to the interatomic separation described by the
combination of (1.26) and (1.27). Substitution of the numerical
coordinates of the vector into the new expression will yield values
for X and Y. Combination of (1.26) and (1.28) will produce another
vector which can be solved in a similar fashion. If there is agreement
between the values, then the atomic coordinates can be assumed to be
correct.

Since the heavy atom probably contributes most to the scattering it
will have a profound effect on the phases for all reflexions. With the
phase of the heavy atoms thus determined, approximate phases can be
assigned to the observed structure factors. This permits crude
electron density calculations to be made in an attempt to identify the
other light atoms in the structure.

The dominance of scattering by the heavy atoms can however, make the
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task of finding other light atoms difficult, if not impossible. Slight
shifts of the positions of the light atoms during structure
refinement, may occur without significantly effecting the overall
quality of fit between observed and calculated structure factors. As a
consequence atomic coordinates can have large uncertainties and bond
lengths may refine to unacceptable values. For Patterson methods to be
work most effectively, the sum of the atomic masses of all the light
atoms in the structure should be of similar magnitude to the sum of
the atomic masses of all the heavy atoms.

1.6 Structure refinement

Depending on the method used to phase the reflexions, a portion of the
structure will be known. With Direct Methods, the structure can be
close to complete, requiring only a small amount of fine tuning. With
Patterson methods however, there may be only one or two atom
positions known. However these heavy atoms will usually represent a
considerable proportion of the total scattering matter.

The proposed structure needs to be verified, by comparing the trial
model data with the observed data.

1.6.1 Fourier difference syn.thesis20

The Fourier electron density expression 1.11 relates the structure
factor amplitudes and corresponding phases to the electron density

distribution within the unit cell.

]l h=o k= 1= ®

po(x,y,2) == % ) ) Fo,.exp(i¢, ) (1.29)
V h=-o k=-o 1=-o

With only a finite number of observed reflexions, the triple summation

is incomplete. The expression can be rewritten as follows:-
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po(X,y,z) = =3 ) ¥ Fo, ,-exp(i¢_.) + R (1.30)
h k 1
Where R represents the omitted terms from the triple summation.
A crude electron density map can be generated from the calculated
structure factor amplitudes and phases for the estimated atom
positions of the trial structure.

pe(x,y,2) ==} Y ¥ Fe, .exp(id_ ) + R’ (1.31)
h k 1
Again R’ represents the correction for the limited number of
observations included in the synthesis.
Subtraction of the two maps, generated by equations 1.30 and 1.31,
produces the difference map. Positive areas on the map will indicate
regions of unaccounted electron density, whilst negative values
represent incorrectly placed atoms.

The process of synthesising the maps and then subtracting them, can be

combined in one overall operation, called a Difference Synthesis.
Y 2 2 (Fo-Fe)_ ,.exp(id, ) (1.32)
h k 1

The two terms R and R' are virtually equal and so can be discarded
from the equation. An approximate difference map, calculated from the
limited number of reflexions, may be able to reveal new atom
positions. If the new atom positions are included in the model, the

synthesis can be repeated producing a more accurate map.
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1.6.2 Least squares refinement?!

The initial difference maps are relatively crude and so positional
parameters will only be approximate. The positional and thermal
parameters need to be adjusted to achieve the best agreement between
the observed and calculated structure factors. Least Squares
refinement represents a systematic approach of modifying each of the
parameters to their optimum values.

The structural parameters are adjusted such that the evaluation of
equation 1.33 produces a value approaching zero.

hk

N
D =Y w,,.(|Fo| - |kFe|)? (1.33)
i=1

Where w_ , is the weight of an observation and k is the scaling factor.
A weighting scheme is applied to all the reflexions, which takes into
account the reliability of each reflexion. The weighting scheme is
generally based around the reciprocal of the square of the estimated
standard error of the structure factor amplitude. The relationship is
given by equation 1.34. This ensures that well defined reflexions are

given greater priority over weak ones in the process of least squares

refinement.

w.,, =0 (1.34)

Where o, , is the estimated experimental error of lFmﬂl.
The structure factor expression is non-linear and so the best fit
positional and thermal parameters cannot be evaluated directly.
Equation 1.33 can be arranged in a more useful form by differentiating

it with respect to each of the individual parameters and equating the

resulting n expressions to zero.
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6|kFc(a1,a2,..,an)|
) “%kl-|F°|-|kFc(al,a2,.-,an)|- =0 (1.35)
EW
J

Where j=1.2,3.... n and a, represents each of the parameters in the
structure factor equation. For a data set consisting of n parameters,
there will be n systems of equations.

The equations are not linear and so direct calculation of the optimum
parameters 1s not possible. However, the calculated structure factor
expression can be approximated by a Taylor series, omitting the terms

with powers of two or more.

d|kFc(a) | 3|kFc(a) |
|kFo(p,.P,....p. ) |=|Fec| + Ap, + ... 4 -Ap, (1.36)
apl apn
Where a,, a,,..., a_ are the initial parameter values and Py Pyy--es

p, are the refined values. Agj= P, -a;-

By rearranging the terms, the system of n equations take on the

following forms.

8 |kFe|d|kFe| 3| kFe| a8 |kFe| 3 | kFe|
Wy . Ap, ..t )y . ‘Ap_ = ZwH- ~(Fo-Fc)H (1.37)
apl apl apl apn 6p1
3 |kFc|d|kFe| 3| kFc|a|kFc| 3| kFc
Wy - Ap, ..+ Jwp : Ap_ = Yw- -(Fo-Fe),  (1.38)
apz dp, ap, op, ap,
3 |KFe|8|kFe| 3 |kFo |9 |KFe| 5| kFo|
Wy : Ap, +...+ Jwp : Ap_ = Ywy -(Fo-Fc),  (1.39)
ap, ap, ap op, ap_,

Evaluation of these n linear equations and solving for Apjyields new

approximations for the parameters. These new values may be re-

28



substituted and the evaluation repeated. Each cycle of least squares
effectively improves the quality of fit for each parameter, until
further cycling will no longer produce a significant change. When this
stabilisation occurs, the values have arrived at their optimum values.
Depending on the starting values and the constraints placed upon the
parameters, the refinement should produce sensible values if the
presumed structure is correct.

The task of solving a series of n equations with n unknowns can be a
vast undertaking when n becomes a sizable figure. Solution of the
equations for p is best performed by a computer using matrix
arithmetic. where the n equations are arranged as shown in Figure
1.10.

The normal conventions of solving simultaneous equations by matrix
arithmetic are applied using all of the terms. When all the n terms in

matrix A are used, the method of solution is called Full Matrix least

squares.
A B C
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Figure 1.10 Schematic representation of matrix arithmetic.
Solution by this comprehensive method can involve wvast numbers of

calculations, even when modest crystal structures are refined. However
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since the solution of equations does not actually derive the optimum
values for the parameters in the first computation but rather by a
converging series of calculations, there is scope for simplification
of the calculation.

From equations 1.37 to 1.39, it can be seen that in each equation
there is a sum of squares term following the diagonal of the matrix.
These terms will always be positive and will have a tendency to be
much larger than the other terms in the equations. The other terms can
assume either +ve or -ve values and therefore the summations tend to
cancel out. Thus the equations can be solved directly for P,- This
method significantly improves the time for computation and is called
Diagonal Matrix least squares. This technique assumes that the n
parameters in each equation can be refined independently. However, for
one atom being refined isotropically, the three positional parameters
and the temperature factor are correlated and so Diagonal Matrix
refinement is unsuitable.

A variation ‘of the diagonal matrix is blocked matrix least squares®?
where more parameters are included in each line in the matrix. For the
refinement of an atom with isotropic thermal motion, the four
parameters X, y, z and u, are closely correlated. To solve for all
four parameters, giving improved parameter values, a system of four
simul taneous equations is required. Thus blocks of terms, following

the diagonal of the matrix, are involved in the refinement for each

atom. This is shown schematically in Figure 1.11.
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atom n-1

atom n

Figure 1.11 Blocked matrix.
This method is more powerful than Diagonal Matrix least squares, but
since the number of computations is reduced, it is far quicker than
Full Matrix. The choice between using Full or Blocked techniques will
be dependent on the particular structure under investigation.
These processes can also be performed on a system of equations using
intensities rather than amplitudes, with equal effect.
1.6.3 Figures of merit
During the structure refinement it is necessary to monitor the
progress of the parameters by manually checking the revised parameter
list. It is difficult to ascertain the significance of the shifts in
the atomic parameters, but the thermal parameters will often reflect
the suitability of the model. For convenience it is preferable to
assign a numerical value representing the agreement between the

crystal model and the crystal itself. This can be expressed by
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comparing the sums of the differences of calculated and observed

structure factors, known as the residual figure of merit, R.
Y.(Fo-Fc)
Y. Fo

R (1.40)

For all reflexions.
A value of less than 0.1 will normally indicate that the proposed
structure is correct, requiring only subtle variations to be applied

24

23
to the model®’. A random structure’ can have an R value of around 0.6

and it is possible to have R as low as 0.2-0.3, yet the assumed

25 Therefore the residual wvalue

structure can still be erroneous
should not be solely relied upon to determine the level of agreement
between the crystal model and crystal structure.

There are other statistics which can express the reliability of the
model. Examination of the difference map, after the refinement of the
accepted structure has stabilised, will reveal if there are still
regions of unaccounted electron density. The terms Apmm{and Ap .
refer to the maximum and minimum electron density regions in the
difference map. In an ideal structure, the magnitude of both of these

parameters will be zero, but in reality, due to a limited number of

. -3
observations, values of 0.5 eA™” are common.
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CHAPTER 2. Diffractometer geometries and their operation.




In the course of the research, work has been carried out on several
difractometers. These instruments vary in complexity and can offer
differing levels of information from a crystalline sample. However,
they all rely on the same basic principles for diffraction to occur.
The geometries, sample preparation and operating principles of each of
the instruments will be explained individually, highlighting the main
differences.

2.1 Powder diffraction

The two powder diffractometers used in these studies have essentially
the same operation but differ in the X-ray sources and the maximum
interplanar spacing resolution.

2.1.1 Principle of random orientation?®

The powder method requires that the crystalline sample is reduced to a
fine powder such that for a given X-ray wavelength, some of the
crystallites will be by coincidence in the correct position to satisfy
Bragg's law, .i.e, nA=2dsin@md. For each dmu’ there will be a cone of
radiation produced, with a semi-vertical angle of 26 . Each cone is
produced by the scattering of individual crystallite planes, with the
same interplanar spacing, orientated parallel to both the incident
beam and the semi-vertical axis of the cone. A schematic
representation of the diffraction cones is shown in Figure 2.1.

In a finite sample with a finite number of crystallites, the
diffraction cone can often be non-uniform in intensity. This is due to
an effect called Preferred Orientation. This is manifest by an
ordering of the crystalline particles, such that the overall

orientation can no longer be described as random. This ordering is

commonly caused by crystals with regular morphology aligning such that
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dominant crystal axes are parallel, thus favouring diffraction in a

common direction. The subject of preferred orientation will be

discussed further in Chapter 3.

fa ~
X-ray
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N powdered sample X/

diffraction cones

Figure 2.1 The diffraction cones produced by a powdered sample
irradiated by monochromatic X-rays.

2.1.2 Focusing geometry27

Commercial powder diffractometers can vary in operating principles,
but they all tend to be based around a focusing 6/26 design. The
powder sample is placed in the centre of the diffractometer circle,
with both the fixed X-ray source and detector mounted on the
circumference. See Figure 2.2. The convergent monochromatic X-ray beam
is focused on the centre of the sample at an angle of 8° relative to
the beam. The detector is mounted on a rotating goniometer arm, which
is positioned at 28° relative to the incident beam. Therefore as the
sample is rotated through 8°, the detector is moved through 26°. This

ensures that the angle of incidence is equal to the angle of

reflection at all times.
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Figure 2.2 The basic geometry of a powder diffractometer using a
focused beam.

The sample, X-ray source and detector also lie on the circumference of
a smaller circle called the Focusing circle. The radius of the
focusing circle is a function of 20 and so changes as the detector and
sample move. Ideally the sample surface should have the same
curvature as the focusing circle to preserve the beam focus. However
in a practical situation where a flat specimen is substituted, the
loss of perfect focus can result in line broadening and peak shift.
2.1.3 One dimensional diffraction data

The process of collecting data using a powder diffractometer usually

involves the continuous measurement of the diffracted intensities
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through a predetermined range of 26°. As the goniometer rotates
through the 26 range, it cuts through only a few degrees of arc of the
diffraction cones, which are considered to be uniform. The information
is initially presented by means of a trace, as shown in Figure 2.3,
displaying the relationship between 26 and the diffraction intensity.
The 26 position of any of the diffraction cones is dependent only on
d, ;- thus there can be difficulty in distinguishing between peaks
corresponding to separate crystal planes. In most crystal structures,
it is common for two or more crystal planes to have identical or
similar interplanar spacings and so on a powder diffraction trace the
peaks can become superimposed. In the case of a cubic crystal, the
six planes of the form [100], have identical interplanar spacings and
so the Bragg peaks will appear superimposed upon one another. Thus six
unique observations have been condensed into one. As a result, powder
diffraction methods invariably means fewer observations than single
crystal methods, therefore reducing the potential size of data sets.
2.1.4 Intensity calculation by peak fitting

The trace contains information of interest to the crystallographer,
namely the integrated intensities, but more importantly the
interplanar spacings. The extraction of the d_, values for each peak
is a relatively simple process, however the calculation of the peak
intensities is more complicated. Simple powder analysis can use the
peak heights as approximations for the intensities, but in more
exacting work, the integrated intensities are required.

Before peaks can be measured, it is necessary to correct the trace for
Lorentz, polarisation and absorption effects. With computer controlled

data acquisition, these processes can be carried out either as the
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data is being collected or after the scan.

The calculation of the area beneath the peak is most effectively
performed by finding a mathematical relationship which best describes
the peak shape. This is achieved by fitting a curve of suitable
geometry to the experimental data and refining the fit by least
squares for optimum effect. A normal Gaussian distribution is common,
but several hybrid functions have also been adopted to account for
28-30

peak asymmetry The Rietveld method involves fitting one function,

based on the theoretical trace produced from known cell parameters and
atom positions of the crystal, to the experimental trace®l.

Figure 2.4 shows typical experimental data for a single peak with the
presumed mathematical relationship superimposed. The quality of fit is

indicated by the residual plot beneath the peak. The case of an

overlapping peak represents a more complex problem.

« eXperimental
data

OAC HHUEB®

difference
plot T

Figure 2.4 A theoretical demonstration of fitting experimental
powder data to a symmetric Gaussian distribution. The goodness of
fit is represented graphically below the trace by subtracting
the theoretical value from the experimental value.
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2.2 Low resolution powder diffractometer (LRPD)32

The Phillips PW1050 powder diffractometer was brought onto the market
in the late 1950's. It was intended primarily for sample
identification and phase analysis and so had a reasonably low
resolution. A schematic diagram of the instrument is shown in Figure
2:5.

2.2.1 Instrument geometry

The LRPD is generally operated in a ©/260 continuous vertical scanning
mode as discussed in 2.1.2. The beam focus is established by a series
of interchangeable coaxial metal slits. The Ni filtered Cu X-ray beam
is uniformly radial as it passes through the tube shutter. The Soller
and divergence slits help to reduce the horizontal and vertical
divergence producing a near parallel beam focused on the sample
surface. Selection of a suitable divergence slit will dictate the

surface area of the sample being irradiated.

detector

scatter slit
receiving slit
soller slits
divergence slit sample chamber

X-ray tube [ H‘ powdered sample

P )

X-ray waveguide
(incorporating a Ni filter)

Figure 2.5 The Philips PW1050 powder diffractometer viewed from a
direction perpendicular to the plane of the diffraction circle.
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The diffracted beam is initially passed through the receiving slit
positioned at the reflected beam focus. This restricts the received
beam to a small solid angle. The additional Soller and scatter slits
help to produce a near parallel beam incident upon the detector
window. Generally the narrower the slits the sharper the diffraction
peaks. This however, has the negative effect of reducing the
scattering intensities.

2.2.2 X-ray source

A Nickel filtered Copper target tube , A=1.5418 A, is normally
operated with a filament current of 20mA and accelerating potential of
40kV. The instrument at RGIT is not equipped with a monochromator and
so the Ka, component of the characteristic spectrum is still evident
in the beam. This is an obvious weakness of the system and so
restricts the quality of the experimental data.

2.2.3 Detector

This is based on a proportional counter and has a low counting loss
with a relatively small resolving time. It produces a series of pulses
for each quanta received. The diffractometer electronics counts the
pulses and the rate per second is reflected by the deviation on the
scroll plotter.

2.2.4 Sample loading

The finely powdered sample is loaded into an aluminium holder with a
rectangular aperture. The holder is fixed in a set of jaws, positioned
at the centre of the diffractometer circle. The movement of the sample
is restricted to a © rotation about the diffractometer axis. The

subject of optimum sample loading is discussed in greater detail in

Chapter 3.
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2.2.5 Data collection

The conventional operation of the diffractometer utilises a paper
scroll plotter where the diffraction trace is plotted with intensity
versus 26°. The extraction of the crystallographic data from the trace
is acquired by a manual operation. The 26 values, and consequently
the d,, values, are simply measured from the paper using the rough
calibrations of the scroll. However the peak intensities are less
straight-forward.

The peak intensities are either crudely estimated from the background
subtracted peak height or approximated by fitting triangles to the
peak. By assuming the peaks to be triangular, the area and the
intensity, of the peaks can be calculated.

The operation of this instrument was enhanced by processing the
diffraction data by microcomputer, allowing more complex methods of
data analysis to be applied. Both the d,., values and integrated peak
intensities are calculated by the software package CENPOD, using
Gaussian peak fitting routines which permits a © resolution of better
than 0.01°. Details of the enhancement are discussed in Chapter 3.

2.3 Synchrotron high resolution powder diffractometer (SRS)®’

Station 9.1 at the synchrotron radiation source (SRS) facility,
Daresbury laboratories, Warrington, is a very high resolution powder
diffractometer which has a basic geometry similar to that of LRPD,
however the quality and quantity of information, capable of being
extracted from a sample, is vastly superior. Its outstanding level of
operation has been achieved by maintaining very high tolerances in the

construction of the active mechanical components and by using a highly

monochromatic X-ray beam.
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2.3.1 Instrument geometry

The instrument can be used in several operational modes. The
conventional 6/26 scan is carried as step scans. The detector and
sample are rotated by direct feedback encoders giving positional
accuracy of 0.0001° and 0.001° respectively. Using accurate stepper
motors, the instrument is capable of being driven rapidly to
predetermined positions. The instrument differs from the LRPD, by the
addition of a set of long very fine collimators positioned in front of
the detector. This has the effect of minimising the levels of
secondary X-ray scattering being picked up at the detector and so
reducing peak widths to 0.05°.

2.3.2 X-ray source

The X-rays are produced by accelerating electrons to energies of 2GeV
in a synchrotron cyclic accelerator. As the electrons pass around the
storage ring they are constantly accelerating and so they emit very
intense bursts of white electromagnetic radiation. Each instrument
positioned a;ound the ring incorporates some form of beam filtering to
select the range of wavelengths of interest. At station 9.1 the beam
is monochromated with a channel cut silicon (111) monochromator
mounted on a computer driven servo. This permits a range of
wavelengths of 1 - 2.5 &R to be selected automatically, with a typical
beam flux of 1.4 x 10u)photons/mm%/second at 1.5 &. Despite the very
high flux, the spread of wavelengths, AM/X, is less than 3 x 1074,

The automatic wavelength selection also permits the instrument to
operate as an energy dispersive spectrometer. In this mode the
detector is fixed in a constant 26 position and the monochromator is

stepped through its range slowly. At each monochromator position, the
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silicon crystal will be in position to diffract a short range of
wavelengths, X + AA. It has been found that this operation is more
accurate than using energy sensitive detectors and white radiation.
Another advantage of the fixed detector/source arrangement, makes it
suitable for high pressure or non-ambient temperature studies as the
sample environment can often restrict movement. This allows reaction
vessels to be designed with fixed entrance/exit windows, minimising
potential interference from external influences.

2.3.3 Detector

A variety of detectors can be used on 9.1, depending on the individual
experiment. Generally they fall into the two categories of
scintillation or solid state detectors. Factors such as rise time,
dead time and wavelength uniformity will dictate which assemblies are
most suitable for specific studies.

2.3.4 Sample loading

The powdered sample is placed in a sample holder similar that used in
the LRPD except that the loading aperture is circular which is capable
of being rotated during data collection. In the step scan mode the
detector and sample mount are stationary and so rotation of the sample
is possible. This has the advantage of reducing preferred orientation
effects and therefore samples need very little sample preparation. In
the case of materials which react with the atmosphere or they are only

available in small quantities, the samples are loaded into sealed

glass capillaries.
2.3.5 Data collection

The method of data collection is fully automated and the trace is

stored on computer as data pairs in the form of 26 and intensity. The
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method used to extract the experimental structure factors is dependent
upon the type of investigation. Generally, the Rietveld profile
fitting technique is applied for structure refinement.

Interplanar spacings are reproducible to 0.0004° or to one standard
deviation of the average peak position determined by least squares
fitting routines. This makes it suitable for very accurate unit cell
refinement. The intensities are also very reliable and make the data
suitable for ab initio structure determination. The excellent signal
to noise ratio makes it possible to detect impurities in the sample.
Its number of applications is not just restricted to reflexion
intensity extraction. Due to the very accurate theta positioning,
small peak shifts can be monitored. In stress analysis of thin film
deposits on amorphous substrates any physical stress can be picked up.
Shifts of 0.04° to 0.001° have been noted.

2.4 Single crystal diffraction

The use of single crystals allows far more information to be
extracted. The crystal is orientated in three dimensions, thus
allowing all possible reflexions to be brought into the diffracting
position relative to the beam. The three dimensional arrangement of
the reflecting planes of the reciprocal lattice relates each crystal
plane to a wunique position in space. Since there is no significant
peak overlap, all planes belonging to a form with the same interplanar
spacing can now be individually measured. This increases the number
of possible reflexions which can be collected, making it ideal for
structure solution.

In the research programme, three different Single Crystal

Diffractometers (SXD) were used. These instruments all have similar
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features, but each represent innovations in design, dictated by new
technologies. Each of the SXD have different data collection processes
and so each one will be discussed in turn.

2.5 2-Circle SXD (2C-SXD)>*

The 2C-SXD is a STOE Stadi-2 diffractometer based around a Weissenberg
equi-inclination geometry. The name derives from the number of
computer controlled rotation circles, which can alter the orientation
of the crystal sample relative to the X-ray beam and the detector. A

schematic diagram of the instrument is shown in Figure 2.6.

beam collimator

and monochromator 5/':::>

X-ray tube

detector

crystal on
arcs

Figure 2.6 A schematic representation of the STOE Stadi-2 two
circle single crystal diffractometer.

2.5.1 Equi-inclination geometry
A simple rotation photograph shows that for a single crystal system
mounted with a crystal axis parallel to the rotation axis, the

diffraction spots take on the form of parallel layer lines. Each layer

45



line represents a different layer of the reciprocal lattice. If the
crystal is mounted about the b-axis, the different layers relate to
orders of k.

The 2C-SXD makes use of this geometry so that each layer line can be
examined. by rotating the crystal about the w-axis and moving the
detector into position. The semi-vertical axis of the zero layer
diffraction cone has an angle of 0° and so the counter is positioned
in line with the incoming beam and the crystal. For the upper layers
both the crystal and counter are required to be rotated round by u
degrees, so that both the X-ray beam and counter lie along the surface
of the cone. On each successive layer both the base and the counter
are rotated about the u-axis, up to a limit of approximately 30°.

The detector is mounted on a curved arm which allows it to be moved in
two ways. The arm can be driven through 28 about the w-axis, by a
computer controlled stepper motor. The curved arm is also capable of
being extended manually to the desired g value, using a crude vernier
scale. The combination of the automated w circle and the rotation
of the SXD base, permits the crystal to be brought into position for
diffraction of a particular (hkl) reflexion. Extension of the counter
arm by u, positions the detector to measure the reflexion intensity.
2.5.2 X-ray source

As with all diffractometers using monochromatic radiation, it is
necessary to physically restrict the quality and direction of the
beam. The beam is monochromated by a graphite crystal, removing the
KB component, leaving a narrow distribution of wavelengths. The beam
is collimated, by passing it through a long narrow alloy cylinder,

producing a parallel beam accurately focussed on the w-axis. It is
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important that the beam be wide enough to completely bathe the
crystal through a complete w rotation, otherwise some reflexion
intensities will be subject to discrepancies. However, there is an
optimum cross-sectional area for the beam, such that for low 26
reflexions, particularly the zero layer ones, the beam does not mask
the genuine diffracted beam.

2.5.3 Detector

The combination of a slightly divergent beam, background and amorphous
scattering, can often result in broadening of the diffracted beam.
These effects need to be minimised if peak intensities are to be
reliably measured. To restrict the width of the detected beam, further
collimating slits are incorporated. Two removable long narrow slits
positioned perpendicular to one another create a small aperture in
front of the detector window.

2.5.4 Crystal mounting‘and orientation

The single crystal is mounted on a fibreglass rod, using a small
quantity of amorphous contact adhesive, which is known to be
relatively inert. The rod is fixed to a set of arcs by means of
modelling clay. A set of arcs are a device which allow the crystal to
be manipulated about two orthogonal axes of rotation, thus permitting
the crystal to be aligned before loading onto the 2C-SXD.

This process is usually carried out on a Weissenberg geometry rotation
camera, using photographic films. By systematically readjusting the
two arcs, the crystal can be centred and aligned parallel to the
rotation axis, assuming that the original orientation of the crystal

on the rod is approximately correct.

When the arcs are set on the w-axis of the 2C-SXD, it is common to
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find that the centring and even the alignment are subject to some
change. Realignment is performed by observing the crystal with a
travelling microscope through a complete w scan. Final adjustments can
be made to optimise the crystal position by monitoring the directions
of some reflexions.

In the case of non-triclinic crystals, the procedure for fine
ad justment is based around axial reflections. For non-zero layer axial
crystal planes which are perpendicular to the w-axis, they remain in
the diffraction condition regardless of the w position. This however,
1s dependent on whether the crystal is accurately mounted about the w-
axis. The basic steps to align a virtually correct crystal are
outlined as follows

(i) Set the counter arm and diffractometer base to the equi -
inclination angle, calculated from the accepted cell parameters, for
a strong axial reflexion. The counter is positioned with 26=0°, in the
plane of the crystal and the X-ray beam.

(ii) At an arbitrary w angle, maximise the diffraction intensity for
the reflexion by adjusting the base. This is repeated for three other
w positions , w+90°, w+180° and w+270°, on each occasion noting the
optimum g value.

(iii) The four inclination values are averaged and the base is set to
this value. The two arcs are adjusted to give maximum intensities, at
two w positions separated by 90°. The crystal may require to be
recentred at this point.

(iv) Steps (i) to (iii) are repeated until the four inclination values

are virtually identical.

In the case of a triclinic crystal, this process cannot be applied and
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so a different approach, using strong reference reflexions from the
zero order layer, is adopted.

2.5.5 Indexing reflexions

Once the crystal has been satisfactorily aligned, the process of
indexing or assigning Miller indices to the reflexions can begin.
Without a prior knowledge of the space group and relative strengths of
the reflexions, the task would be very time consuming and impractical.
Using the information available from the zero and first order
Weissenberg films greatly simplifies matters. Careful examination of
the films allows the intensities to be indexed and any systematic
absences identified. Rough measurements of the film will also permit w
and 26 values to be assigned to strong reflexions.

The detector, minus the collimating slits, is driven to the
diffracting position of one of the strong reflexions. The crystal is
rotated through w, noting the relative strengths and positions of any
detected peaks. In general the stronger reflexions are to be found at
low 286 values and so these are easiest to locate. However, there are
often large errors associated with the positions of these reflexions.
Comparison of the w separations of the peaks measured on the w scan
and those on the Weissenberg films, will allow trial indices to be
assigned to the reflexions. The suitability of the indices can be
tested by attempting to locate the peaks with higher 26 values. The
high 26 peaks are weaker but their positions will have less error
associated with them.

Invariably this process will take several attempts before the correct
indices are found. With satisfactory indexed peaks the process is

repeated with the collimating slits in place, thus allowing more
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accurate crystal positioning.

2.5.6 Data collection

For the data collection process, the slits are replaced in the
detector to reduce peak broadening. With the 2C-SXD it is necessary to
measure reflexions from one axial layer at a time. The diffractometer
i1s instructed to systematically measure reflexions up to preset hkl
limits or to a maximum 26 limit, 28mm€

Rather than driving the crystal and detector to the calculated
positions for a reflexion (hkl) and taking an individual intensity
reading, it is far more accurate to step through the peak. The peaks
can be scanned through w, 20 or w & 26. In this case w scans were
carried out. As with powder diffraction, the peaks vary in width due
to the Lorentz effect. In general, peak widths increase with
decreasing 28 and increasing layer line number.

In the case of an w scan, a static reading of the background level at
a value Aw from peak centre is taken. The crystal is step scanned
through w in predetermined increments, pausing and recording the
intensity for a set time, and then finally repeating the background
measurement on the other side of the peak. The value of Aw 1is
calculated for each peak, to ensure that all the diffracted energy
associated with the (hkl) peak is measured.

As the layer number increases, reflexions with high Miller indices are
found at increasingly higher 20 values. Thus fewer and fewer
reflexions are measured with increasing layer number.

2.6 4-Circle SXD (4C-SXD)*

The Nicolet P3 4C-SXD is a natural progression of the 2C-SXD utilising

more computer control. It has more positional flexibility, with 4
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automated control circles; hence the name. Data collection is not only
quicker., but requires little or no knowledge of crystal orientation.
The improvement in accuracy of the results produced by a 4C-SXD over a
2C-SXD is debatable and will obviously vary from instrument to
instrument.

2.6.1 Instrument geometry

The basic instrument shown in Figure 2.7 appears initially to have
little in common with the 2C-SXD. The main feature of the instrument
is the Eulerian cradle, which is used to manipulate the crystal
bringing the desired planes into a diffracting position. The cradle
has three independent rotation axes, ¢, x and w.

The sample is mounted on a set of arcs which is fitted to a sledge
inside the main cradle circle. The axis on which the sample is mounted
can be rotated about the ¢-axis, which is analogous to the w rotation
of the 2C-SXD. The sledge is also capable of being driven around the
inside of the x circle cradle. Finally the x circle assembly can be
driven around the vertical w-axis. The combination of the three
independent rotations allows the crystal to be orientated in virtually
any position in three dimensional space relative to the X-ray beam.
There are however, occasions when the cradle itself can obscure the
path of the X-ray beam producing blind spots.

2.6.2 X-ray source

The X-rays are normally produced from a conventional X-ray tube with a
Mo target. The beam is filtered and monochromated by a graphite
monochromator producing a wavelength of 0.71069 A. The beam is

collimated into a near parallel beam before being made incident on the

sample.
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Figure 2.7 A schematic representation of the Nicolet P3 four circle
single crystal diffractometer.

2.6.3 Detector

The detector is mounted on the fourth arc, 20, with near complete
rotational freedom. This is the only direction of detector movement
which is possible, unlike the 2C-SXD. The detector has a fixed height,
so that it lies in the same plane as the X-ray beam. This éeometrical
simplification is possible because of the positional flexibility of
the sample on the cradle. The crystal is not only capable of being
brought into a diffracting position, but it can be adjusted such that
diffracted beam is in the same plane as the beam and the detector.
2.6.4 Crystal mounting and orientation

As with the 2C-SXD, it is necessary to take rotation photographs to
ascertain the initial orientation of the crystal mounted on the arcs.
Following an optical centring procedure by eye, the crystal is
positioned for a photograph. All the circles are driven to zero. The x

circle is made perpendicular to the incident beam and the sledge is
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positioned so that the arcs are vertical. The Polaroid plate is
fastened to the detector mounted in a central position perpendicular
to the incident beam. The ¢-axis is rotated through 360° at a slow
rate whilst the beam is on.

The resulting photograph reveals four symmetry related quadrants. For
an ideally mounted crystal the symmetry axes relating the spots would
be perpendicular and parallel to the ¢-axis. The degree of skew of one
of the unit cell axis relative to ¢-axis is indicated by the positions
of the spots. The strongest spots are noted, taking the x and y
offsets. From these, the six most intense reflexions are selected. The
X and y offsets are stored on the control computer.

The film cartridge is removed and for each of the selected spots from
the film, the circles are driven to bring the individual reflexions in
line with the detector. From the crude x and y positions, rough 20 and
x estimates are made. The calculated values are driven to and a ¢ scan
is carried out until a maximum intensity is found. The computer
individually adjusts each of the circles to optimise the intensity of
the reflexion. The optimum position is determined by taking half-width
maximums of the peaks. With the crystal suitably centred, the process
of identifying the unit cell and indexing the reflexions is carried
out next.

2.6.5 Unit cell parameter determination

If the cell parameters are unknown, there is a program which will list
possible solutions based on the initial data. The program outputs a
list of axial parameters and the cosines of the proposed interaxial
The most plausible set of parameters are manually selected

angles.

from the list using a combination of the rotation photographs, crystal

53



morphology and hands on experience. Generally, the smallest cell
volume is selected. However, there are cases where a larger non-
primitive cell is preferred, simplifying the structure solution. The
suitability of the chosen axes can be determined from further
photographic evidence.

2.6.6 Partial rotation axial photographs

As before, the Polaroid cartridge is fitted in front of the detector,
with 28 set to zero. One of the crystal axes is positioned to be
vertical by rotation of the ¢ and x circles. With the beam on, the w
circle is driven through approximately 20°, performing the same
function as a Weissenberg rotation. From the Polaroid film, the
interlayer lines can be measured, thus giving a value for the rotation
axis length. The measurement is relatively crude, but it will give a
good indication whether the selected cell is correct. If necessary
this may be repeated for the other two axes. If the correlation is
good then the next step is to index the reflexions

2.6.7 Auto-indexing

The indexing program is run again, producing the same list of possible
cells. With the knowledge gained from the rotation photographs, the
assumed cell is entered and the six or so reflexions are assigned
Miller indices. With the approximate cell parameters the volume of the
cell is calculated. If it is negative then this indicates that the
cell chosen has a left hand set of axes. This is corrected by
expressing the angles relative to a right handed axial system.

72 6.8 Least squares and orientation matrix

The cell parameters calculated in the auto-indexing program can be

subject to significant errors resulting from the use of the low 26
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reflexions. In the indexing program the initial Miller indices
calculated for each reflexion will have had non-integer values
indicating small errors in the measurements. These are converted to
integer values and from these values and the angular positions of the
reflexions, the cell parameters are recalculated by a least squares
optimisation routine.

An orientation matrix is calculated, defining the position of the unit
cell with respect to the angular coordinate system of the
diffractometer. Once this matrix is accurately known, the crystal can
be positioned for any reflexion within the limitations of the
diffractometer.

The accuracy of both the cell parameters and the orientation matrix is
dependent on the accuracy of the angular coordinates of the initial
six reflexions. The initial centring and indexing of the reflexions is
carried out on the intense low 28 reflexions. The intense centres
makes the process of finding half-width maximums relatively simple.
However, as mentioned previously, the low 20 reflexions can have large
errors, due to their broadening. If higher 26 reflexions are now used,
the crystal positioning can be fine tuned.

2.6.9 Rapid data collection and cell refinement

The initial cell parameters determined from the Polaroid film are
refined using the positions of strong reflexions, with 26 around 20-
25°, as observations. The scanning speed is high and so the
intensities will tend to be associated with errors. When all
reflexions lying within the 26 limit have been measured, the list is
sorted in order of maximum intensity and up to 14 reflexions are

selected for the refinements. Fewer reflexions may be necessary,
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depending on the symmetry of the unit cell. Symmetrically equivalent
reflexions are included in the list effectively increasing the number
of observations. For all space groups there will be -h-k-1 for all hkl
reflexions and in higher symmetry cases there will be related
reflexions.

The least squares procedure is loaded again and the cell parameters
and orientation matrix are refined further. Once these stabilise, the
program calculates the ideal angular coordinates for each of the 14
reflexions. The least squares routine is used to further refine both
the unit cell parameters and the orientation matrix. The crystal is
finally recentred as before, producing improved angular coordinates
for the 14 reflexions. The cell parameters and orientation matrix are
refined again. The parameters must fall within preset standard
deviations, otherwise the data can not be considered suitable for
further data collection.

2.6.10 Data collection

At this stage, the crystal and the diffractometer are suitably
aligned, therefore data collection can begin. The range of reflexions
are restricted by the X-ray wavelength and so the Miller indices and
28 are set within practical limits. The scanning speed is
significantly reduced to improve the error statistics. The reflexion
peaks are measured by 6/20 step scans, ensuring that the detector and
beam remain in the same plane at all times.

If from the preliminary Polaroid photographs or from some other
source, the operator is aware of the space group and therefore the

systematic absences, the diffractometer can be programmed to avoid

wasting time by measuring them, and will only measure truly unique
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reflexions. Significant reductions in beam time can be achieved in
this manner. However, in general the full data set is collected since
the systematic absences are required for atom phasing in Direct
methods.

During the collection process it is possible that the crystal will
decompose in the beam. thereby reducing the amount of scattering
material and hence the intensities will no longer be scaled to one
another. The diffracted intensities are checked every 50 reflexions or
so by remeasuring two strong reflexions. The sequence of values are
stored in a file as coefficients, expressing the ratio of the initial
reflexion intensities to the intensities of the remeasured reflexions.
If there are significant variations, the reflexions can be scaled
by applying the correct coefficient to the group of reflexions.

Once the data collection is complete, an empirical absorption
measurement can be performed if necessary. The circles are rotated so
that an axial reflexion is in position to diffract. The ¢ circle is
rotated through 360° in steps of around 10°, and the intensity of the
reflexion is noted. If there is no significant variation in intensity
the correction is not performed. However if there is, the intensity
variation is used to scale the data. In most cases the absorption
effect is minimal and it is therefore ignored.

2.7 Neutron SXD (SXD)

SXD is a newly commissioned instrument based at the ISIS neutron
scattering facility at the Rutherford Appleton Laboratory,
Oxfordshire. It is an extremely powerful instrument, which has been
developed around state-of-the-art instrumentation, with a

fundamentally simple diffraction geometry. However it is the use of a
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pulsed source of polychromatic neutrons instead of X-rays which
accounts for its impressive performance rating.

2.7.1 Instrument geometry

SXD is based on a simple Laue camera using a white radiation source,
but employing a position sensitive detector (PSD) to record the
diffraction events and using the time-of-flight technique to resolve
diffraction orders, rather than a photographic film. Figures 2.8(a)
and 2.8(b) show schematic diagrams of the instrument vessel, neutron
beam and the PSD. The instrument was designed to use an Eulerian
cradle to manipulate the crystal, but due to problems relating to
reliability, the installation of the cradle has been delayed. Instead
the crystal is mounted on a set of conventional crystal arcs, fixed to
a computer controlled rotating shaft, with the w-axis of rotation
perpendicular to the neutron beam.

In this mode there is restricted orientation of the crystal relative
to the arcs, but due to the Laue geometry and polychromatic beam this

is not a major problem. The method of data collection will be

discussed in 2.7.6.

2.7.2 Neutron source>®

An essential difference between this instrument and all the others
used, is that it utilises a neutron beam. The neutron facility at RAL
is presently the most powerful source of pulsed neutrons for condensed
matter research in the world.

The neutron flux is produced by a spallation process where energetic
protons are used to bombard a heavy metal target. The spallation
process can be explained by a series of accelerating procedures.

Initially an ion source produces H ions which are accelerated in a
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preinjector column to 665 KeV. The ions are further accelerated in a
linear accelerator, increasing their energy to /0MeV. The H ions are
stripped of their electrons by passing them through a thin alumina
foil, thus producing H' ions. The protons are injected into the 52m
diameter synchrotron and are accelerated to 800MeV. The synchrotron
produces bursts of high velocity protons, at a frequency of 50Hz,
which are directed down a waveguide to the target station. They
collide with a depleted Uranium target which produces, on average, 30
neutrons per proton. The neutrons are slowed down by passing them
through an array of hydrogenous moderators before being used for
scattering experiments. The resulting thermal neutrons have a
continuous range of velocities, since each neutron follows a uniquely
random path of collisions in the moderation process. A plan view of
the ISIS experimental hall is shown in Figure 2.9, with the numerous
scattering instruments radially positioned about the target.

2.7.3 Position sensitive detectors (PSD)

The polychromatic beam used on SXD, produced by the ISIS source, has a
useful wavelength range of some 0.25-7 &, defined by the 20ms time-of-
flight window between the 50Hz pulses of ISIS. In general only part of
this window is used, in order to optimise the data collection, and a
useful wavelength range of 0.48-4.8 R is typical. There are thus many
reflexions which satisfy the diffraction condition in a single pulse
for a fixed incident angle and the crystal thus diffracts many
reflexions in a single setting, as in a Laue photograph. For a normal
restricted aperture detector, as used with both the 2 and 4-Circle
SXD, this would not be advantageous. However the employment of a PSD

allows many Bragg reflexions to be observed "simultaneously" in a
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single histogram. It is this surveying of substantial volumes of
reciprocal space in a single scattering geometry which is the main
power of a time-of-flight Laue diffractometer such as SXD.

There are currently two experimental PSD instruments being used on
SXD, both with different operational characteristics.

2.7.3.1 The Anger camera®’3%®

The SXD Anger camera is composed of 45 hexagonal photomultiplier tubes
arranged in a continuous matrix, as shown in Figure 2.10. The surface
of the detector has a °Li doped glass plate doped with Ce, which acts
as a scintillator producing light photons on the event of a neutron
capture. The released photons are amplified by the matrix of
photomultiplier tubes, producing a significant output voltage for each
neutron capture. Each tube is connected to a digital bus enabling the
electronic surge produced by the diffraction event to be measured.

At a given threshold voltage, the event is acknowledged and readings
are taken from the surrounding 6 tubes, labelled sequentially in a
clockwise fashion. The actual position of the event can be calculated
from the radial distribution of the photon surges in the tubes about
the central tube using equations 2.1, 2.2 and 2.3. The calculated
position of the event has been shown to be accurate to within 2-3mm.
Thus the 45 element matrix can be considered to behave as a 300 x
300 mm array of 4096 unique virtual detectors, covering a solid angle
of 20 x 20°. Each of these detectors is assigned a time channel in the

DAE memory and so the event history of each channel can be stored in

computer memory.

X=o(a,+a,-a,-a,) (2.1)
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Y = ———-—-(2a2 +a,+ a, - a, - a; - 2a5) (2.2)
J3
Z=a1+ B(a2+a3+ a,t+a,+ a + a7) (2.3)

Where a_is the photon flux of the nth photomultiplier tube in the
cluster.

a and B are constants which relate to the radial photon distribution
function.

X/Z and Y/Z locate the position of the event on the detector.
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Figure 2.10 The Anger camera composed of an array of 45 hexagonal
photomultiplier elements. The shaded areas represent the radial
distribution of light emitted from the scintillator sheet on the
capture of a neutron.

2.7.3.2 ZnS fibre optic detector®®

The ZnS detector is a solid state device of smaller proportions,

measuring 80 x 80 mm, but it essentially performs the same task as the

larger Anger camera.

The detector consists of an square array of 16 x 16 ceramic elements
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covered by a sheet of °Li doped ZnS. These elements take the form of
hollow inverted pyramids, with the apex connected to fibre optic
cables. The light pulses are transmitted to 32 photomultiplier tubes
via the optical fibres. The square array of the inverted pyramids
enables the position of the neutron event on the ZnS sheet to be
determined to within 5 mm. The information is stored in time channels
in the same way as the Anger camera.

2.7.3.3 PSD comparison

Both detectors essentially perform the same task. For any given
crystal orientation, the position and the TOF of all detector events,
relative to the ISIS cycle, can be monitored.

Both PSDs have been proven to produce excellent results, however the
ZnS plate is smaller and so can only record smaller areas of
reciprocal space. Figure 2.11 shows a histogram of the relative
efficiencies of each of the ZnS detector pixels.

2.7.4 Time of flight analysis

As mentioned in the introductory theory, thermal neutrons obey
Newtonian physics and can travel at varying velocities. The energy and
therefore the wavelength of the neutron are dictated by de Broglies
equation. Figure 2.12 represents the wavelength characteristic of the
beam when monitored by the ZnS detector.

The moderated neutrons from the target station will have a continuous
range of energies and velocities. Assuming all the neutrons produced
on each successive cycle of the synchrotron are initially grouped
together, they will arrive at the crystal sample at different times.
For a given crystal orientation selected wavelengths will undergo

diffraction and those which are directed toward the PSD will be

65



G‘—I“s \

L

\_ ¢
A A

Figure 2.11 This histogram represents the relative efficiency of

each of the pixel elements on the ZnS detector.

66



L9

SOOI ~ 0W30IACO®I

x10

60-

50 o ZnS scintillator PSD
40
30-
20

i N
10-

.
) R
.‘M_‘“ e
T T 1 y r e e —— T
0 2 3 4 5

WAVELENGTH (Angstrom)

Figure 2.12 The averaged wavelength dependence of the pixels on the ZnS detector. (Note
useful flux in the 0.4 - 4.8 A range)



detected over a short period of time. The time-of-flight (TOF) 1is
defined as the time lag between the instant of neutron production at
the target and the detection at the PSD and is proportional to the
wavelength of the diffracted beam. A TOF profile for SrF, over the
range 0-10000 usec is shown in Figure 2.13, which illustrates the
(hhh) Laue row of reflexions. The profile has been corrected for the
wavelength dependent flux profile shown in Figure 2.12.
2.7.5 Sample mounting and orientation

Due to the relatively weak beam flux compared to an X-ray beam, the
crystal sample needs to be significantly larger in volume than
conventional X-ray single crystals.

The crystal is generally mounted on an aluminium rod by a contact
adhesive. The rod is shrouded with a coiled strip of Cd, which helps
to reduce scattering from the rod. The exact positioning of the
crystal is not as important as with the 2C-SXD, but if the
experimenter can align one of the crystal axes with the rod, then the
data collection is simplified.

The crystal is approximately aligned with an axis parallel to the w-
axis. Aligning the crystal is best performed by noting the angular
displacement of a specific reflexion from the centre of the detector.
The crystal is rotated through 180° and the displacement of the (-h-k-
1) reflexion is noted. The two reflexions can be identified as being
equivalent by calculating the interplanar spacing from the TOF values
and detector coordinates. Once the two reflexions have been verified
as being related, the arcs are adjusted until both reflexions can be
detected at the same detector element. This is analogous to the

process of aligning the interlayer lines of a rotation photograph.
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Unlike the 2C- and 4G-SXD's, the sample does not require further
manipulation to collect data. More importantly, it does not require a
knowledge of the cell parameters or the orientation matrix to collect
data. This is a major benefit of TOF and PSD diffractometers.

2.7.6 Data collection of a hemisphere

The most systematic approach to data collection involves collecting a
series of overlapping histograms for predetermined w rotation. For
example, in two dimensions, the ZnS PSD can measure reflexions over a
solid angle of approximately 10 x 10°. If the crystal is rotated about
w by 8°, the following histogram would contain several reflexions from
the previous one. The overlapping of the histograms therefore ensures
that no reflexions in the accessible region are missed. This process
is generally repeated for a w rotation of 180°, collecting some 20
histograms. Further rotation about w is not necessary since all the
unique reflexions in this region are then located.

The repeated collection of histograms for a w revolution represents a
significant proportion of unique reciprocal space, however more
reflexions can be measured if the crystal arcs are adjusted. Repeating
the above process for other arc settings has the effect of bringing
new regions of the reciprocal lattice into position for diffraction.
2.7.7 Cell parameters and UB matrix

In most cases SXD is used to investigate further structural features
of crystals, which have been previously solved by X-ray methods. Thus
the cell parameters are usually known prior to the data collection on
SXD.

Using selected strong indexed reflexions and a knowledge of the unit

cell parameters, the orientation of the crystal and therefore the
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reciprocal lattice can be related to the w-axis by calculating the UB
matrix. The method of least squares refinement is employed to produce
an improved matrix.

2.7.8 Peak search routines

An automatic peak search routine 1is employed to locate the
positions of the Bragg peaks from the histograms. This results in a
list of peak heights, coordinates and TOF's. The reflexions are
indexed by relating each TOF to a d,,; value. For structural work,
peak heights are insufficient and so the peaks must be integrated. In
the case of powder diffraction data the peaks are two dimensional and
so the peak fitting is relatively simple. However, since the detector
is two dimensional and the TOF histograms are in three dimensions,
the integration process is less trivial. Using the peaks coordinates
as the centre of the peak, ellipsoids are fitted around the peak. The
ellipsoids give cross-sectional areas for each "slice", thus allowing
a three dimensional function to be fitted to the peak. The list of
intensities are scaled with the beam profile. The structure factor
amplitudes are calculated for each using equation 2.4,
i (). VN F 20" e(X,0).A (M) .E (X)

I = (2.4)
2.sin26h

Where I, is the measured intensity of reflexion hkl.
io(A) is the incident flux.
V is the crystal volume.
N is the number density of unit cells.
IF | is the structure factor magnitude for reflexion hkl.
h ) .
). is the wavelength at which hkl is measured.
e()\,a) is the detector efficiency. o relates to the x & z offsets of the

PSD.

e, is the Bragg angle.
AL (X)) and E (X) are the absorption and extinction corrections.
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CHAPTER 3. Enhanced low resolution powder diffractometer and
applications.




3.1 Introduction

The original electronics hardware of the PW1050 LRPD are now somewhat
dated by modern instrument standards. With patience however,
favourable results are possible, but this needs experience in powder
diffraction techniques and a good working knowledge of the instrument
itself. The instrument has been upgraded by incorporating a now dated
8-bit microcomputer for processing the experimental data. One of the
main criteria proposed in the upgrade was to leave the instruments
drive mechanism intact such that it was still capable of being
operated by conventional means. This would allow the instrument, which
is extensively used in the School of Applied Science, to be fully
functional over the development period.

3.2 Hardware development

There were two main areas of development which were required. The
system had to be capable of extracting a reliable diffraction trace
and secondly the data collection had to be synchronised with the
constant rotation of the goniometer arm. Both of these functions were
successfully incorporated to the enhanced system by means of novel
electronic interfaces.

3.2.1 Data acquisition

At any instant during the operation of the LRPD, the simultaneous
diffracted intensity can be monitored by either the scroll plotter or
by the asynchronous scaler counter mounted in the electronics rack.
The rate at which the scaler counts is proportional to the number of
events at the detector. The data which is displayed on the counter is
also available from the back of the rack from a digital bus. It was

from this port that the diffraction data were gathered.
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The data bus carries the six figure number on 24 data lines
represented in the binary coded decimal (BCD) format. Thus each digit
in the datum is written on four adjacent lines. The BBC Master 128K
microcomputer selected for the enhanced system is based around an 8-
bit architecture and is therefore incompatible with the 24-bit bus. In
order for the micro to be able to read the data words, a digital
interface board was developed to split the 24-bit word into three
separate 8-bit words.

The interface board was based around the popular 6522 Versatile
Interface Adaptor (VIA)“I. These integrated circuits (IC) are
themselves incorporated on the motherboard of the BBC micro and are
therefore fully compatible. A schematic diagram of the interface is
shown in Figure 3.1.

The essential operation of the board can be best summarised by the
following steps.

(1) At the instant the micro is instructed to read a data word from
the board, the EN line from the VIA is sent high.

(ii) There are three tri-state latch ICs each connected to eight
neighbouring data lines. All three latches simultaneously acknowledge
the change of state of the EN line and as a result the data on all 24
lines are latched. The information held on each of the three groups of
eight lines is stored in the corresponding ICs 8-bit internal
register. If the information on the lines changes at any time after
the latching, the contents in the internal registers will not change.
This has the result of effectively 'freezing' the data line.

(iii) The latches are connected to a common data bus which terminates

at the A port of the VIA. This bus is used to read the contents of the
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Figure 3.1 A schematic representation of the data logging interface built around a Versatile
Interface Adaptor integrated circuit.




internal registers of the latches. The tri-state latches have the
ability to effectively disconnect themselves from the data bus when
they are disabled. In this state their output pins have a very high
resistance and therefore cannot corrupt any data already on the bus.
(iv) One by one the latches are enabled using the ocl, oc2 and oc3
lines. The computer reads the three bytes of information at the A port
and stores the data in three variable locations in computer memory.
Due to limited online computer memory available, the three bytes of
information are compressed to just two. The information is held as
hexadecimal rather than BCD, which allows a maximum datum value of
65535 to be stored. This limit has been found to be more than adequate
for normal tube operation.

A timing diagram in Figure 3.2 shows the sequence of events relative
to the 1-MHz clock.

In addition to the four ICs mentioned already there are numerous other
components essential to the boards operation. The row of three 10k
ohms resistors have been included to prevent the other components from
being overloaded from excessive currents. The output from the BCD data
bus is not compatible with the transistor-transistor logic (TTL)
components on the interface board. The BCD bus is capable of
delivering currents greater than those which are suitable for TTL
components. The opto-isolator ICs perform two functions. The first has
the effect of electrically disconnecting the interface board and more
importantly the operator from the electronics rack, where operating
voltages can be as high as 50 kV. Secondly they convert the non TTL
negative logic format (NLF) binary pulses into a TTL compatible

signal. The output lines from the opto-isolators are tied to earth via
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separate 10k ohms resistors. These were found to be necessary to
clearly define the two distinct logic levels.

The 1-MHz bus on the BBC micro is intended for peripheral devices and
development boards. As the name suggests the bus operates from a clock
frequency of 1-MHz, which is a frequency commonly used in many
peripheral devices. The BBC'’s central processing unit (CPU), however
operates at twice the frequency when accessing internal addresses and
performing arithmetic operations. The apparent incompatibility of
operating frequencies for the BBC and for peripherals on the 1-MHz
bus, is remedied by the slowing down of the CPU clock when the 1-MHz
bus is addressed. This is done by stretching the CPU clock as shown in
Figure 3.3. The 1-MHz bus can only be addressed when the CPU clock
changes from high to low. When the two clocks are coincident, at point
D on Figure 3.3, the normal 2-MHz frequency is reestablished on the
CPU. The stretching of the clock, however introduces a potentially
undesirable effect, which can be explained by means of the diagram in
Figure 3.3.

When the 1-MHz bus is addressed the NPFC control flag is sent low, as
shown at point A. The NPFC signal is generated by the BBC and is
intended for enabling peripheral devices when they are being
addressed. The NPFC signal will remain low until the CPU clock makes
the transition from high to low state, D. During the period of time
between A and D, all the information on the address and data busses
will remain unchanged. The VIA is enabled when both the 1-MHz clock is
high and NPFC is low. This set of circumstances arises twice between A
and D and as a result the register addressed on the VIA is accessed

twice. Carrying out an operation twice may have the effect of
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resetting a status flag which had just been cleared. This would cause
the interface board to malfunction. To prevent the occurrence of this
phenomenon, a ’'clean up’ circuit was incorporated into the circuit . *?

The clean up circuit is shown in Figure 3.4. Using two d-type flip-
flop gates, the NPFC signal can only go low when the 1-MHz clock is
also low. The 1-MHz signal is inverted by the flip-flop at A, which
acts as the enable for the second flip-flop at B. The second flip-flop
uses the inverted clock and the low NPFC signal to produce the CNPFC
signal. Thus the VIA is enabled for as little time as is necessary.
The CNPFC timing is shown if Figure 3.3. The CNPFC output signal is
combined with the hi-nybble of the 8-bit address lines to produce the

low level chip select signal (CS).

NPFC

B
F—
B e

Figure 3.4 A simple 'clean-up’' circuit preventing double access.
(note the fundamental logic units are NAND gates)
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3.2.2 Synchronisation

Due to the initial design criterion of not removing the original drive
mechanism, the use of a stepper motor to control the goniometer arm
was rejected. Instead, the microcomputer was employed to monitor the
goniometer rather than to control it.

The powder diffractometer (PD) generates a square wave pulse every
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half-degree of 26, by means of a micro-switch on the rotation shaft.
The frequency of the pulses are dictated by the ratio of the motor and
driven shaft cogs. This signal was initially used by the scroll
plotter to produce a reference square wave along the bottom of the
diffraction trace giving a rough guide to the 20 value. This signal is
now incorporated into the interface board via a line coded ca?2.

The half-degree marker has been used by the enhanced system to update
the current position of the goniometer. Obviously a resolution of
better than 0.5° is required for even the most basic analysis on the
PD and so a second control line was introduced. The rotation of the
drive cog attached to the clutch mechanism was found to rotate once
for every one degree of 206. A infrared fibre optic link was
established across the teeth of the cog-wheel. As the cog-wheel
rotates. the fibre optic beam is interrupted by the passing of the
teeth. The electrical output of the infrared detector generates a
rough sinusoidal wave. The signal is clipped to produce a square wave
pulse and then amplified. The result is a train of square pulses with
a fairly constant frequency which are transmitted along the line coded
cal. A schematic diagram of the fibre optic link is shown in Figure
3.5.

On reception of the pulse, the microcomputer is instructed to read the
data on the 24-bit bus. The cog-wheel has 96 teeth and so a rotation
of one degree 26 can be sampled at 96 even intervals. The combination
of the half degree interrupt, ca2, and the fibre optic line, cal,
gives the system a theoretical resolution of 26 better than 0.02°.
Both of these signals are connected to the VIA with the same safety

arrangement as the data lines. They are constantly monitored by the
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Interrupt Flag Register (IFR) housed in the VIA, which can be polled

at any time by the micro.

[-\‘ .......... =) > “I L
: = —bH— —— P ca1
INFRA-RED BEMM LIGHT DETECTOR PULSE SHAPINS AMPLIFICATION

S

ROTATING CO8 VWHEEL

Figure 3.5 A schematic representation of the infrared fibre optic
link, synchronising the data logging to the rotation of the
diffractometer cog wheel.

3.3 Software development

A suite of computer programs written in BBC BASIC IV and 6502 machine
code were developed to complement the hardware developments of the
LRPD*?. The programs are all menu driven from one control program
CENPOD. (Computer ENhanced POwder Diffractometer). The basic functions
and operating principles of CENPOD are described below in general
terms. The CENPOD operator’s manual is featured in appendix A, where
the facilities are discussed in greater detail. Full documented

listings of the BASIC and Assembler programs are included.
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3.3.1 Data collection

Using the program SCAN, the micro can be programmed to scan a selected
26 range up to a maximum of 160°. Although the BBC Master 128K is a
powerful and flexible microcomputer, it does not have a continuous
memory map. Instead the memory is broken down into discrete blocks.
Thus it was not possible to store large amounts of data sequentially
in memory. However it does have a bank of 64 Kbytes in Sideways Ram
(SR) separate from the main memory map, comprising of 4 x 16 Kbyte
memory blocks. The three bytes of data per sample are converted into
16-bit words and then stored in a small array capable of holding all
the data for half a degree. After half a degree; on arrival of the ca?2
interrupt: the contents of the array are transferred into the SR.
Subsequent half degree packages are stored in the SR sequentially. On
completion of the scan the diffraction trace data is transferred onto
floppy disc where it is stored in three files. Two large files are
available for the diffraction trace if necessary, and the third holds
information regarding the scan limits and type of radiation used.
These files hold all the relevant information for the subsequent data
processing programs.

3.2.2 Data processing

It was initially proposed that routines be written to automatically
search through the data-file, corresponding to the diffraction trace,
looking for peaks. Once found, it would determine their associated
interplanar spacings and calculate the intensities from the peak
height. This is merely the same operation as would be performed by a
person working from a paper scroll and is acceptable in theory.

The start and finish of a peak on a trace are easily detected by the
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human eye, since any assumptions are made by comparisons with
experience. However, in the case of a computer model, the rise and
fall in data values corresponding to the trace height need to be
compared with some preset value which relates to an authentic peak.
Since the characteristics of each trace are different, then this
tolerance would have to be set by considering the nature of each
individual the trace. Some time was spent developing algorithms, based
on statistical analysis of the whole trace, to detect significant
variations in the trace height, representing real peaks. Early results
proved to be encouraging, but as more complicated diffraction traces
were analysed, the routines either failed to detect small peaks or
interpreted the spurious background scattering as peaks. At high 26
the Bragg peaks begin to overlap, which further confuses the routines.
Given these problems, it was decided that to pursue this problem would
be time consuming and a distraction from the immediate goals of the
research programme. Instead a semi-automatic graphical program,
PROFILE, was developed. PROFILE allows the operator to have an active
role in the decision making.

By displaying the trace on a VDU, the user can identify to the
computer the positions of the peaks of interest using on-screen
cursors. In this fashion the search routines would only be executed
over selected areas of the trace. A typical trace is shown in Figure
3.6.

The entire trace is displayed in a graphics window at the top of the
screen, and by using the programmed function keys, any five degree
section of the trace can be selected for viewing in the larger

graphics window. This plot will reveal more information than the whole

82



condensed trace, making the positioning of the cursors more accurate.
If a peak overlaps from one five degree window to the next, the

graphics window can be moved up by increments of two degrees until the

whole peak is visible.

Title :TEST 1=1.5418 A |Rate=2*/min
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t
<
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Figure 3.6 A representation of the PROFILE screen displa§ of the

powder trace. The entire trace is plotted in the upper graphics

window and enlarged 5° sections are plotted below.
A common problem with many of the traces is that there will be a high
degree of unwanted spurious noise. This makes the problem of
positioning the cursors more difficult, and so it was necessary to
incorporate a smoothing routine. This performs a moving average
calculation on groups of adjacent data values within the current
graphics window. This has the overall effect of removing any spurious
noise generated by the interface and also reduces scatter, leaving a

much improved trace. As a side effect the heights of the peaks become

slightly diminished, however the relative intensities remain virtually
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constant. The effects of the smoothing routine can be compared to the
original untreated data in Figure 3.7.

To extract the integrated intensities and inter-planar spacings from
the Bragg peaks, the system uses peak fitting routines. The basic
Gaussian distribution in equation 3.1 was used to describe the

characteristic of the experimental data.
I = Io.exp(-(29-y)2/az) (3.1)

Where I is the maximum peak intensity.

p represents the absolute 26 position of the peak, determined by
full width half maximums (FWHM).

o is the variance of the function describing the broadness.

To measure a reflexion, the corresponding peak is first identified by
placing cursors on either side of the peak’s apex. From the positions
of the cursors, the locations in memory where the peak data resides
are calculated. The computer scans through these locations searching
for the maximum turning point and hence calculates the full width half

“. A vertical cursor is used to identify the

maximum (FWHM) pointsl+
estimated background for the peak. A Gaussian peak is fitted to the
diffraction peak by sampling the peak at several points and
calculating the peak parameters. At present, there are no least
squares refinements performed on the fit.

The measurement of an overlapping peak is treated in a similar
fashion. The apex of the peak is found and then with a third cursor,
the apex of the second peak is determined. In this case the FWHM
points may not be true and so it is necessary to sample intensities

from the region between the two apexes. Rough estimates of the

variance of the peaks can be ascertained using equation 3.2. This
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Figure 3.7(a) The powder diffraction trace for a mixture of
potassium chloride and lactose, produced by CENPOD. The data 1is
untreated and so the background noise levels are high.
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Figure 3.7(b) As 3.7(a), but the diffraction data has been
subjected to the smoothing routine. Note the slight diminishing of

the absolute intensities.
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method for intensity calculation is only approximate, but it has
proved to be reliable and an improvement over simple peak
triangulation techniques. More elegant peak deconvolution methods have
been investigated, but they required far greater computing power than
the BBC Master could provide* ™8,

2 (28,-1,)(28 - 1,)%- (26, -)*(26,-1,)"

o,= (3.2)
(In(I)+1n(1,)-1n(1,)) (26, -4, )%-(In(I,)+In(1,)-1n(1,))(20,-u,)*

28, and 292represent the angular positions of the two sample points.
4, and B, are the assumed mean positions of the overlapping peaks.

I, and I, are the background subtracted peak heights.

3.2.3 Data analysis

The primary use for the LRPD at RGIT is for sample identification and
phase analysis. The process of systematically comparing the
experimental data with entries from the JCPDS*® (Joint Committee on
Powder Diffraction Standards) file, can be a time consuming and
difficult exercise, especially when the unknown sample is of a multi-
phase composition. As part of the system enhancément a
crystallographic database search routine was developed to reduce the
amount of human interaction.

The computer subroutine incorporated into PROFILE, works through the
database file comparing the interplanar spacings, d,.,,, accepting
those values which lie within a calculated tolerance. A rather
pessimistic error in 26 of 0.1° was set. Since the relationship
between 26 and d, , is not linear, a separate tolerance Ad, ., 1is
calculated for each reflexion. For each entry in the database which is
it receives a figure of merit. This is simply the average

compared,

relative intensity of the reflexions which match the test data. The
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entries are arranged in order of figure of merit, with the best three
selected for display on the screen. A typical output is shown in
Figure 3.8, where the highlighted data pairs indicate successful
matches. This routine can help to identify the components of

multiphase samples, but it is obviously limited to a small number of

contributing compounds.

3 Sample title : UNKNOWN ’
TEST DATR ZINC STIRRATE |SACCHARIN SODIUM|  SORBITOL
B <5 I d I d I
100 3.928 100l 959 100 3.598 100 4.
86 3.986 7o 4 013 74 15.235 62 2.
81 3.874 75 3.765 73 3.683 55 5]
47 4.025 73 4.620 3.917 54 2.
35 5.740 68 4.159 63 2.938 45 3.
35 3.729 66 14.341 55 3.516 44 3.
30 3.335 SSINN 3 875 Sojll 5 .307 40 3.
26 4.071 36 4.301 3ol 3638
24 3.673 31  4.434 31 3.450 34 4.218
16 4.601 30J 4 557 30  3.865 3.991
9 4.678 30 4.321 29 2.812 29 4.430
29 10.651 28 2.363 25  4.500
FRTCHES 3

Figuré 3.8 A representation of the screen output from CENPOD,
displaying the results from a comparison of experimental reflexions
with the powder diffraction database.
In a similar fashion, the experimental data may be input to the
database, thus expanding it. The database is currently defined to hold
up to 200 samples per magnetic disc.
Other facilities in PROFILE allow the trace of a sample to be plotted
on an XY plotter in a similar fashion to the original scroll plot.
This has the advantage that the 206 scale and intensities are clearly
marked and that subsequent plots may be superimposed. Superimposing

the plots can help to make quantitative and qualitative predictions

about sample composition relative to known samples.
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3.4 Enhanced LRPD applications

3.4.1 Pharmaceutical database

The initial proposed application for the enhanced system was to
examine commercially used tablet excipients. These excipients are
largely the inactive ingredients used to make up the bulk of a tablet.
These range from binding chemicals, used to help the tablets withstand
external abrasions, to lubricating agents which assist the flow of the
mixture through the tablet machine.

The study involved the individual analysis of these excipients by X-
ray powder diffraction, with the aim of building a database system
capable of identifying the constituent components of commercial
tablets.

The method of recrystallisation of samples was found to be a major
variable. Many chemical materials, such as cimetidene, have been found
to exist in several crystalline states, which are often dictated by

50,51

the processes involved during recrystallisation A study of

polymorphs of cortisone acetate showed that by using different
combinations of organic solvents and water, different crystal
structures resulted. From this it was apparent that for the database

to have accurate and useful data, the methods of recrystallisation of

samples were to be noted.
3.4.2 Sample preparation
Samples recrystallised with the same polymorphic form, were still
found to exhibit inconsistencies in their diffraction traces. The
positioning of the peaks were correct, but the relative intensities
were found to vary significantly. This effect was due to preferred

orientation, brought about by the method of sample preparation. To
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minimise the preferred orientation, a sample preparation technique had
to be adopted, capable of reproducing traces from the same bulk sample
with a variation of intensities below +/-15%.

Preferred orientation can be minimised by reducing the mean particle
size of the powder sample®®. This was achieved by grinding the sample
with a ball mill or a mortar and pestle. In the case of a ball mill,
the grinding action can often be so vigorous as to raise the
temperature of the powder thus causing it to undergo a phase change.
Clearly this effect is undesirable and so in cases of materials which
were thought to be sensitive to temperature variation, the mortar and
pestle was used. As a final precaution the powdered samples are passed
through a fine sieve. The effects of grinding and sieving are
demonstrated in a sequence of plots in Figure 3.9.

The plots show superimposed powder diffraction traces of sucrose
scanned over the same range using the same operating conditions but
with varying degrees of sample preparation. Figure 3.9(a) shows the
traces of sucrose after gentle grinding in the mortar. Figure 3.9(b)
shows sucrose after grinding in the ball mill. There is a slight
improvement in consistency, but it is not conclusive. Figure 3.9(c)
shows traces of the same used powder in 3.9(b), but after being passed
through a 63 micron sieve. The peaks are sharper and well matched and
the background exhibits less random scatter. Finally in Figure 3.9(d),
the samples are ground in the ball mill and then passed through the 45
micron sieve. Again the traces are improved. By decreasing the
aperture further would result in still better traces. The variations
exhibited in Figure 3.9(d) are minimal and within the acceptable

tolerances. The effects of preferred orientation can still be
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Figure 3.9(a) Four superimposed plots of sucrose scanned over a 26
range of 5-45°.The sucrose was left in the basic granulated form,

thus resulting in a wide range of intensities.
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Figure 3.9(b) The sucrose was ground in a ball mill reducing the
granules to a fine powder. The three superimposed plots show a

marked improvement in the intensity reproducibility.
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Figure 3.9(c) The ground sucrose was passed through a 63um sieve
_ensuring a maximum particle size.
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Figure 3.9(d) The ground sucrose was passed through a 45um sieve.
(The four "peaks" marked with crosses represent electrical surges

encountered in the digital electronics)
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significant even after grinding and sieving. The method used to load
the sample holder can have the effect of ordering the random
distribution of crystallites.

3.4.3 Sample loading

Excessive pressure when loading the sample holder can cause the
crystallites to align in a common direction. To prevent this packing,
it is essential that minimum force is applied when loading the sample.
Several popular techniques were investigated, before a hybrid packing
mechanism, based on the McCreery’s was formulated which best suited

53, 54

the needs of the powder work involved This technique can be

described with the aid of the sequence of diagrams in Figure 3.10.

(1) (2) (3)

sample
holder

e

P27 7270727777

'/I//I/I//IIIIIII/II:

glass,//////

plate

Figure 3.10 Sample preparation using a hybrid method.

(1) The sample is sieved directly into the sample holder. The glass
plate used as a base is affixed by petroleum jelly.

(2) A fine edged blade is dragged across the surface of the powder,
removing the excess.

(3) The processes described in (1) and (2) are repeated until the
surface is even.

The thin rectangular aluminium sample holder is inverted and a thin
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glass plate, smeared with a thin film of petroleum jelly, is fixed
over the aperture. The jelly holds both the plate to the holder and
the powder to the plate. The powder is loaded gently into the cavity
of the holder, by spatula or direct sieving, until there is an excess.
The surface of the powder is made planar by drawing a scalpel blade
across the top of the sample holder, avoiding any unnecessary
pressure. The result of the levelling will have produced a near
perfect surface, however there can often be pits created by a
"snowball" effect. These are removed by repeating the steps of loading
and skimming until no further improvement can be made.

This method has proven to be capable of reproducing diffracted
intensities to within +/-15%. The method could be improved, by
fashioning a jig to hold the sample so that the powder could be sieved
directly into the holder producing a truly random distribution of
crystallites. Since the LRPD is not equipped with a X-ray
monochromator, the improvement in quality would be of little
significance.

3.2.4 Tablet excipients

With a reliable sample preparation technique adopted, 37 commonly used
excipients were selected for analysis. Table 3.1 lists the excipients,
using their common names.

The materials were all scanned over the 20 range of 5-45° with
identical operating conditions. From experience, it has been observed
that the majority of useful well defined peaks lie within this range,
whilst using Cu Ko X-rays. The traces featured in Figure 3.11
represent typical diffractograms of the excipients analysed. All of

the significant peaks were measured and then arranged in order of
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Figure 3.11(a) LRPD trace of mannitol over 26 range 5-45°.
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Figure 3.11(b) LRPD trace of cetrimide over 26 range 5-45° .
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Figure 3.11(c) LRPD trace of L-ascorbic acid over 26 range 5-45°.
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decreasing intensity. Up to a maximum of 30 of the most intense peaks
were selected for storage on the database. In most cases a sample can
be identified with as few as 5 peaks. The JCPDS search manual displays
only the 8 most intense peaks. The diffraction data was stored on
disc with additional information regarding the scan conditions.

Table 3.1 Tablet excipients examined for the database.

L-ascorbic acid magnesium stearate
benzoic acid DL malic acid

butyl paraben mannitol

calcium carbonate methyl paraben
calcium phosphate potassium chloride
calcium stearate propyl paraben
cetrimide saccharin sodium

cetyl alcohol sodium benzoate
cholesterol sodium chloride

citric acid sodium hydrogen carbonate
dextrose anhydrous sodium lauryl sulphate
dextrose monohydrate sorbic acid

EDTA sorbitol

ethyl paraben stearic acid BP
lactose BP sucrose

a-lactose monohydrate tri potassium citrate
lactose monohydrate tri sodium citrate
light kaolin zinc stearate
magnesium carbonate

The information stored on the disc is held in a random access file
allowing rapid data retrieval making it ideal as a reference database.
The information is presented in a way similar to the card system
adopted by the powder index. A typical screen presentation is shown in
Figure 3.12. To make reference quicker the diffraction data for the
four most intense peaks is displayed in the top right hand corner.

The system can produce a hard copy of the diffraction data on request
or even generate a synthetic diffraction trace based on the measured
peaks. The other main purpose of the database was to develop an

automated search and comparison routine for sample identification.

95



Such a system had to be able to pick out individual compounds from a
mixed sample. The tablet excipients are used in varying quantities
depending on their purpose. Many tablets have large quantities of
sugar, which simply acts as a transport mechanism for the active
drugs. The lesser used chemicals pose a problem for identification for
the search routine, since their Bragg peaks may be masked by the
scattering of other chemicals in the sample. To determine to what

extent the system could identify powder mixtures, mul ti-phase

compounds of known composition were examined.
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Figure 3.12 The presentation of diffraction data by CENPOD.

3.4.5 Qualitative multi-phase analysis

Two commercial pharmaceutical products REHIDRAT?®> and DIORALYTE’® were
selected for analysis. These are diuretic powders which contain simple

sugars and salts, which exist in polycrystalline states. The
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manufacturers stated dose of each of the chemical components for both

products are listed in Table 3.2.

Table 3.2 Chemical compositions of Rehidrat and Dioralyte.

REHIDRAT DIORALYTE
compound weight/g compound weight/g
sodium chloride 0.44 sodium chloride 0.2
potassium chloride 0.38 potassium chloride 0.3
sodium bicarbonate 0.42 sodium bicarbonate 0.3
citric acid 0.44 | glucose 8.0
sugars 12.23

Both samples were prepared in the manner previously discussed and
scanned over the 26 range of 5-45°. Care was taken to sieve the whole
sample. since it was not known whether the mixtures were
recrystallised from solution or merely produced by mixing dry
ingredients. This was to ensure that the proportions of ingredients in
the sample under analysis was a true representation of the bulk
material . REHIDRAT was found to be best suited for the analysis since
it was capable of producing numerous well defined peaks.

The auto-search routine revealed that the most probable match was
cither sucrose or dextrose anhydrous. It was noted that the matched
peaks for both compounds related to independent peaks from the sample.
On comparison of the original plots of sucrose and dextrose anhydrous,
it was confirmed that both materials are present in the mixture. The
other compounds in REHIDRAT were not detected by the first pass of the
auto search routines, however by omitting the matched peaks from the
sample file, the process was repeated and sodium chloride was
eventually jdentified. The traces for REHIDRAT, sucrose, dextrose

anhydrous and sodium chloride are plotted in Figure 3.13, with their
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Figure 3.13(a) REHIDRAT. (a=sucrose, b=dextrose anhydrous &
c=sodium chloride)
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Figure 3.13(b) Sucrose.
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Figure 3.13(c) Dextrose anhydrous.
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Figure 3.13(d) Sodium chloride.
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contributing peaks marked for clarity.

This study has shown that the database package is capable of
determining the components of a multi-phase sample. However it is not
sensitive enough to detect the components in very small
concentrations. Visual comparison of the traces for REHIDRAT and
sucrose, indicate that the majority of the crystalline substance is
indeed made up of sucrose. However it is not possible to say exactly
what proportion of the mixture is sucrose using these methods.

3.4.6 Quantitative multi-phase analysis

The previous study was concerned only with identifying the components
of a multiphase mixture. This prompted the question of whether
quantitative analysis could be successfully achieved on simple two
phase compounds.

The established method of producing a calibration graph from the
relative intensities of two phase compounds with known concentrations
was adoptedsrﬁl. Sodium chloride and potassium chloride were selected
for the investigation. Both compounds readily crystallise i; the same
high symmetry cubic space group with high peak multiplicity, ensuring
few significant overlapping peaks.

A selection of powders were produced from recrystallised infusion
solutions with a constant %w/v of NaCl and varying %w/v of KCIl.
Samples of pure NaCl and KCl were scanned individually to determine
the positions of suitable peaks for measurement. Fortunately, the most
intense peaks for both compounds fell in the 26 range of 26-33°. Each
of the multiphase samples were scanned five times over this 26 range.

The superimposed traces are shown in Figure 3.14. The intensities of

the KC1 and NaCl peaks were measured and expressed as a ratio. The
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results are listed in Table 3.3. The results are plotted in Figure
3.15. as "IKCl/INaC1 vs %weight of KCL" and the relationship was
assumed to follow a straight line over the narrow range of values.

Table 3.3 Results from calibration experiment.

Zw/v NaCl %w/v KCl Zweight of KCl INaCl IKCl IKCl/INaCl

0.9 0.1 10 4585 463 0.101
0.9 0.15 14 4087 513 0.126
0.9 0.2 18 3789 938 0.248
0.9 0.3 25 3673 1219 0.332
0.9 0.4 31 3312 1235 0.373

A salt infusion obtained from the Aberdeen Royal Infirmary containing
0.9% w/v NaCl and 0.2% w/v KCl was crystallised by rotary evaporation.
The powder sample was scanned six times over the same 26 range of 26-
33°. The relative intensities of the peaks were calculated and

expressed as a ratio. The results are tabulated in Table 3.4.

Table 3.4 Results from commercial infusion solution.

INaCl IKCl IKCl/INaCl sw KC1 7Z%Zw/v KCl

3889 594 0.153 19.3 0.22
4249 666 0.156 19.6 0.22
4194 621 0.148 18.8 0.21
3494 536 0.153 19.3 0.22
4040 621 0.154 19.4 0.22
4242 635 0.150 19.0 0.21
Average 4018 612 0.152 19.2 0.216

The average KCl 7%w/v concentration of the infusion solution was

calculated to be 0.216% which compares with the quoted dose of 0.2%

w/v.
The result was considered to be favourable, since the problem was

simplified by assuming a straight line relationship. The accuracy
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could be further improved if a greater number of samples were prepared
covering the entire range of possible concentrations and a
establishing a polynomial relationship to describe the curve.

The quantitative and qualitative studies were performed in association
with final year Pharmacy students. These projects were intended to

test the software and to develop new facilities.
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Chapter 4. Enhanced single crystal diffractometer and applications.




4.1 Introduction

This instrument was previously enhanced by Dr I.T.Liddell
incorporating the use of a microcomputer to store the diffraction
data. It was proposed to develop the software further to deal with
systematic absences therefore reducing the time for data collection.
Furthermore a data set was to be collected on a crystal of 4,6,0-
benzylidene-3-deoxy-3-triphenyl-tin-alpha-d-altropyranoside,

C,,H,,0.5n, the structure of which had been previously solved® . The
analysis of C,,H,;,0.Sn was intended to develop practical experience
with data collection techniques in association with the other

diffractometers utilised in the research. A schematic diagram of the

molecule (excluding H atoms) is shown in Figure 4.1.

Figure 4 1 A schematic diagram of CMJEZOSSn.
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Unfortunately the quality of the Mo X-ray tube fitted to the
instrument began to deteriorate to the extent that poor counting
statistics were experienced. Therefore the quality of the data was
subject to significant error. This event prompted a reappraisal of
this particular aspect of the research and so no further instrument
development was performed. What therefore follows is an account of the
data collection process and a brief examination of the experimental
data.

4.2 Instrument enhancement

The Stoe Stadi-2 two circle single crystal diffractometer, requires
the external facilities of a DEC PDP8/II computer system to control
the motor servos and to quantise the diffracted intensities. The
computer was initially accessed through a simple terminal via a serial
data line, which was used to issue simple commands. The dumb terminal
was replaced by a BBC master microcomputer, which performed the same
task. However, the additional processing power of the micro enabled
more sophisticated procedures to be activated.

The original system utilised a paper tape streamer to read programs
and to down load diffraction intensities. The BBC was used to
transfer the control programs via the RS432 serial port and to relay
any output to a magnetic disc storage device. This was far more
reliable and convenient than the conventional paper tape.

The addition of the computer console permitted far more flexible
operation of the instrument, and so greatly reducing the amount of

labour expended in the process of mounting and aligning a crystal

sample'.
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4.3 Data collection of CBJ#ROSSn

The selected crystal had dimensions of approximately 1.5 x 1 x 0.25

mm’, which was initially recognised as being larger than is normally

used for X-ray diffraction methods. This however was regarded as the
best crystal from the comparatively restricted choice of crystals. The
initial rotation photographs and zero order Weissenberg photographs
indicated that the reflexions were well defined and relatively
intense. In particular the (200), (204) and (104) were very strong.

However the absolute centring of the crystal proved to be less

convincing of crystal quality.
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Figure 4.2 The zero order Weissenberg photograph.
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The crystal was mounted about with the b-axis parallel to the w axis
of the diffractometer. The (0On0) reflexions were examined for
suitability for crystal alignment; where n represents even integers.
The (060) reflexion was selected as being the most suitable for the
centring process since the (020) and (040) reflexions were virtually
undetectable. The process of centring the crystal discussed in section
2.5.4 was performed. On a complete w rotation there was a significant
variation in diffracted intensity. This is shown in the plot in Figure
4.3 where the w value relates to an arbitrary crystal orientation. The
intensity characteristic appears to follow a sinusoidal function with
the maximum peak intensities appearing 180° apart. This indicated that
either the crystal was still incorrectly aligned or indeed that the X-
rays were attenuated by the crystal. The very regular shape of the
crystal suggested that the latter was more plausible. At this stage it
was noted that the large degree of scatter was due to a degradation of
tube quality.

Despite these setbacks, the computer was instructed to measure
reflexions layer by layer, as /26 scans, over the range of hkl ; 0 =<

h<10, 0 <k=<13, 0 <1 < 24 with 26__=60". A total of 2127 unique

IA

reflexions were measured. The individual layer data sets were combined
into one overall file which was transferred to the Honeywell mainframe
using the KERMIT file transfer protocol. The intensities were

. 63 . .
converted to structure factor amplitudes by DATRN™, with corrections
being applied for Lorentz/Polarisation effects. At this stage mno

absorption correction was performed.
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4.4 Results
4.4 .1 Crystal Data

C,,H;,0.8n, M =615.31, orthorhombic, P2.2,2,, a=9.84(2), b=13.73(5),
c=21.20(2) R, v=2861(12) R®, z-4. D -1.39 gcm®, Mo Ka, A=0.71069 &,
p=8.40 cm™', F(000)-1256, T=293 K, R=0.24 for 1707 unique reflexions.
4.4.2 Structure refinement

The atomic coordinates of the solved structure were used as an initial
starting point for the refinement process, using SHELX-76%. The data
used for the refinement was restricted to a limited set of 1707
reflexions with F<o(F). During the refinement the structure was
unstable and atomic coordinates varied in the second decimal place.
The best residual of 0.2762 was achieved. At this stage it was
recognised that the quality of the data was unsuitable for further
refinement.

A simple absorption correction was attempted to help produce a
improved fit between observed and calculated structure factors. Using
the basic sawtooth relationship of the w scan, the reflexions were
scaled based on the w value at which the reflexions were measured.
This had little overall effect on the final residual value of R=0.24.

Ap  =6.8 eA™! and Ap  =-6.1 et

ma
4.5 Discussion

Clearly the objectives of this study were not fully achieved. The
combination of the oversized crystal and of the failing X-ray tube
made it impossible to extract sufficient volumes of reliable data.
There is still a little uncertainty over the absolute centring of the

crystal, which was essential for successful data collection. Given the

weak beam, it was not possible to conclusively say that the crystal
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was perfectly aligned.

However. the process of solving the structure was purely academic. The
process of selecting the crystal, orientating it by Weissenberg
photographic methods and finally collecting a full data set, gave
valuable 'hands on’' experience with single crystal diffraction
techniques. It also contrasted the levels of sophistication of the
other single crystal instruments used in other areas of the research.
That is not to say that excellent results will always be achieved on
these instruments if in the first place the crystal quality is
unsuitable.

The two circle diffractometer can still be regarded as a instrument
capable of resolving structures with comparable accuracy of the
present fully automated four circle diffractometers. The additional
degrees of freedom gained with more modern instruments simply allow
faster operation and places less emphasis on the initial crystal
orientation.

The microcomputer enhancement has extended the lifetime/of this
instrument incorporating a magnetic data storage device. The data are
now more transportable allowing a variety of software packages to be
employed for structure solution. The software could be further
improved by incorporating a least squares routine for cell parameter

refinement and a data base of space group absences. This would bring

the diffractometer closer to the integrated systems which are

currently available.
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CHAPTER 5. litative analysis of thio-bis[triphenyltin(IV
C,H, SSn,, using high resolution powder diffraction.




5.1 Introduction

Thio-bis[triphenyltin(IV), C,eH;05n,5 1is an organometallic compound
of known structure, solved by conventional single crystal X-ray
methods®. A schematic diagram of the molecule is shown in Figure 5.1.
The original structure solution was based on data collected from a
Stoe Stadi-2 two circle diffractometer with Mo Ka X-rays in a w/26
mode.

In this study the material was used to compare and contrast the levels
of crystalline information available from a selection of powder
diffractometers. The diffractometers ranged in sophistication from the
basic IRPD . to the high resolution powder diffractometer instrument
of station 9.1 at the SRS facility, both of which were discussed in

Chapters 2 and 3. Emphasis was placed on the possibility of using

powder data for structure solution and refinement.

X =

0 C

Figure 5.1 A schematic diagram of C3J%OSnZS.
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5.2 Data collection

A trace was collected on the LRPD at RGIT over the 286 range 5-1050,
with A=1.5418 A, to ascertain the ‘useful’ range of information. The
trace indicated a high level of crystallinity with the ma jority of the
scattering occurring in the low 28 region. The same material was
scanned over the 26 range of 5-50° on the SRS high resolution powder
diffractometer at the selected wavelength of A=1.6008 &.

To contrast the apparent high quality results from the SRS
diffractometer, the sample was also run on POLARIS®®, a medium
resolution high count neutron powder diffractometer also situated at
RAL. It was anticipated that by using a neutron source more
information relating to the lighter atoms’ scattering contributions
could be extracted from the sample. However, the level of information
returned was poor both in the low angle and back scattering modes. The
strong incoherent scattering of the H atoms prevented any useful
structural information from being gathered.

5.3 Results

5.3.1 X-ray data

Thio-bis[triphenyltin(IV)], CséﬁmSnZS, M£=732.08, orthorhombic, P212121
(no.19), a=18.469(5), b=17.648(5), c=9.848(6) A, v=3209.87 &° z-4,
D -1.515 gem °, A=1.6008 A.

5.3.2 Trace analysis

5.3.2.1 LRPD

The trace shown in Figure 5.2 represents a typical plot for a highly
crystalline material on a low resolution instrument. The trace has

been smoothed in an attempt to reduce the level of spurious

scattering. The ma jor peaks are well defined, but the less intense
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peaks are still masked by the background noise. At the higher 26
values, the peaks overlap, making the process of resolving them
virtually impossible.

No further information could be extracted from the trace with the
level of sophistication of the CENPOD software. However, the trace
does manage to confirm the crystalline quality of the material, which
was essential for the higher resolution analysis.

5.3.2.2 SRS, Daresbury.

The SRS trace shown in Figure 5.3 reveals a great deal of information,
albeit in a one dimensional form. This represents a dramatic visible
improvement on the LRPD trace. The trace has an excellent signal to
noise ratio enabling all but the very weak peaks to identified.

The peaks have been described by a Voigt function which are
essentially symmetric in form® . This is generally the case over the
26 range of 30-130°. The plot in Figure 5.4 shows the observed and
calculated line profiles over the 26 range of 7-19°, which seem to be
in good agreement. The high photon flux of the synchrotron ensures
high count ¥ates for crystalline materials, therefore ensuring
reliable intensities, whilst retaining narrow peak widths.

Despite the high quality of the experimental data, there are too few
peaks to gain further structural information with the reliability of a
single crystal analysis performed with over 1000 unique reflexions.
There were however, sufficient reflexions to index the trace and
extract peak intensities. The significant structure factor amplitudes

and standard deviations are listed in Table 5.1.
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Table 5.1 Structure factors for significant reflexions.

h k1 [Frer! o) B k1 IFrea | o (Fppe)
1 1 0 2016.7 75.4 1 2 1 3779.8 139.1
2 0 0 47420.3 576.7 3 1 0  3772.7 229.1
0 2 0 12892.7 340.8 1 3 0 12649.3 386.9
1 0 1 1395.2 103.6 2 2 1 18759.7 325.9
0 1 1  7359.4 184.6 3 0 1 11395.8 413.9
1 1 1 53572.7 488.5 3 2 0  2959.3  732.9
2 0 1 7227.7 240.9 0 3 1  1020.9 714.0
0 2 1 14717.3 334.3 2 3 0 984.9  227.8
2 2 0  6796.7 271.0 0 0 2  6829.1 596.5
2 1 1 33204.6 348.4 1 3 1  9484.6 269.8

5.3.2.3 POLARIS

The powder traces from POLARIS operating in both forward and
back scattering modes. shown in Figures 5.5 and 5.6 respectively,
indicated the high level of incoherent scattering due to the hydrogen
atom presence. The forward scattering trace features several
significant peaks but with irregular line profiles. These differ
considerably from traces produced by inorganic compounds or those with
deuterated hydrogens. The level and quality of the data presented in
these traces is so poor that very little could be ascertained
regarding the structure other than the obvious presence of hydrogens.
The incoherent scattering could be avoided if the sample could be
deuterated, which is normally the case for organic samples. In this
case it would almost certainly be possible to collect a high quality

trace suitable for structure refinement.

9.4 Discussion

It is clear from these results that, while the data obtainable even
from the highest resolution synchrotron data are more limited than a
good single crystal data set, there is in principle much information

available. Unfortunately, in terms of augmenting good single crystal
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X-ray work on the type of materials here, the synchrotron remains
limited. In order to add extra information from the powder data to
that already gained from the single crystal study, it is really
necessary to find out more about the hydrogen atoms. Recourse to
neutron diffraction is the obvious way to do this, and given the
difficulty in obtaining single crystals of sufficient size to allow
single crystal neutron diffraction to be performed, neutron powder
would appear to have a role to play. Unfortunately as the POLARIS
results have shown, there are severe problems in studying hydrogenous
materials in this way, and the information can still remain obscured
under such circumstances. The solution to the problems outlined in
this comparative study are to prepare larger single crystals in order
to use single crystal neutron diffraction, to deuterate the material
to allow the use of high resolution powder diffraction, to perform a
single crystal X-ray study at low temperature, all of which may to
some extent improve the precision of the structure, including the
hydrogen atoms.

From this study it has been shown that the SRS facility represents a
truly exceptional instrument capable of resolving a vast number of
peaks in a narrow 26 range. Given the cost to run such a facility, it
is not advisable to carry out day-to-day structure solutions using
data from this instrument. Generally the basic structures of novel
compounds are solved by means of single crystal studies providing the
atomic coordinates as a starting point for further refinement, however
as recent experiments have shown, ab initio structure solutions of
small structures are possible®®. This is seen as a growth area in

crystallography. Clearly with the revived interest in powder
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techniques, there will be an accelerated rate of development in both
instrumentation and data processing methods, which will be later

incorporated into commercially available machines.
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CHAPTER 6. X-ray crystal structure of 1a,2,3,/b-tetrahydro-1-phenyl-1H-

cyclopropala]lnapthalene, C17ﬂ16é




6.1 Introduction

CnHlsiS a steroid precursor currently being employed at Aberdeen
University as a fundamental building block for steroid synthesis. To
fully understand the synthetic processes involved in the development
of steroids. using the precursor, the molecular arrangement of the
compound was required. This compound has previously been the subject
of a study using ultra-violet (UV) absorption techniques“’and it was
concluded that the molecule adopted the trans configuration. This was
verified by comparisons with the UV spectrum belonging to that of
trans-1,2-diphenylcyclopropane’®. The UV study, however could not
determine the atomic arrangement of the molecule. Thus a single
crystal X-ray diffraction study was initiated to elaborate on the
findings of the UV analysis.

The main feature of interest with the structure was the nature of the
cyclopropyl ring (C(8)-C(9)-C(10)) and the relative position of the
attached phenol ring.

6.2 Experimental

6.2.1 Data collection

The crystal used for the data collection was colourless with
dimensions 0.5 x 0.4 x 0.2 mm®. The approximate cell dimensions were
determined with a Weissenberg camera using Cu Ka radiation.
Diffraction data were collected on a Nicolet P3 automated 4C-SXD,
using graphite monochromated Mo Ka radiation. The cell parameters were
initially calculated from 12 independent reflexions with 26 restricted
to below 20°. More accurate measurements were performed at higher 26
values. A total of 4183 unique reflexions were measured by 8/28 scans,

with 28 <60°. The reflexions covered the hkl range; -11 < h < 11,
max
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0 <k <11, 0 <1 < 20. During the data collection, two known strong
reflexions were monitored periodically and no significant variation in
intensity was detected. The data were corrected for Lorentz and
polarisation effects. Absorption effects were considered to be
negligible. After the data reduction process, 1710 reflexions were
found to have F>50(F).

6.2.2 Structure solution and refinement

This compound represents a relatively simple organic compound with a
commonly occurring space group. Given the light element composition of
the precursor and the relatively small number of variables, Direct
Methods was best suited for structure solution. With structures of
this composition it is possible to fully establish correct phases for
the experimental reflexions. The basic structure was solved using
MITHRIL’?, giving an unambiguous projection of the molecule. The C
atom positions were input to SHELX-76 for subsequent least squares
refinement.

The basic structure was initially refined using full matrix least
squares techniques with isotropic thermal parameters. Once the
positional parameters had stabilised, the C atoms were permitted to
refine with anisotropic parameters producing relatively spherical
thermal ellipsoids.

A Fourier difference synthesis revealed all the H atom positions. All
but three of the H atoms were however, placed in calculated positions
and constrained to ride on their associated C atoms. This had the
effect of reducing the number of variables involved in the least
squares analysis. The cyclopropane H atoms were however permitted to

refine freely as independent atoms, as their positions could not be
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readily calculated. During the final cycles of refinement, the H atoms
were assigned one overall isotropic thermal parameter, which proved
satisfactory. The overall R factor for the stabilised model was 0.079.
A/0<0.01,

X=O-39A—3, -0.3ek73,

Pma Pmin~

6.3 Results

6.3.1 Crystal and diffraction data

CH7H16‘ H£=220.3. monoclinic, P21/c (no.1l4), a=10.098(9), b=11.315(10),
€=22.121(27) A, B=90.27(9)°. v=2527.5&%, z=8, D =1.16gem™, Mo Ka,
A=0.71069 A, p=0.32cm™?, F(000)=944, T=293 K, R=0.079 for 1710
observed reflexions.

6.3.2 Structure analysis

The basic asymmetric unit is composed of two whole molecules which
have similar atomic arrangements in space. Figure 6.1 features a
labelled ORTEP72p10t showing the relative positioning of the two
molecules. In both molecules the aromatic rings adopt the low energy
trans configuration relative to the cyclopropane ring, with the
torsion angles C(7)-C(8)-C(11)-C(12) equal to 146(1)°. The full list
of C atom coordinates, thermal parameters, H atom coordinates, bond
lengths, bond angles and torsion angles are listed in Tables 6.1, 6.2,
6.3, 6.4, 6.5 and 6.6 respectively.

The basic carbon-carbon bond lengths show an acceptable amount of
deviation from the currently accepted values. The C(5)-C(10) bonds in
molecules A and B have values 1.42(2) A and 1.40(2) A respectively.
In the case of the bond in molecule A, the bond would appear to be a
hybrid of a single bond and a double bond in terms of length. The two

rings have undergone minor distortions to accommodate the intermediate

bond. The bond angles around the two interconnecting rings are all
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removed from the idealised angle of 120°. The largest deviations being
C(6)-C(7)-C(8) at 112.9(7)° in molecule B and C(2)-C(1)-C(10) at
122.4(8)° in molecule A. Despite the geometrical distortions, the two
rings remain fairly planar.

The cyclopropane ring was found to exist as an equilateral triangle,
with an average bond length of 1.52 A. The bond angles show only
slight variation from the ideal value of 60°. These values are
comparable to the bond geometries reported from the X-ray studies of
dimethyl 1a,7b—cis—dihydro—l,1—demethyl—lH-cyclopropa[a]naphthalene-
2,3- dicarboylate’® and l-carbomyl -1-carboxy-la-methyl-la,7a-dihydro-
1H-cyclopropa[b]-naphthalene-2,7-dione’*. Both of these structures
have typical cyclopropane C-C bond lengths of 1.516(2) and 1.528(4) &
respectively. The three hydrogens of the cyclopropane ring were
determined from the difference map and were therefore allowed to
refine freely. The C-H bond lengths were found to be identical within
experimental error, at 1.0l A and each were inclined at approximately
135° to the ring plane.

6.4 Discussion

The final residual of 7.9% can be considered to be higher than ideal
considering the simplicity of the structure itself. Examination of the
atomic bond lengths and the list of angles indicates that these values
are in reasonable agreement with the expected values given suitable
error margins. The anisotropic temperature factors do not exhibit any
unacceptable values and on the whole the electron distribution of the
C atoms are approximate spheres. The high R value can only be
accredited to poor crystal quality. However optical examination under

a polarising microscope suggested that the crystal was of suitable
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quality for single crystal X-ray analysis.
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Figure 6.1 A labelled ORTEP plot of the basic asymmetric unit of C
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Table 6.1 Fractional atomic coordinates for the carbon atoms within
the asymmetric unit. (Ueq=1/3).Y .U .a *a *a ea,)
1371371 J i J

C(1)
C(2)
C(3)
C(4)
C(5)
C(6)
C(7)
C(8)
C(9)
C(10)
C(11)
C(12)
C(13)
C(14)
C(15)
C(16)
C(17)

C(1)’
c(2)’
C(3)’
C(4)’
Cc(5)’
c(6)’
c(7)’
c(8)’
c(9)’
C(10)’
C(11)’
C(12)’
C(13)"
C(1l4)’
C(15)'
C(1l6)’
C(17)"

oNeNoNoNoNoNoNeNoNelNolNolNolNolNolle N

oNeoloBololoNeNoNeNoloeNoNolNolNoNoNo)
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MOLECULE A

(X/A) (Y/B) (2/C) Ueg

.3547(9) 0.2171(8) 1.0277(4) 0.046
.3687(9) 0.3358(10) 1.0242(5) 0.062
.3689(9) 0.3915(9) 0.9679(6) 0.062
.3534(9) 0.3257(9) 0.9178(5) 0.057
.3379(8) 0.2056(8) 0.9206(4) 0.043
.3133(10) 0.1303(10) 0.8649(4) 0.069
.3725(9) 0.0097(10) 0.8670(4) 0.063
.3508(8) -.0564(8) 0.9259(4) 0.050
.3359(8) 0.0169(8) 0.9821(4) 0.043
.3399(8) 0.1483(8) 0.9776(4) 0.040
.2176(8) -.0527(8) 0.9569(4) 0.043
.1760(8) -.1630(7) 0.9898(3) 0.039
.0398(8) -.1913(8) 0.9923(4) 0.045
.0025(9) -.2945(10) 1.0214(5) 0.067
.0923(11) -.3700(10) 1.0478(4) 0.067
.2247(10) -.3419(8) 1.0455(4) 0.056
.2651(9) -.2400(8) 1.0172(4) 0.048

MOLECULE B

(X/A) (Y/B) (Z/C) Ueq

.1322(8) -.0012(8) 0.3328(4) 0.047
.1418(9) -.1033(9) 0.3658(4) 0.054
.1701(9) -.2074(10) 0.3388(5) 0.061
.1874(8) -.2106(9) 0.2772(5) 0.055
.1792(8) -.1075(8) 0.2423(4) 0.045
.2048(10) -.1084(10) 0.1743(5) 0.068
.1296(10) -.0150(10) 0.1395(4) 0.063
.1401(8) 0.1074(9) 0.1679(4) 0.048
.1450(8) 0.1128(8) 0.2361(4) 0.044
.1512(7) 0.0002(8) 0.2705(4) 0.037
.2667(8) 0.1484(8) 0.1984(4) 0.042
.3047(9) 0.2753(8) 0.1951(4) 0.043
.4393(9) 0.3071(9) 0.1960(4) 0.051
L4772(9) 0.4240(9) 0.1928(4) 0.057
.3863(11) 0.5128(9) 0.1909(5) 0.067
.2517(10) 0.4843(9) 0.1904(5) 0.062
.2137(9) 0.3670(9) 0.1926(4) 0.056



Table 6.2 Anisotropic thermal parameters.

MOLECULE A
Ull U22 U33 U23 U13 U12
C(1) 0.049(6) 0.044(6) 0.046(6) -.003(5) -.003(4) -.006(5)
C(2) 0.045(6) 0.070(8) 0.072(8) -.009(6) 0.006(5) -.022(6)
C(3) 0.040(6) 0.046(7) 0.101(9) -.002(5) 0.010(6) 0.015(7)
C(4) 0.050(6) 0.058(8) 0.062(7) -.006(5) 0.012(5) 0.018(6)
C(5) 0.038(5) 0.053(6) 0.037(6) -.002(5) 0.006(4) 0.000(5)
C(6) 0.074(7) 0.084(8) 0.050(7) -.012(7) 0.011(5) 0.015(6)
C(7) 0.064(7) 0.073(8) 0.053(6) -.002(6) 0.025(5) -.010(6)
C(8) 0.042(5) 0.058(6) 0.049(6) 0.012(5) 0.021(4) -.006(5)
C(9) 0.034(5) 0.059(7) 0.035(5) -.00L(5) -.003(4) -.002(5)
C(10) 0.031(5) 0.042(6) 0.047(6) -.004(4) 0.003(4) 0.007(5)
C(11) 0.038(5) 0.053(6) 0.037(5) 0.003(4) 0.005(4) -.003(4)
C(12) 0.047(5) 0.041(6) 0.029(5) 0.005(4) 0.007(4) -.008(4)
C(13) 0.034(5) 0.052(6) 0.049(6) -.008(4) 0.010(4) 0.002(5)
C(14) 0.048(6) 0.076(8) 0.076(8) -.016(6) 0.022(6) -.003(7)
C(15) 0.076(8) 0.065(7) 0.062(7) -.016(7) 0.029(6) 0.019(6)
C(16) 0.065(7) 0.041(6) 0.061(7) 0.011(5) 0.004(5) 0.005(5)
C(17) 0.045(5) 0.039(6) 0.059(6) -.003(&4) -.001(5) -.008(5)
MOLECULE B
Ull U22 U33 U23 U13 U12
c(1)’ 0.043(5) 0.050(6) 0.047(6) 0.000(5) 0.002(4) -.003(5)
c(2)" 0.055(6) 0.059(7) 0.047(6) 0.006(5) 0.009(5) 0.010(6)
C(3)’ 0.058(7) 0.063(7) 0.061(7) 0.001(6) 0.005(5) 0.017(6)
C(4)’ 0.044(6) 0.049(6) 0.071(8) -.002(5) -.002(5) ~-.004(6)
c(5)" 0.036(5) 0.058(7) 0.042(6) -.004(5) =-.005(4) -.006(5)
c(6)’ 0.069(7) 0.072(8) 0.063(8) -.014(6) 0.015(6) -.021(6)
c(7)’ 0.075(7) 0.077(8) 0.038(6) -.003(6) ~-.008(5) -.012(6)
C(8)’ 0.051(6) 0.069(7) 0.025(5) -.002(4) 0.009(4) 0.011(5)
C(9)’ 0.031(5) 0.056(6) 0.044(6) -.002(4) 0.012(4) 0.010(5)
C(10)'  0.028(4) 0.045(6) 0.039(5) 0.000(4) 0.005(3) -.004(5)
c(11)’ 0.042(5) 0.051(6) 0.035(5) 0.006(5) 0.010(4) 0.001(4)
C(12)’  0.054(6) 0.042(6) 0.032(5) -.002(5) 0.01l4(4) 0.001(4)
c(13)’ 0.041(5) 0.054(6) 0.059(6) -.001(5) 0.007(6) 0.002(5)
C(14)'  0.039(5) 0.061(7) 0.070(7) -.015(5) 0.011(5) 0.000(6)
c(15)' 0.072(8) 0.053(7) 0.075(8) -.023(6) 0.007(6) 0.006(6)
C(16)’ 0.063(7) 0.049(7) 0.072(7) 0.002(6) 0.000(5) 0.006(6)
C(17)’ 0.051(6) 0.059(7) 0.059(7) -.003(5) 0.004(5) -.004(5)
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Table 6.3 Fractional atomic coordinates of hydrogen atoms with a

common temperature factor. (* indicates atoms allowed to refine
freely)

MOLECULE A

(X/A) (Y/B) (Z/C) Ueq

H(1) 0.35528 0.17861 1.06837 0.05
H(2) 0.37880 0.38367 1.06200 0.05
H(3) 0.38036 0.47911 0.96490 0.05
H(4) 0.35333 0.36542 0.87740 0.05
H(6a) 0.35092 0.17265 0.82922 0.05
H(6b) 0.21537 0.12151 0.85953 0.05
H(7a) 0.33294 -.03805 0.83348 0.05
H(7b) 0.47015 0.01742 0.86064 0.05

* H(8) 0.40927 -.12279 0.91250 0.05
* H(9) 0.38157 0.02119 1.02233 0.05
* H(11l) 0.12475 -.03219 0.94479 0.05
H(13) -.02804 -.13826 0.97352 0.05
H(14) -.09380 -.31479 1.02330 0.05
H(15) 0.06198 -.44400 1.06822 0.05
H(16) 0.29163 -.39555 1.06457 0.05
H(17) 0.36169 -.22077 1.01623 0.05

MOLECULE B

(X/A) (Y/B) (2/C) Ueq

H(1)' 0.11101 0.07444 0.35407 0.05
H(2)' 0.12753 -.10092 0.41050 0.05
H(3)' 0.17857 -.28127 0.36335 0.05
H(4)' 0.20600 -.28779 0.25698 0.05
H(6a)' 0.17863 -.18756 0.15806 0.05
H(6b)' 0.30157 -.09557 0.16762 0.05
H(7a)' 0.16575 -.01130 0.09755 0.05
H(7b)' 0.03409 -.03821 0.13787 0.05

* H(8)' 0.08388 0.14239 0.13503 0.05
* H(9)' 0.09015 0.15153 0.26811 0.05
* H(11)' 0.36187 0.12400 0.19685 0.05
H(13)' 0.50847 0.24407 0.19884 0.05
H(14)' 0.57360 0.44395 0.19194 0.05
H(15)' 0.41552 0.59718 0.18987 0.05
H(16)' 0.18338 0.54819 0.18842 0.05
H(17)' 0.11707 0.34753 0.19238 0.05
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Table 6.4 Intramolecular bond lengths in angstroms.

MOLECULE A
C(1l) - C(2) 1.35(2) C(1) - C(10) 1.36(2)
C(2) - C(3) 1.40(2) C(3) - C(4&4) 1.34(2)
C(4) - C(5) 1.37(2) C(5) - C(6) 1.52(2)
C(5) - C(10) 1.42(2) C(6) - C(7) 1.49(2)
C(7) - C(8) 1.52(2) C(8) - C(9) 1.50(2)
C(8) - C(11) 1.51(2) C(9) - C(10) 1.49(2)
C(9) - C(11) 1.53(2) C(1l1) - C(12) 1.51(2)
C(12) - C(13) 1.41(2) C(12) - C(17) 1.39(2)
C(13) - C(14) 1.39(2) C(l4) - C(15) 1.37(2)
C(15) - C(16) 1.38(2) C(16) - C(17) 1.37(2)
MOLECULE B
C(l)' - C(2)' 1.37(2) C(l) ' - C(10)' 1.39(2)
C(2)' - C(3)'" 1.35(2) C(3)' - C(4)' 1.37(2)
C(4)' - C(5)" 1.40(2) C(5)' - C(6)' 1.53(2)
C(5)' - C(10)' 1.40(2) C(6)' - C(7)'" 1.51(2)
C(7)' - C(8)'" 1.52(2) C(8)' - C(9)' 1.51(2)
C(8)' - C(11)' 1.54(2) C(9)' - C(10)" 1.49(2)
C(9)' - C(11)' 1.54(2) C(11)' - C(12)' 1.49(2)
C(12)' - C(13)' 1.41(2) C(12)' - C(17)' 1.39(2)
C(13)' - C(14)' 1.38(2) C(l4)' - C(15)' 1.36(2)
C(15)' - C(16)' 1.40(2) C(1l6)' - C(17)' 1.38(2)
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Table 6.5 Intramolecular bond angles in degrees.

C(2)-C(1)-C(10)
C(2)-C(3)-C(4)
C(4)-C(5)-C(6)
C(6)-C(5)-C(10)
C(6)-C(7)-C(8)
C(7)-C(8)-C(11)
C(8)-C(9)-C(10)
C(10)-C(9)-C(11)
C(1)-C(10)-C(9)
C(8)-C(11)-C(9)
C(9)-C(11)-C(9)
C(11)-C(12)-C(17)
C(12)-C(13)-C(14)
C(14)-C(15)-C(16)
C(12)-C(17)-C(16)

C(2)'-C(1)'-Cc(10)’
C(2)'-C(3)'-C(4)’
C(4)'-C(5)'-C(6)’
C(6)'-C(5)'-C(10)’
C(6)'-C(7)'-C(8)’
C(7)'-C(8)’'-C(11)’
C(8)'-C(9)'-C(10)’
C(10)’'-C(9)'-C(11)"’
C(1l)'-C(10)'-C(9)’
C(8)'-C(11)'-C(9)’
C(9)'-C(11)'-C(9)"’
C(1ll)’-C(12)'-C(17)"'
C(1l2)'-C(13)'-C(14)"’
C(14)'-C(15)'-C(16)"’
C(12)'-C(17)'-C(16)"

122
119
122

117.
114.
120.
119.
120.
121.

59

117.
123.

118

118.
122.

121.
119.
121.
118.
113.
121.
118.

118

120.
59.

119

123.
120.
119.

122

MOLECULE A
.2(9) C(1)-C(2)-C(3)
.0(10) C(3)-C(&4)-C(5)
.6(9) C(4)-C(5)-C(10)
8(9) C(5)-C(6)-C(7)
7(8) C(7)-C(8)-C(9)
5(8) C(9)-C(8)-C(11)
5(8) C(8)-C(9)-C(1l)
6(7) C(1)-C(10)-C(5)
3(8) C(5)-C(10)-C(9)
.1(6) C(8)-C(11)-C(12)
9(7) C(11)-C(12)-C(13)
3(8) C(13)-C(12)-C(17)
.4(8) C(13)-C(14)-C(15)
7(10) C(15)-C(16)-C(17)
1(9)

MOLECULE B
8(9) C(1)'-C(2)'-C(3)'
3(10) C(3)'-C(4)'-C(5)’
8(9) C(4)'-C(5)'-C(10)"’
7(9) C(5)'-C(6)'-C(7)'
1(8) G(7)'-C(8)'-C(9)'
2(8) C(9)'-C(8)'-C(11)’
5(8) C(8)'-C(9)'-C(11)"
L0(7) C(1)'-C(10)'-C(5)"'
7(8) C(5)'-C(10)'-C(9)"’
3(6) C(8)'-C(11)'-C(12)’
.0(8) C(11)'-C(12)'-C(13)’
6(8) C(13)'-C(12)'-C(17)’
9(9) C(13)'-C(14)'-C(15)"'
0(10)  C(15)'-C(16)'-C(17)’
4(9)
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119.
121.
119.
116.
116.

61.

59.
117.
121.
116.
118.
118.
122.
120.

120.
121.
119.
114.
116.

61.

59.
117.
121.
119.
119.
116.
121.
119.

9(10)
7(10)
6(9)
1(9)
9(8)
1(6)
7(6)
6(9)
0(8)
5(8)
7(8)
0(8)
7(10)
1(9)

9(9)
1(10)
5(9)
2(9)
7(8)
3(6)
5(6)
4(9)
9(8)
4(8)
7(8)
7(8)
5(9)
4(10)



Table 6.6 Intramolecular torsion angles in degrees.

C(1)-C(2)-C(3)-C(4)
C(3)-C(4)-C(5)-C(10)
C(2)-C(1)-C(10)-C(5)
C(6)-C(5)-C(10)-C(1)
C(5)-C(6)-C(7)-C(8)
C(7)-C(8)-C(9)-C(10)
C(6)-C(5)-C(10)-C(9)
G(7)-C(8)-C(9)-C(11)
C(8)-C(11)-C(12)-C(13)
C(9)-C(11)-C(12)-C(13)
C(12)-C(13)-C(14)-C(15)
C(14)-C(15)-C(16)-C(17)
C(13)-C(12)-C(17)-C(16)

C(1)'-C(2)'-C(3)'-C(4)’

C(3)'-C(4)'-C(5)'-C(10)’
C(2)'-C(1)'-C(10)’'-C(5)’
C(6)'-C(5)'-C(10)’'-C(1)’
C(5)'-C(6)"'-C(7)'-C(8)"

C(7)'-C(8)'-C(9)'-C(10)’
C(6)'-C(5)’'-C(10)'-C(9)’
C(7)'-C(8)'-C(9)'-C(11)"

C(8)'-C(11)’-C(12)'-C(13)" -149.
C(9)'-C(11)'-C(12)'-C(13)"
C(12)'-C(13)’'-C(14)'-C(15)’
C(14)'-C(15)'-C(16)'-C(17)"'
C(13)'-C(12)'-C(17)'-C(16)’

MOLECULE A
0.8(10) C(2)-C(3)-C(4)-C(5)
-.9(10) C(4)-C(5)-C(10)-C(L)
-.8(9) C(10)-C(1)-C(2)-C(3)
-176.4(13) C(4)-C(5)-C(10)-C(9)
45.8(9) C(6)-C(7)-C(8)-C(9)
1.3(8) C(8)-C(9)-C(10)-C(5)
7.9(8) C(10)-C(5)-C(6)-C(7)
111.7(9) C(11)-C(8)-C(9)-C(10)
-147.8(11) C(8)-C(11)-C(12)-C(17)

144 .8(11) C(9)-C(11)-C(12)-C(17)
0.0(10) C(13)-C(14)-C(15)-C(1l6)
-.1(10) C(15)-C(16)-C(17)-C(12)
0.7(9) C(17)-C(12)-C(13)-C(14)

MOLECULE B
-1.0(10) C(2)'-C(3)'-C(4)'-C(5)’
-.9(9) C(4)'-C(5)'-C(10)'-C(1)’
0.7(9) C(10)’'-G(1)'-C(2)'-C(3)’
-172.2(13) C(4)'-C(5)'-C(10)'-C(9)"
48.0(9) C(6)'-C(7)'-C(8)'-C(9)"'
5.3(8) C(8)'-C(9)'-C(10)'-C(5)"'
0.3(8) C(10)’'-C(5)'-C(6)'-C(7)’
112.7(9) C(11)'-C(8)'-C(9)'-C(10)"
9(11) C(8)'-C(1l1)'-C(12)'-C(17)’
141.1(12) C(9)'-C(11)'-C(12)'-C(17)'
2.4(10) C(13)'-C(14)'-C(15)'-C(1l6)’
0.9(10) C(15)'-C(16)'-C(17)'-C(12)"
0.7(10) C(1l7)'-C(12)'-C(13)'-C(14)’'
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-35

1.
.2(9)
-.1(9)
178.
.2(9)
13.
L4(9)
-107.
31.
-37.
-1.
-1.
-1.

-35

-31

.2(10)
.4(9)
-.3(10)
-174.
-28.
4(8)
.9(9)
-110.
31.
-36.
.3(10)
.4(9)
.5(9)

3(13)
7(9)

3(9)
1(9)
3(9)

6(10)

3(13)
1(8)

5(9)
8(9)
2(9)
9(10)
9(10)
7(9)



CHAPTER /. X-ray crystal structure of 16-benzylidenyl-6-benzyloxy-3-

dehydro-3,5-epiandrosterone, CE 3_}_138Q2_._



7.1 Introduction

C,H 0, (l6-benzylidenyl-6-benzyloxy-3-dehydro-3,5-epiandrosterone)
belongs to the biochemical group of steroids formed by the solvolysis
of dehydroepiandrosterone (DHEA). It was anticipated that the
solvolysis process could follow two possible reaction paths and so the
composition of the final product was uncertain. The crystalline
material produced was later found to be a steroid byproduct of the
main reaction. Initial spectroscopic analysis of this compound
indicated the possible presence of a cyclopropane ring incorporated
in the steroid.

The present X-ray diffraction analysis was therefore undertaken to
resolve the crystal and molecular structure and to verify the
existence of the three membered carbon ring. It is however beyond the
scope of this report to explain the actual reaction mechanism leading
to the final material.

7.2 Experimental

7.2.1 Data collection

Data were collected on a colourless crystal of dimensions 0.5 x 0.9 x
0.3 mm®. The instrument used was the Nicolet P3 4C-SXD using graphite
monochromated Mo Ka X-radiation. The initial cell parameters and
crystal orientation were determined from 12 unique reflexions with
26~20°. A total of 3294 unique intensities were measured with 26 < 50°
as w/26 scans over the hkl range; -13<h<13, 0<k<11, 0 =1
< 18 . Of the 3294 measured, 1654 had F>50(F). There was no
significant variation in beam intensity throughout the data
collection. The data were corrected for Lorentz and polarisation

effects whilst diminished intensities due to absorption was considered
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to be negligible.

1.2.2 Structure solution and refinement

Given the light element composition of the steroid molecule, Direct
methods were initially employed. The information regarding the
structure revealed by MITHRIL was limited. Only the positions of the
C atoms from the steroid skeleton could be pinpointed. Fragments of
the side chains were found on closer inspection of the two dimensional
projections of the electron peaks, but the errors associated with
these possible positions left a high degree of doubt about their
authenticity. This method of approach was not pursued further.

6’° software package a

Using the PC (personal computer) based SHELXS-8
more automated direct methods routine was employed. This enabled the
coordinates of the non-hydrogen atoms to be determined directly. The
coordinates for the basic skeleton generated by MITHRIL agreed with
those from SHELXS-86. The coordinates were then refined using the more
familiar software of SHELX-76, performing full matrix least squares
with anisotropic thermal parameters for C and O atoms and a common
isotropic thermal parameter for the H atoms. All H atoms , excluding
the cyclopropane H atom, H(3), were placed in calculated positions and
constrained to ride on their attached C atoms. The position of the
H(3) atom was however, located on a Fourier difference map and was

allowed to refine freely. The refinement finally converged at R=0.071

using unit weights. Apmm=0.13 eAqy Ap . =-.09 eAﬂy A/0<0.07.

min

7.3 Results
7.3.1 Crystal and diffraction data

C,.H,0,, M =466.6, monoclinic, P2, (no.4), a=10.509(6), b=9.100(9),
r

c=14 056(16) &, B=93.56(7)°, V=1342(2)4°, z=2, D_~1.15(2) gem °, Mo Ka,
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A=0.71069 A, u=0.37cm™!, F(000)=504, T=293 K, R=0.071 for 1654 unique
reflexions.

7.3.2 Structure analysis

The final structure is represented in the two ORTEP plots in Figures
7.1 and 7.2. For clarity Figure 7.1 features only labelled C atoms
with ideal spherical electron density distributions. The molecule has
been rotated to enable the cyclopropane ring to be viewed more
clearly. Figure 7.2 represents the same molecular orientation as
Figure 7.1, but with the inclusion of the H atoms and anisotropic
thermal ellipsoids. The non-hydrogen atom fractional coordinates, non-
hydrogen atom anisotropic thermal parameters and hydrogen atom
fractional coordinates are listed in Table 7.1, 7.2 and 7.3
respectively. All bonds, angles and torsion angles are tabulated in
Table 7.4, 7.5 and 7.6 respectively.

The most obvious and interesting feature of the solved structure 1is
the position of the benzyloxy (-OCH,Ph) group. The formation of the
cyclopropane ring, C(3)-C(4)-C(5), has prevented the benzyloxy group
from forming a bonded contact with C(3), as the initial synthesis work
had predicted. As a result, the group is bonded at C(6) and is B
orientated with C(4)-C(5)-C(6)-0(1) equal to -84.7(10)0.

The cyclopropane ring has valence angles close to 60° of 60.3(8),
60.9(7) and 58.8(8)°. The well formed three membered ring has had the
effect of distorting ring A, in which it is housed. Ring A has adopted
a distorted boat conformation with C(l) and C(4) displaced from the
mean plane, C(2)-C(3)-C(5)-C(10), by 0.48(1) and 1.21(1) A
respectively. The torsion angle C(4)-C(5)-C(10)-C(19) is 76.1(10)°.

Similar studies of the cyclopropane steroids 3a,5-cycloandrostane-
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6.17-dione’® and 3,5-cycloandrostan-6B8-0l1-17-one’’ have revealed
virtually identical skeleton geometries. The angles of the
cvclopropane ring in the former has angles of 58(2), 60(2) and 62(2)°.
The bond lengths of the ring, at 1.61(4), 1.56(3) and 1.58(4) & , show
greater distortion than the title structure.

The bond lengths for the atoms composing the basic steroid framework,
agree with the currently accepted values within experimental error.
However the geometries of the phenyl groups of the side chains are in
not such good agreement.

The basic steroid skeleton has proven to be rigid and so the atomic
positions and thermal parameters are well defined. The two side
chains, more notably the benzyloxy group, are long and flexible, thus
permitting a high degree of movement. As a result the thermal
ellipsoids for the side chain atoms are exaggerated rugby ball shaped.
This feature is visibly noticeable from Figure 7.1. The thermal
vibration has left some uncertainty about their atomic positions and
this is reflected in the bond lengths for these atoms.

All the hydrogen atoms in the structure, except H(3), were placed in
calculated positions with the C-H bond lengths constrained at 1.00 A.
However H(3) was refined freely relative to C(3) producing a bond
length of O.99(3)°. The bond angles C(4)-C(3)-H(3) and C(5)-C(3)-H(3)
are 121.3(9) and 122.1(9)° which compares with the average value 135°,
of the cyclopropane hydrogens of the steroid precursor discussed in
Chapter 6.

The methyl groups at C(10) and C(13) adopt slightly distorted
tetrahedral arrangements. The angles C(1)-C(10)-C(18), C(5)-C(10)-

C(18) and C(9)-C(10)-C(19) are 111.0(8), 111.1(9) and 112.6(9)" (av.
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111.2°). And C(12)-C(13)-Cc(18), C(14)-C(13)-C(18) and C(17)-C(13)-
C(18) are 111.5(¢9), 112.7(8) and 105.6(8)° (av. 109.9°). These values
compare favourably with the normal tetrahedral value of 109.5°.
Finally the 5 membered ring C(l3)—C(l4)—C(15)-C(16)-C(17) represents a
moderately strained ring adopting a half-chair conformation. This is
reflected by the atom bond angles which range from 101.2(7)° to
108.4(7)°.

7.3.3 Spectroscopic analysis

As part of the process of the synthesis, the novel compound was
routinely analysed by various spectroscopic techniques, such as NMR,
IR. Mass fragmentation and UV. Examination of the IR spectrum, shown
in Figure 7.3, revealed the possibility of a cyclopropane ring at 1010
cm ! which was not initially expected.

7.4 Discussion

The final structure and other related structures have provided
valuable information regarding the reaction mechanism for cyclopropane
steroids. Unfortunately, the high thermal vibration of the all
important side chains cannot be accurately described. The packing
diagram in Figure 7.4 indicates that despite the considerable size of
the side chains, there is sufficient room for many degrees of freedom
in movement. This has resulted in a high residual factor of R=0.071.
Despite the uncertainties, the X-ray analysis has shown that it is
indeed the definitive structural tool for molecular and crystal
structures. However, this is not to say that X-ray crystallography can
be successful without other methods. They invariably help to initially

restrict the number of feasible starting structures, hence reducing

the overall computation time.
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Figure 7.1 A labelled ORTEP plot of the steroid, C,H,0,, minus the hydrogen atoms for

improved clarity. All like atoms have been represented by fixed radii spheres.
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Figure 7.2 As Figure 7.1, including the H atoms. The atoms have been represented by th 1
A . L] ) y erma
ellipsoids, contrasting the rigid steroid skeleton with the mobile side group

S.



Table 7.1 Fractional atomic coordinates of non-hydrogen atoms.
(Ue¢=L/BZiZjU;jai*aj*ai-aj)

C(1)
C(2)
C(3)
C(4)
C(5)
C(6)
C(7)
C(8)
C(9)
C(10)
C(11)
C(12)
C(13)
C(14)
C(15)
C(16)
C(17)
C(18)
C(19)
C(20)
C(21)
C(22)
C(23)
C(24)
C(25)
C(26)
C(27)
C(28)
C(29)
C(30)
C(31)
C(32)
C(33)
0(1)
0(2)

142

(X/A) (Y/B) (Z2/C) Ueg
1724(9) -.2833(15) -1.0148(6) 0.067
.7030(10) -.1434(15) -.9832(8) 0.079
.6036(9) -.1921(16) -.9064(7) 0.068
.5263(8) -.3250(15) -.9310(7) 0.073
.6425(7) -.3445(13) -.8726(6) 0.050
.6204(7) -.3843(13) -.7684(6) 0.053
.7353(6) -.3412(15) -.7135(5) 0.049
.8583(7) -.4042(13) -.7599(5) 0.042
.8794(7) -.3463(14) -.8627(5) 0.044
.7690(8) -.3851(14) -.9269(5) 0.052
.0121(7) -.3875(14) -.9082(5) 0.057
.1220(7) -.3458(14) -.8480(5) 0.053
.0991(7) -.4120(12) -.7476(6) 0.046
.9690(6) -.3578(13) -.7047(5) 0.040
.9731(7) -.3963(14) -.5974(5) 0.052
.1133(8) -.3728(13) -.5791(6) 0.056
.1869(8) -.3615(14) -.6727(6) 0.054
.1094(9) -.5806(13) -.7497(7) 0.061
.7703(9) -.5495(14) -.9574(7) 0.068
.1750(8) -.3680(14) -.5006(6) 0.063
.1260(8) -.3892(14) -.3973(6) 0.058
.0008(9) -.4305(14) -.3699(6) 0.063
.9650(10) -.4482(15) -.2749(7) 0.077
.0567(13) -.4245(15) -.2074(7) 0.084
.1783(13) -.3848(17) -.2358(8) 0.094
.2123(10) -.3657(18) -.3272(7) 0.090
.4891(10) -.6006(15) -.7793(7) 0.079
4544(9) -.7226(15) -.7090(9) 0.068
.4353(10) -.8656(20) -.7385(9) 0.090
.3987(14) -.9707(22) -.6760(14) 0.128
.3834(18) -.9382(29) -.5832(17) 0.156
.4050(18) -.7999(29) -.5556(11) 0.164
4374(14) -.6919(20) -.6183(10) 0.119
.6050(5) -.5408 -.7542(4) 0.067
.2961(5) -.3227(11) -.6858(4) 0.073



Table 7.2 Anisotropic thermal parameters.

C(1)
C(2)
C(3)
C(4)
C(5)
C(6)
C(7)
C(8)
C(9)
C(10)
C(11)
C(12)
C(13)
C(14)
C(15)
C(16)
C(17)
C(18)
C(19)
C(20)
C(21)
C(22)
C(23)
C(24)
C(25)
C(26)
C(27)
C(28)
C(29)
C(30)
C(31)
C(32)
C(33)
0(1)
0(2)

eloNeolNoNeoNoNoNoNoNoloNoNoNoNoNoNeoNoNoNoNeNoNoNoNoNeNol ool oo RN oRio)
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Ull U22 U33 023 Ul3 Ul2
.077(7) 0.086(9) 0.038(5) 0.008(6) 0.007(5) 0.011(6)
.074(7) 0.084(9) 0.079(7) 0.005(7) 0.012(6) 0.033(7)
.052(6) 0.079(9) 0.074(7) -.004(6) 0.008(5) 0.008(7)
.057(6) 0.087(8) 0.077(7) -.011(6) 0.017(5) 0.009(7)
.052(5) 0.043(5) 0.054(5) 0.006(5) 0.014(4) 0.008(5)
.039(4) 0.062(7) 0.056(5) -.002(5) -.002(4) 0.004(5)
.038(4) 0.077(7) 0.033(4) -.003(5) 0.004(3) -.001(5)
.037(4) 0.052(6) 0.037(4) -.005(4) 0.000(3) 0.000(4)
.045(4) 0.046(5) 0.041(4) -.001(4) -.008(3) -.004(4)
.057(5) 0.064(7) 0.035(4) -.006(5) -.003(4) -.001(5)
.048(5) 0.071(7) 0.049(5) 0.006(5) -.006(4) ~-.003(5)
.038(4) 0.060(6) 0.060(5) 0.007(5) -.007(4) 0.000(6)
.035(4) 0.054(6) 0.049(5) 0.002(4) 0.000(4) 0.003(5)
.043(4) 0.039(5) 0.039(4) 0.002(4) -.002(3) 0.004(4)
.047(4) 0.065(7) 0.045(4) 0.001(5) 0.004(3) 0.000(5)
.055(5) 0.050(6) 0.062(5) 0.009(5) 0.012(4) 0.003(5)
.048(5) 0.048(6) 0.065(6) 0.008(5) -.009(4) 0.005(6)
.058(6) 0.052(6) 0.074(7) 0.001(5) 0.009(5) 0.001(6)
.075(7) 0.068(7) 0.061(6) -.002(6) 0.021(5) -.019(6)
.066(5) 0.063(7) 0.060(6) 0.006(6) 0.027(4) -.003(6)
.060(5) 0.057(7) 0.057(5) ~-.001(5) 0.014(4) -.014(5)
.082(7) 0.064(7) 0.044(5) 0.000(6) 0.020(5) 0.007(5)
.090(8) 0.064(8) 0.075(7) -.013(6) 0.000(6) 0.020(6)
.13(1) 0.07(1) 0.05(1) -.04(1) 0.01(1) -.01(1)
.13(1) 0.10(1) 0.06(1) -.02(1) 0.04(1) -.02(1)
.093(8) 0.096(10) 0.081(7) 0.008(8) 0.027(6) -.024(8)
.074(7) 0.086(9) 0.079(7) 0.007(7) 0.012(6) 0.015(7)
.039(5) 0.073(8) 0.090(8) 0.015(5) -.021(5) 0.010(7)
.064(7) 0.097(11) 0.108(10) -.009(8) 0.009(6) -.005(10)
.10(1) 0.08(1) 0.20(2) 0.03(1) 0.02(1) 0.01(2)
.12(1) 0.15(2) 0.21(2) 0.05(1) -.01(2) 0.10(2)
.19(2) 0.23(3) 0.06(1) 0.05(2) -.03(1) 0.04(1)
.16(1) 0.10(1) 0.09(1) 0.04(1) -.03(1) -.01(1)
.050(4) 0.080(5) 0.072(4) 0.023(4) 0.014(3) 0.024(4)
.046(3) 0.087(6) 0.085(5) 0.025(4) 0.004(3) 0.006(4)



Table 7.3 Fractional atomic coordinates of hydrogen atoms, with a

common temperature factor. (* denotes atom allowed to refine
freely)

(X/A) (Y/B) (Z/C) Ueg
H(1la) -.8626(9) -.2609(15) -1.0370(6) 0.075(5)
H(1lb) -.7280(9) -.3309(15) -1.0676(6) 0.075(5)
H(2a) -.7637(10) -.0721(15) -.9563(8) 0.075(5)
H(2b) -.6616(10) -.0968(15) -1.0378(8) 0.075(5)
* H(3) -.569(8) -.115(8) -.862(5) 0.075(5)
H(4a) -.5286(8) -.3611(15) -.9983(7) 0.075(5)
H(4b) -.4388(8) -.3391(15) -.9003(7) 0.075(5)
H(6) -.5413(7) -.3306(13) -.7455(6) 0.075(5)
H(7a) -.7421(6) -.2316(15) -.7120(5) 0.075(5)
H(7b) -.7232(6) -.3795(15) -.6469(5) 0.075(5)
H(8) -.8514(7) -.5138(13) -.7606(5) 0.075(5)
H(9) -.8778(7) -.2367(14) -.8576(5) 0.075(5)
H(1la) -1.0143(7) -.4962(14) -.9185(5) 0.075(5)
H(11lb) -1.0242(7) -.3361(14) -.9710(5) 0.075(5)
H(12a) -1.1275(7) -.2363(14) -.8433(5) 0.075(5)
H(12b) -1.2035(7) -.3851(14) -.8785(5) 0.075(5)
H(14) -.9537(6) -.2498(13) -.7101(5) 0.075(5)
H(15a) -.9170(7) -.3291(14) -.5572(5) 0.075(5)
H(15b) -.9467(7) -.5004(14) -.5849(5) 0.075(5)
H(18a) -1.0531(9) -.6206(13) -.7982(7) 0.075(5)
H(18b) -1.1998(9) -.6096(13) -.7667(7) 0.075(5)
H(18c) -1.0822(9) -.6211(13) -.6855(7) 0.075(5)
H(19a) -.8534(9) -.5730(14) -.9927(7) 0.075(5)
H(19b) -.7592(9) -.6132(14) -.8995(7) 0.075(5)
H(19c) -.6989(9) -.5680(14) -.9997(7) 0.075(5)
H(20) -1.2359(8) -.3555(14) -.4493(6) 0.075(5)
H(22) -.9378(9) - L44T74(14)  -.4192(6) 0.075(5)
H(23) -.8758(10) -.4773(15) -.2542(7) 0.075(5)
H(24) -1.0323(13) -.4370(15) -.1380(7) 0.075(5)
H(25) -1.2423(13) -.3695(17) -.1869(8) 0.075(5)
H(26) -1.3014(10) -.3345(18) -.3465(7) 0.075(5)
H(27a) -.4988(10) -.6413(15) -.8484(7) 0.075(5)
H(27b) -.4213(10) -.5234(15) -.7761(7) 0.075(5)
H(29) _.4490(10) -.8911(20) -.8076(9) 0.075(5)
H(30) -.3827(14) -1.0703(22) -.6984(14) 0.075(5)
H(31) -.3568(18) -1.0155(29) ~-.5354(17) 0.075(5)
H(32) -.3963(18) ~-.7755(29) -.4861(11) 0.075(5)
H(33) -.4490(14) -.5889(20) -.5956(10) 0.075(5)
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Table 7.4 Intramolecular bond lengths in angstroms.

C(1)
C(2)
C(3)
C(5)
C(6)
C(7)
C(8)
C(9)
C(11)
C(13)
C(13)
C(15)
C(16)
C(20)
C(21)
C(23)
C(25)
C(27)
C(28)
C(30)
C(32)

C(2)
C(3)
C(5)
C(6)
C(7)
C(8)
C(14)
C(1l1l)
C(12)
C(1l4)
C(18)
C(1l6)
C(20)
C(21)
C(26)
C(24)
C(26)
0(1)
C(33)
C(31)
C(33)

e e e e e I S e I T I e =

.52(2)
.52(2)
.53(2)
.51(2)
.52(2)
.52(2)
.50(2)
.54(2)
.52(2)
.54(2)
.54(2)
.53(2)
.32(2)
.52(2)
.40(2)
41(2)
.32(2)
.40(2)
.31(2)
34(4)
.35(3)
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C(1)
C(3)
C(4)
C(5)
C(6)
C(8)
C(9)
C(10)
C(12)
C(14)
C(13)
C(16)
C(17)
c(21)
C(22)
C(24)
C(27)
C(28)
C(29)
C(31)
C(3)

C(10)
C(4)

C(5)

C(10)
0(1)

c(9)

C(10)
C(19)
C(13)
C(15)
C(17)
C(17)
0(2)

C(22)
C(23)
C(25)
C(28)
C(29)
C(30)
C(32)
H(3)

ORFR FRFKRRRERRRRR R

. 54(2)
.51(2)
.52(2)
. 54(2)
45(2)
.54(2)
.55(2)
.56(2)
. 54(2)
.55(2)
.52(2)
49(2)
.20(2)
.40(2)
.37(2)
.36(2)
.52(2)
.38(3)
.34(3)
.34(3)
.99(3)



Table 7.5 Intramolecular bond angles in degrees.

C(2)-C(1)-C(10) 106.4(8) C(1)-C(2)-C(3) 105.0(11)
C(2)-C(3)-C(4) 115.2(10) C(2)-C(3)-C(5) 107.4(9)

C(4)-C(3)-C(5) 60.2(8) C(3)-C(4)-C(5) 60.6(8)

C(3)-C(5)-C(&) 59.2(8) C(3)-C(5)-C(6) 119.3(9)

C(3)-C(5)-C(10) 107.6(9) C(4)-C(5)-C(6) 118.0(7)

C(4)-C(5)-C(10) 117.2(7) C(6)-C(5)-C(10) 120.0(8)

C(5)-C(6)-C(7) 110.5(7) C(5)-C(6)-0(1) 112.2(9)

C(7)-C(6)-0(1) 105.6(8) C(6)-C(7)-G(8) 111.3(8)

C(7)-C(8)-C(9) 110.0(8) C(7)-C(8)-C(14) 109.7(8)

C(9)-C(8)-C(14) 108.6(7) C(8)-C(9)-C(10) 113.5(8)

C(8)-C(9)-C(11) 112.2(8) C(10)-C(9)-C(11) 113.1(7)

C(1)-C(10)-G(5) 103.3(9) C(1)-C(10)-C(9) 110.4(9)

C(1)-C(10)-C(19) 111.0(8) C(5)-C(10)-C(9) 108.1(7)

C(5)-C(10)-C(19) 111.1(9) C(9)-C(10)-C(19) 112.6(9)

C(9)-C(11)-C(12) 114.0(8) C(11)-C(12)-C(13)  109.3(8)

C(12)-C(13)-C(14) 108.6(8) C(12)-C(13)-C(17) 116.9(8)

C(12)-C(13)-C(18) 111.5(9) C(14)-C(13)-C(17) 101.2(7)

C(14)-C(13)-C(18) 112.7(8) C(17)-C(13)-C(18) 105.6(8)

C(13)-C(14)-C(15) 103.4(7) C(8)-G(14)-C(15) 120.6(8)

C(8)-C(14)-C(13) 113.9(8) C(14)-C(15)-C(16)  102.5(7)

C(15)-C(16)-C(17) 108.4(7) C(15)-C(16)-C(20) 132.6(8)

C(17)-C(16)-C(20) 118.9(8) C(13)-C(17)-C(16) 106.7(7)

C(13)-C(17)-0(2) 126.7(8) C(16)-C(17)-0(2) 126.5(8)

C(16)-C(20)-C(21) 129.9(8) C(20)-C(21)-C(22) 123.6(8)

C(20)-C(21)-C(26) 117.2(9) C(22)-C(21)-C(26) 119.1(9)

C(21)-C(26)-C(25) 121.1(11) C(28)-C(27)-0(1) 107.4(9)

C(27)-C(28)-C(29) 121.8(12) C(27)-C(28)-C(33)  119.5(14)
C(29)-C(30)-C(31) 119.6(20) C(30)-C(31)-C(32) 118.5(22)
C(31)-C(32)-C(33) 122.3(18) C(28)-C(33)-C(32) 119.7(18)
C(6)-0(1)-C(27) 116.1(8) C(4)-C(3)-H(3) 121.3(5)

C(5)-C(3)-H(3) 122.1(5)
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Table 7.6 Intramolecular

C(10)-C(1)-C(2)-C(3) 30
C(2)-C(1)-C(10)-C(9) 83
C(1)-C(2)-C(3)-C(4) 47
C(2)-C(3)-C(4)-C(5) -96
C(2)-C(3)-C(5)-C(4) -143
C(4)-C(3)-C(5)-C(6) 107
C(3)-C(4)-C(5)-C(6) -109
C(3)-C(5)-C(6)-C(7) 89
C(3)-C(5)-C(10)-C(1) 20
C(3)-C(5)-C(10)-C(19) 139
C(4)-C(5)-C(6)-0(1) -84
C(4)-C(5)-C(10)-G(9) -160
C(6)-C(5)-C(10)-C(1) 161
C(6)-C(5)-C(10)-C(9) A
C(10)-C(5)-C(6)-0(1) 70
G(5)-C(6)-0(1)-C(27) 73
C(7)-C(6)-0(1)-C(27) -165
C(6)-C(7)-C(8)-C(14) -179
C(7)-C(8)-C(9)-C(11) -171
C(7)-C(8)-C(l4)-C(15) -58
C(1l4)-C(8)-C(9)-C(11) -51
C(9)-C(8)-C(14)-C(15) -178
C(8)-C(9)-C(10)-C(5) -48
C(8)-C(9)-C(11)-C(12) 52
C(11)-C(9)-C(10)-Cc(5) -177
C(11)-C(9)-C(10)-C(19) -54
C(11)-C(12)-C(13)-C(1l4) 56

C(11)-C(12)-C(13)-C(18) -68
C(12)-C(13)-C(1l4)-C(15) 165

C(12)-C(13)-C(17)-0(2) 30
C(17)-C(13)-C(1l4)-C(15) 42
C(14)-C(13)-C(17)-0(2) 147

C(18)-C(13)-C(14)-C(15) -70
C(18)-C(13)-C(17)-0(2) -9%4
C(13)-C(14)-C(15)-C(16) -34
C(14)-C(15)-C(16)-C(20)-169
C(15)-C(16)-C(17)-0(2) -168
C(20)-C(16)-C(17)-C(13)-164
C(20)-C(16)-C(17)-0(2) 14
C(16)-C(20)-C(21)-C(26) 174

C(20)-C(21)-C(26)-C(25) 178
C(22)-C(21)-C(26)-C(25) -1
C(22)-C(23)-C(24)-C(25) -

C(24)-C(25)-C(26)-C(21) 1
C(1)-C(27)-C(28)-C(29) 121
C(27)-C(28)-C(29)-C(30) 176
C(28)-C(29)-C(30)-C(31) 1
C(30)-C(31)-C(32)-G(33) -2

torsion angles in degrees.

.6(9)

.9(10)
.2(10)
L4(11)
.4(13)
.0(11)
.2(11)
.2(11)
.4(9)

L4(11)
.7(10)
.5(12)
.3(12)
.4(9)

.2(10)
.7(9)

.9(10)
.3(11)
L4(11)
.0(9)

.3(8)

.2(12)
.5(9)

.0(9)

.9(11)
.8(9)

.5(9)

.3(9)

.7(10)
.0(10)
.1(8)

.7(13)
.3(9)

.7(12)
.6(8)

.5(15)
.8(14)
.6(13)
.0(11)
.8(17)
.6(18)
.4(12)
.1(12)
.6(12)
.9(15)
.8(21)
.6(17)
.3(20)

C(2)-C(2)-C(10)-C(5)
C(2)-C(1)-C(10)-C(19)
C(1)-C(2)-C(3)-C5)
C(2)-C(3)-C(5)-C(4&)
C(2)-C(3)-C(5)-C(10)
C(4)-C(3)-C(5)-C(10)
C(3)-C(4)-C(5)-C(10)
C(3)-C(5)-C(6)-0(1)
C(3)-C(5)-C(10)-C(9)
C(4)-C(5)-C(6)-C(7)
C(4)-C(5)-C(10)-C(1)
C(4)-C(5)-C(10)-C(19)
C(10)-C(5)-C(6)-C(7)
C(6)-C(5)-C(10)-C(19)
C(5)-C(6)-C(7)-C(8)
0(1)-C(6)-C(7)-C(8)
C(6)-C(7)-C(8)-C(9)
C(7)-C(8)-C(9)-C(10)
C(7)-C(8)-C(14)-C(13)
C(14)-C(8)-C(9)-C(10)
C(9)-C(8)-C(14)-C(13)
C(8)-C(9)-C(10)-C(1)
C(8)-C(9)-C(10)-C(19)
C(11)-C(9)-C(10)-C(1)
C(10)-C(9)-C(11)-C(12)
C(9)-C(11)-C(12)-C(13)
C(11)-C(12)-C(13)-C(17)
C(12)-C(13)-C(14)-C(8)
C(12)-C(13)-C(17)-C(16)
C(17)-C(13)-C(14)-C(8)
C(14)-C(13)-C(17)-C(16)
C(18)-C(13)-C(14)-C(8)
C(18)-C(13)-C(17)-C(16)
C(8)-C(14)-C(15)-C(16)
C(14)-C(15)-C(16)-C(17)
C(15)-C(16)-C(17)-C(13)
C(15)-C(16)-C(20)-C(21)
C(17)-C(16)-C(20)-C(21)
C(16)-C(20)-C(21)-C(22)
C(20)-C(21)-C(22)-C(23)
C(26)-C(21)-C(22)-C(23)
C(21)-C(22)-C(23)-C(24)
C(23)-C(24)-C(25)-C(26)
C(28)-C(27)-0(1)-C(6)
0(1)-C(27)-C(28)-C(33)
C(27)-C(28)-C(33)-C(32)
C(29)-C(30)-C(31)-C(32)
C(31)-C(32)-C(33)-C(28)
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-31.
-150.
-17.
109.
.1(9)
-111.
95.
.2(12)
.6(10)
157.
-43.
75.
.4(9)

-153
-96

47

-79.
52.
-68.
.9(9)
58.
178.
178.
.0(8)
.8(11)
.6(10)
.8(9)
.0(12)
.1(9)
.1(12)
.6(9)
L4(11)
.8(10)
.8(8)
.4(9)
.9(9)
.3(11)
.8(8)
.6(8)
.9(10)
.5(17)
.3(11)
.5(16)
L4(11)
.3(11)
.8(13)
.8(11)
.6(13)
.7(16)
.2(19)
.2(19)

-59

5(9)
6(12)
5(9)
6(11)

7(10)
2(10)

7(12)
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CHAPTER 8. X-ray crystal structure of Trineophyltin fluoride,

Gyl gSHE.



8.1 Introduction

CyoH3gSNF is an organo-metallic compound, which is one of several
multivalent tin atom structures synthesised in the Chemistry
department of the University of Aberdeen. The main feature of interest
of these compounds relates to the nature of the heavy atom bonding in
the presence of various ligand groups.

The title material has been found to crystallise as a trigonal lattice
system, but the absolute space group has yet to be determined
unambiguously. The crystal system has exhibited signs of major
disordering and so the final X-ray image produced by Fourier electron
density maps is thought to represent a time averaged structure. The
following analysis reviews several highly plausible scenarios,
detailing the factors which led to their rejection and the final
acceptance of the current structure. As will become clear, there are
still possible alternative avenues of approach to the solution of this
particular structure but given the obvious time restrictions of the
research programme, not all have been pursued.

8.2 Experimental

8.2.1 Data collection

Data were collected on a colourless crystal of dimensions 0.24 x 0.18
x 0.8mm°, on a Nicolet P3 automated 4C-SXD using graphite
monochromated Mo Ka X-radiation. The cell parameters and crystal
orientation were determined from 14 independent reflexions with
26<20°. A total of 2295 unique reflexions were measured over the
hkl range ; 0 < h = 22, 0 <k <22, -15 =<1 < 15. The intensities
were calculated from 8/26 scans, with 29muf60°. These data were

corrected for Lorentz and polarisation effects. At the time of data
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collection it was not thought that absorption effects were
significant. Periodic monitoring of beam intensity during the data
collection showed no signs of crystal decomposition. Data reduction
techniques showed that 1069 reflexions had F>50(F). Examination of the
final structure factor lists revealed that certain reflexions which
are generally missing from trigonal crystal systems, due to systematic
absences. had small non-zero values. To improve the quality of the
data set all reflexions with -h+k+1=3n were removed.

8.2.2 Structure solution

The exact structure of this compound still remains uncertain, since
there are several inconsistencies associated with the interpretation
of the experimental data. All that can be ascertained is the best time
averaged structure, which can describe the majority of the features
discovered in the analysis. This is believed to have been largely due
to a high level of disorder present in the crystal sample used for the
data collection.

A systematic account of the steps involved in the determination of the
most suitable space group is given below. In this case it is important
to review all the trial structures used in the process of elimination
which led to the currently preferred structure.

From the initial zero and first order Weissenberg photographs it was
revealed that there were two possible sets of axes which could be
assigned. These indicated that the crystal system could either be
described by unique orthorhombic or trigonal cell parameters. The
intensities and distribution of the spots along the festoons also
suggested that the structure might have a centre of symmetry. The high

symmetry trigonal lattice system was selected and data were collected
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using indices based on the hexagonal axes.

It was assumed that the molecule would adopt a distorted bi-pyramidal
arrangement with a 3-fold rotational symmetry. Similar arrangements
were found in the related structures of chlorotrineophylstannane and
chlorotris[(dimethylphenylsilyl)methyl]stannane78. Crystal density
calculations based on the molecular formula found the number of
molecules per unit cell to be equal to six. Given the high symmetry of
the molecules and the number of molecules per unit cell, the number of
suitable space groups was restricted to R3 and R3.

Due to the presence of the Sn atoms in the structure and of the high
symmetry space group, the most favourable analytical method for the
elucidation of the structure was the Patterson vector map technique
employing SHELX-76. The level of disordering present in the structure
prevented Direct methods from producing consistent phases.

8.2.2.1 R3 (no.148)

Each of the ligands attached to the Sn atom were assumed to be
identical, thus producing a 3-fold rotational symmetry axis about the
Sn atom. All non-primitive trigonal lattice systems are characterised
by the presence of the three fold symmetry axes, perpendicular to the
z -axis, with the X and Y coordinates (0,0), (1/3,2/3) and (2/3,1/3).
Therefore, it was concluded that pairs of molecules, positioned about
a centre of symmetry, would occupy each of the special axes producing
18 asymmetric units per cell. A similar situation was found to exist
for the related compound [(CHs)ssiCHZ]SSnF which lies on the (0,0) axis

: . 79
of a primitive trigonal lattice’".

The solution of a strong Patterson vector revealed the coordinates of

a large non-origin peak at (0,0,0.304). This was assumed to be a Sn

152



atom. Difference synthesis indicated that another sizable atom was
located on the same symmetry axis at (0,0,0.1700). The separation of
these two atom sites was 2.2 A, which closely resembles the sum of
covalent radii of Sn and F at 2.17 &’°. Both of these atoms were
refined each with a site occupation factor (SOF) of 1/3. Repeated
difference synthesis gradually revealed all of the C atoms of the
ligand. which were given a SOF equal to unity. All atoms at this stage
were refined with isotropic thermal parameters converging with R=0.12.
At this point in the refinement there was still a great deal of
unaccounted electron density around the Sn atom, despite having
accounted for all 12 non-hydrogen atoms in the assumed asymmetric
unit.

The most significant unaccounted peak was also positioned on the three
fold axis at (0,0,0.473), with a separation from the Sn of
approximately 2 A. The weight of this peak indicated that it may be
another F atom, F(2). The addition of F(2) to the asymmetric unit
contradicted the molecular formula with the F site occupations held at
1/3. However, if the molecules formed polymeric chains extending along
the z-axis, each F atom would be shared by adjoining molecules, giving
SOF's of 1/6. In this arrangement the number of axial atoms per
asymmetric unit satisfied the molecular formula.

The adapted model was refined, with F(1l) and F(2) both assuming SOF's
of 1/6, which resulted in improved temperature factors on account of
effectively reducing the electron density by half. However, the bond
lengths did not refine significantly and remained unequal, thus

challenging the centre of symmetry.

The polymer chain model was therefore considered to be unsuitable.
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This was verified by considering the repeat unit length extending
along the z-axis. With a repeat unit every two molecules, the c-axis
would measure approximately 8.7 A. However, the c-axis was reliably
determined. by a refinement process during the data collection on the
4GC-SXD, to be 12.08 A. This indicated that it was not possible to have
a situation where both F atoms are shared by adjacent asymmetric
units.

8.2.2.2 R3 (no.1l46)

From the evidence gathered from the R3 model, it appeared that the
asymmetric unit was greater than one ligand and possessed pseudo-
symmetry. Assuming the space group R3, the asymmetric unit contained
twice the number of atoms, incorporating two staggered ligands bonded
to separate Sn atoms stacked one above the other on a symmetry axis.
Solution of a few Patterson vectors revealed the presence of a strong
peak at coordinates (2/3,1/3,1/3). Due to the peak height associated
with these coordinates, it was assumed to be a Sn atom. The Sn atom,
Sn(l), was positioned on the axis, with the X and Y coordinates
fixed to prevent the atom from drifting away from the axis. Further
difference synthesis revealed another Sn atom at coordinates
(2/3,1/3,0.722) with a separation from Sn(l) of 4.7 A. With the
second Sn atom, Sn(2), introduced to the model, a difference synthesis
revealed three other significant peaks with coordinates of
(2/3,1/3,0.141), (2/3,1/3,0.526) and (2/3,1/3,0.913). The centre peak,
positioned approximately midway between Sn(l) and Sn(2), was most
intensely represented on the map being almost twice the amplitude of
the other two. All three atoms were assumed to be F atoms.

The arrangement of the three F atoms, F(1), F(2) and F(3), per
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asymmetric unit also contradicted the molecular formula. The fact that
both R3 and R3 produced models which disagreed with the molecular
formula. was considered to be very significant. Both seemed to suggest
that the X-ray structures were in fact time averaged images, produced
by disordering. The centrally bonded three fluorine model is shown in
Figure 8.1, with F(3) positioned in an ideal position.

Full matrix least squares calculations were performed on the five
atoms. all with isotropic thermal parameters and the fine structure of
the two ligands were successfully determined from repeated difference
synthesis. The thermal parameters of the F atoms gave cause for
concern due to their high values.

Satellite clusters of electron density were observed close to the Sn
atoms along the 3-fold axis. By refining the structure with the Sn
atoms described by anisotropic thermal parameters these pockets of
surplus electron density were incorporated by the Sn atoms'’ thermal
ellipsoids. However the temperature factors of the F atoms remained
high and their positions along the 3-fold axis remained unstaBle. F(3)
had virtually all its thermal motion in a plane perpendicular to the
symmetry axis which contrasts with the anticipated spread of electron
density along the axis between the Sn atoms. This fact further
indicated that the model was incomplete. The thermal parameters of the
C atoms were also found to be high and so it was concluded that
disorder was indeed present in the crystal. It was expected that the
flexible ligands would experience some freedom of movement, but this
could not account for the imbalance of the F atoms.

Due to the greater density of electrons on the F(3) site, this

indicated either the presence of another atom of twice the atomic mass
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of F, or that the occupation of the site was twice that of the other F
atoms.

By assuming as before, that F(3) had an occupancy of 1/3 and F(1l) and
F(2) had occupancies of 1/6, this agreed with the molecular formula
and the symmetry conditions of R3. The physical interpretation of this
can be explained by three possible scenarios.

(i) Discrete disordered molecules

This structure however does begin to make sense when it is considered
to be a time averaged structure. It was proposed that two possible
orientations of the molecules were possible, as shown in Figure 8.2.
In the first case, orientation A, F(1) and F(2) are bonded to Sn(l)
and Sn(2) respectively, with F(1) placed approximately midway between
the two Sn atoms. The second model, B, has the same bonding as before,
but features F(2) placed between the Sn atoms. In both orientations,
there is always one F atom centrally placed between the Sn atoms. If
both orientations were to be present in the crystal simultaneously,
then both would contribute to the X-ray diffraction pattern. As a
result four possible F positions would exist. The two positions in the
centre would overlap, thus producing a large central region of
electron density. If the occurrence of either conformation were
equally likely, then the central peak would appear to be approximately
twice the strength of the other two peaks.

(ii) The complex cation

One anomaly of the highly disordered discrete molecule model was the
relatively well defined sites of the ligands. Comparison of the
F(1)-Sn(l)-C(1l) and F(2)-Sn(2)-C(1)’ angles of 76.6 and 92.4°

respectively, in orientation A gave a clue to a more plausible
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explanation of the disorder mechanism. The two molecules were expected
to adopt identical distorted bi-pyramidal arrangements. If the
molecule were to be inverted, the positions of the ligand atoms would
differ from those of the opposite orientation. However, no strong
evidence of ligand disordering was detected.

An alternative disordered model was proposed, where the molecule was
assumed to form the complex cation [(CHOHB)S-Sn-F-Sn-(Cléﬂj)3]+If as
shown in Figure 8.3. Previously, compounds of the form R,SnF have
shown mixed covalent/ionic bonding between adjacent Sn atoms with Sn-F

R8°8  In this case a F atom is

bonds ranging from 2.15 to 2.565
bonded midway between the two Sn atoms with a typical Sn-F bond length
of 2.38 A. The cation is therefore electrostatically balanced by the
F~ ion, which can occupy both peripheral sites with equal
probabilities.

(iii) Trapped oxygen model

An IR analysis was performed (shown in Figure 8.4), revealing the

possibility of a Sn-O bond at 491.91 cm *.

It was proposed that the a
H,0 molecule could have become trapped between the two Sn atoms
restricting its movement to along the z-axis. In this configuration
the two F atoms were assumed to occupy the positions of F(1l) and F(2).
A refinement of this model however, failed to produce any improvement

over the centrally bonded model. Both F atom positions remained very

unstable and the thermal parameters assumed unrealistically high

values.

8.2.2.3 P3 (no.143)

To determine whether the disorder of the F atoms was a random long

range effect throughout the crystal or if the two positions are
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equally represented in all unit cells, 