ROBERT GORDON
UNIVERSITY-ABERDE

-\

EN

OpenAlIR@RGU

The Open Access Institutional Repository

at Robert Gordon University

http://openair.rgu.ac.uk

Citation Detalils

Citation for the version of the work held in ‘OpenAIR@RGU’:

KANNANGARA, C. S., 2006. Complexity management of H.264/AVc
video compression. Available from OpenAIR@RGU. [online].

Available from: http://openair.rgu.ac.uk

Copyright

Items in ‘OpenAIR@RGU’, Robert Gordon University Open Access Institutional Repository,
are protected by copyright and intellectual property law. If you believe that any material
held in ‘OpenAIR@RGU’ infringes copyright, please contact openair-help@rgu.ac.uk with
details. The item will be removed from the repository while the claim is investigated.



http://openair.rgu.ac.uk/�
mailto:openair%1ehelp@rgu.ac.uk�

Complexity Management of
H.264/AVC Video Compression

Chaminda Sampath Kannangara

A thesis submitted as partial fulfilment of the requirements of
The Robert Gordon University

for the degree of Doctor of Philosophy

October 2006



Abstract

The H.264/AVC video coding standard offers significantly improved compression
efficiency and flexibility compared to previous standards. However, the high
computational complexity of H.264/AVC is a problem for codecs running on low-power

hand held devices and general purpose computers. This thesis presents new techniques to

reduce, control and manage the computational complexity of an H.264/AVC codec.

A new complexity reduction algorithm for H.264/AVC is developed. This algorithm
predicts “skipped” macroblocks prior to motion estimation by estimating a Lagrange rate-
distortion cost function. Complexity savings are achieved by not processing the
macroblocks that are predicted as “skipped”. The Lagrange multiplier is adaptively
modelled as a function of the quantisation parameter and video sequence statistics.
Simulation results show that this algorithm achieves significant complexity savings with

a negligible loss 1n rate-distortion performance.

The complexity reduction algorithm is further developed to achieve complexity-scalable
control of the encoding process. The Lagrangian cost estimation is extended to
incorporate computational complexity. A target level of complexity is maintained by
using a feedback algorithm to update the Lagrange multiplier associated with complexity.
Results indicate that scalable complexity control of the encoding process can be achieved

whilst maintaining near optimal complexity-rate-distortion performance.

A complexity management framework is proposed for maximising the perceptual quality
of coded video in a real-time processing-power constrained environment. A real-time
frame-level control algorithm and a per-frame complexity control algorithm are combined
in order to manage the encoding process such that a high frame rate is maintained without
significantly losing frame quality. Subjective evaluations show that the managed
complexity approach results in higher perceptual quality compared to a reference encoder

that drops frames in computationally constrained situations.

These novel algorithms are likely to be useful in implementing real-time H.264/AVC

standard encoders in computationally constrained environments such as low-power

mobile devices and general purpose computers.
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1 Introduction

1.1 Problem Statement

Advances in digital communications have changed the communication industry over the
past decade. Digital TV, DVD wvideo, HDTV, internet video streaming, video
conferencing and mobile technology have expanded the boundaries of communication

systems to include a rich visual dimension. Video compression has played a significant
part in the realization of these technologies by bridging the gap between the demand for

quality, performance and limitations of current storage and transmission capabilities.

The function of a video codec (encoder/decoder) is the compression (and decompression)

of video image data into a concise form suitable for storage and/or transmission. In the
past, most video codecs were implemented on specifically designed hardware platforms,
mostly due to the computational complexity of the process requiring a large amount of
calculations. However, in recent years general purpose processors have significantly

improved in performance and reliability. They have also become less expensive and

increasingly available. Therefore, implementation of software only video codecs for real
time applications such as video conferencing has become feasible (for example, Apple

iChat [1]). However, current software codecs offer limited compression performance and

functionality due to limitations in processing resources.

Video codecs running on general purpose processors such as PCs generally compete with

other processes for resources. In recent years, hand held devices such as PDAs and
mobile phones are becoming quite versatile by supporting multiple functions such as
mobile telephony, video recording and messaging, mobile computing and entertainment.
Therefore, video codecs running on these devices are also increasingly competing with
other processes for processor time. Additionally, processing power 1s constrained by

battery power utilisation for handheld mobile devices.

The new H.264/AVC video compression standard [2] can deliver significantly improved
compression efficiency compared with previous video coding standards (up to 50% more)
[3] supporting higher quality video over lower bit rate channels. Due to 1ts improved

compresston efficiency, error resilience features and increased flexibility of coding and



transmission, H.264/AVC has the potential to enable new video services such as mobile
video telephony and multimedia streaming over wireless networks [4]. However, the
performance gains of H.264/AVC come at a price of increased computational complexity
[3] [S]. The processing overhead required to implement H.264/AVC is likely to be a
major problem for power constrained mobile devices since higher computational loading
leads to increased power consumption. There is therefore a need to develop low
complexity implementations of H.264/AVC that offer the performance and flexibility

advantages of the standard without an excessive computational cost.

An H.264/AVC compliant video encoder typically carries out a number of encoding
processes to remove the spatial, temporal and statistical redundancy of a video signal. A
significant amount of compression 1s achieved by the transformation of each macroblock
(basic coding unit corresponding to a 16x16 block of displayed pixels) from the spatial
domain to a transform domain, which is a representation of spatial frequency components
(or coefficients), followed by the quantisation of transform domain coefficients. The
complexity of this process in H.264/AVC is relatively low compared to other encoding
functions due to the small transform block size and the availability of efficient integer
implementations [6]. To achieve high compression by removing temporal and spatial
redundancy, H.264/AVC is equipped with tools to closely predict each macroblock from
regions of the current image or previous images that have already been coded. The
standard supports a large number of modes and options to carry out this prediction
process. This flexible choice of coding parameters leads to efficient compression at the
expense of computational complexity because the encoder needs to evaluate a large

number of mode options in order to determine the coding parameters that produce

maximum compression efficiency.

Low complexity or variable complexity algorithms have been proposed for a number of
aspects of the H.264/AVC encoding process (chapter 7). However, the low complexity or
variable complexity algorithms developed to date lack the ability to control the
computational complexity in an adaptive and scalable manner. Scalable complexity
control (reducing or increasing the complexity in small steps) is especially important for
software encoders on platforms with limited processing resources, for example where
there may be other processes competing for the same processor cycles or where the

complexity may have to be reduced in order to prolong the battery life of a mobile device.



This scalable control of computational resources should ideallyv have minimal effect on
)

the compression performance of the encoder.

1.2 Research Objective

The aim of this research 1s to develop novel algorithms to effectively manage the
computational complexity of an H.264/AVC encoder. These algorithms should enable the
encoder to make efficient use of available processing resources to maximise the rate

constrained video quality.

This research 1s particularly aimed at managing the complexity of the encoder, because,
(a) an increasing number of low-power handheld devices such as mobile phones and
PDAs carry out video capturing, where the captured video needs to be compressed before
storage or transmission and, (b) compression efficiency depends on the coding tools and
the decision making process employed by the encoder, which carries a significantly

higher computational burden compared to decoding.

1.3 Project Outline

The research project was structured into several stages in order to achieve the mam

objective within the specified period. Figure 1.1 shows the structure of the project.
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Figure 1.1: Evolution of the research project




The pyramid structure represents the evolution of the project towards its final goal. The
layers represent different stages of the project as the work is progressed upwards from the

bottom of the pyramid. The lower layers provide the necessary foundation for the upper

layer stages.

Each stage of the project (starting from the bottom of the pyramid) is briefly described as

follows:

Stage 1

1. Investigate and evaluate video coding standards and analyse the rate-distortion

performance of an H.264/AVC encoder with different coding parameters and

identify the main contributors to the computational complexity of the encoder.

2. Study subjective and objective video quality measurement techniques to explore

the possibility of using such methods to evaluate new low-complexity algorithms.

3. Investigate and apply existing variable/low complexity algorithms to an
H.264/AVC codec and analyse the trade-off between complexity, bit rate and

video quality.
Stage 2

4. Develop a new reduced complexity algorithm for an H.264/AVC encoder and
evaluate the performance of the algorithm. The new algorithm should reduce the

computational complexity with minimal loss in rate-distortion performance.

Stage 3

5. Further develop the reduced complexity algorithm (developed in stage 2), in
order to control the computational complexity of the encoder. Apply rate-

distortion-complexity optimisation techniques to ensure that best rate-distortion

performance is achieved at each complexity level.



Stage 4

6.

Develop a complexity management framework for an H.264/AVC encoder to
manage the encoder complexity in order to maximise rate-constrained video

quality with limited processing resources.

1.4 Novel Contributions and Publications

This research aims to develop techniques to manage the computational complexity of an
H.264/AVC encoder. Novel algorithms were developed during the project for complexity

reduction, complexity control and management of the encoding process. Key

contributions of this work to the advancement of video coding can be summarised as

follows:

The development of a low complexity macroblock skip prediction algorithm for
an H.264/AVC encoder. Early prediction of skipped macroblocks is made by
estimating a Lagrangian rate-distortion cost function. This novel algorithm
significantly differs from existing algorithms (discussed in chapter 7) because, (a)
this algorithm is based on a firm theoretical foundation in contrast to existing,
mostly heuristic approaches, (b) the algorithm does not depend on any arbitrary
thresholds (c) this algorithm is adaptive to different video sequence statistics. The
development of this new algorithm led to a journal publication [7] and a

conference paper [§].

The development of an adaptive model for the Lagrange multiplier parameter
associated with rate. The Lagrange multiplier is modelled as a function of
quantisation parameter and sequence statistics. Techniques widely used in current
practicc model the Lagrange multiplier only as a function of quantisation
parameter. Therefore, these current techniques do not achieve optimal

performance for video sequences with different statistics. This model is described

in [7] and [8] in detail.

The novel classification of sequence statistics by an activity factor (¥). The

activity factor ‘F’ is an estimation of the amount of motion and detail present in a

particular area such as a macroblock, number of frames or in a complete video

sequence (also introduced in [7, 8])



¢ The achievement of scalable computational control of the encoding process by
extending a Lagrangian cost function to incorporate computational complexity.
A target level of computational complexity is met by directly controlling the
Lagrange multiplier associated with complexity using a feedback algorithm.
Existing techniques in the literature do not demonstrate effective ‘complexity-

control’ of the encoding process. This work was presented in a conference paper

[9].

¢ The development of a complexity management approach that uses a real-time
encoder control algorithm, in conjunction with the complexity control algorithm
to manage the computational resources utilised by an H.264/AVC encoder
(presented in {10]). This 1s a significant contribution because the new approach
addresses the problem of managing the computational complexity in a real-time
computation constrained scenario, where the objective is to maximise perceptual
video quality. The current literature does not provide any effective solution to this
problem. Additionally, this approach can be used as a complexity management

framework for other complexity control algorithms.

o The demonstration that, higher perceptual quality ratings can be achieved by the
managed complexity encoder, compared to an encoder that reduces the frame rate
when processing resources are limited. The managed complexity encoder
maintains smooth video frame rate whilst ensuring that the frame quality is not
degraded unacceptably, when available processing power is limited. This work
was originally presented in [10] and also led to a UK patent application [11] and

1s under review for a journal [12].

e The development of a new subjective video quality assessment method which
incorporates user feedback to control the video quality. This method produces
comparable results in a fraction of the time normally required to carry out a

standard subjective video quality assessment test. This method was published in a

journal [13] and also led to a European patent application [14].

A list of publications can also be found in appendix A. Although this research is mainly
focused on the encoder, some work has been carried out on the low-complexity

implementation of a H.264/AVC decoder. Appendix B contains an abstract of a multi-




threaded implementation of a H.264/AVC decoder for real-time High Definition (HD)
decoding in a multiprocessor PC. This work was carried out at BT Group Chief

Technology Office (formerly known as BT Exact) as a placement project.

1.5 Organisation of the Thesis

The thesis 1s organised as follows:

Chapter 2 — This chapter provides some essential background knowledge on video
coding. The key concepts and fundamental terms used in video compression are

introduced. Main functions of a typical block-based video codec are briefly explained. A

brief introduction to video coding standards is also presented.

Chapter 3 — Provides an overview of the H.264/AVC video compression standard. The
structure of the standard and video coding tools that contribute to high compression
efficiency, flexibility and robustness are briefly explained. This chapter also explains why

a large amount of computational resources are needed to implement the H.264/AVC
standard.

Chapter 4 — Introduces the rate-distortion optimisation problem. This chapter explores
the use of the Lagrange multiplier method to optimise the rate-distortion performance of
video encoders and explains the theory and assumptions relating to practical application
of the Lagrange multiplier method in video compression. Algorithms developed during
this research project are primarily based on the Lagrange multiplier method. Therefore,

this chapter plays a very important role in understanding later chapters that describe these
algorithms.

Chapter 5 — This chapter explains the experimental methods used in this work.

Chapter 6 — Presents a new subjective video quality assessment method which

incorporates user feedback to control the video quality. Although this work is slightly
outside the main research theme, the new method proved to be useful in rapidly assessing

subjective quality of different coding algorithms or parameters.

Chapter 7 — The first part of this chapter presents a performance evaluation of different
tools and coding parameters of the H.264/AVC standard with respect to rate, distortion

and computational complexity. The second part constitutes a review of some of the low



complexity video coding algorithms developed for H.264/AVC and previous coding
standards such as H.263 [15]. Finally, this chapter establishes the case for low-complexity
implementations of H.264/AVC, i1dentifies the lack of techniques to effectively manage

the computational complexity and explains the motivation behind this work.

Chapter 8 — This chapter presents the performance of a macroblock skip-prediction
algorithm (an algorithm that predicts macroblocks that are normally skipped after
processing), which is adapted from a threshold based algorithm developed for H.263.

This part of the work was carried out as an evaluation of existing complexity reduction

algorithms.

The main algorithms developed during the research project are described in chapters 9, 10

and 11. These chapters correspond to the work carried out during stage-2, 3 and 4 of the

project respectively.

Chapter 9 — Describes a new complexity reduction algorithm for H.264/AVC which uses
Lagrangian cost function estimation. Computational savings are achieved by predicting
skipped macroblocks prior to motion compensation by estimating a Lagrangian cost
function. The Lagrange multiplier is adaptively modelled based on local sequence

statistics. This is the main low-complexity algorithm developed for H.264/AVC and

further developments have been primarily based on this algorithm.

Chapter 10 — Complexity reduction achieved by the algorithm described in chapter 9
depends on the video sequence statistics. This chapter explains a complexity control
algorithm that extends the Lagrangian cost function by incorporating computational

complexity in order to achieve a target computational complexity level.

Chapter 11 — Describes a complexity management framework for an H.264/AVC
encoder running on process/power constrained environment. This new approach uses a

real-time coder control algorithm in conjunction with the complexity control algorithm

(described in chapter 10) in order to maintain smooth frame rate without unacceptable

degradation of frame quality.

Chapter 12 — This final chapter contains the discussion and the conclusion. A summary

of the main algorithms and a critical review of the results are presented. The advantages

and disadvantages of proposed methods are discussed. Ideas for further investigation are



also presented. Finally, the thesis is concluded by emphasising the relevance of this work

to the research problem and the original contributions made.

Appendix A - Contains a list of publications related to this research.

Appendix B — Provides an overview of a multi-threaded implementation of an
H.264/AVC software decoder for a multi-processor platform. This software decoder

implementation is aimed at real-time decoding of high definition content using a dual-

processor PC.

Appendix C — Contains a statistical analysis that compares the results of the new
subjective quality method (explained in chapter 6) with the results obtained using a

standard subjective quality evaluation method.



2 Video Coding Background

2.1 Introduction

This chapter provides some essential background information on video coding. It starts by

briefly describing digital video sampling, colour spaces and common picture formats. The
main concepts related to block based video coding are presented by giving an overview of

the basic functions of a typical block based video codec. A brief introduction to some of

the popular video compression standards 1s also presented.

2.2 Digital Video

Digital video consists of a stream of images captured at regular time intervals. The
images are represented as digitized samples containing visual (colour and intensity)

information at each spatial and temporal location.

2.2.1 Sampling & Resolution

Figure 2.1 shows the sampling process of digital video. The number of horizontal and
vertical samples (which can also be referred to as picture elements or in short “pixels’) In
the image determines the spatial resolution of the image. The frequency at which each

image is captured (temporal sampling) determines the motion smoothness of the video.
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Figure 2.1: Digital video sampling
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Typical temporal sampling frequencies (frame rate) are 25 Hz and 30 Hz . The frame rate

determines the motion smoothness of the video, where motion appears smoother at higher

frame rates.

In digital video processing, different spatial resolutions are used depending on the target

application. Some of the most widely used formats based on CIF (Common Intermediate

Format) are shown in Table 2.1.

Table 2.1: CIF based formats and resolutions

! Format name m
SQCIF (Sub-Quarter-CIF) 128 X 96
QCIF (Quarter—CIF) 176 X 144
CIF 352 X 288
ACIF 704 X 576

2.2.2 Frames and Fields

A video signal can be sampled in either frames (progressive) or fields (interlaced). In
progressive video, a complete frame is sampled at each time instant. In interlaced video
only a half of the frame is captured (either odd or even rows of samples) at a particular
time instant which are called fields. The field which has the first row (and subsequent odd
rows) of samples 1s called the top field and the field having even rows of samples are
called the bottom field. Figure 2.2 illustrates the concept of frames and fields. (However,

note that rows in the picture have a depth of more than one pixel in order to illustrate the

concept more clearly).

Top field Bottom field

Figure 2.2: Progressive and interlaced video
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2.2.3 Colour Spaces

Visual information at each sample point may be represented by the values of three basic
colour components Red (R), Green (G) and Blue (B). This is called the RGB colour space.
Each value 1s stored in an ‘n’-bit number. For example; an 8-bit number can store 256

levels to represent each colour component.

The YCrCb colour space is widely used to represent digital video. The luminance
component ‘Y’ is extracted using a weighted average of the three colour components R,
G and B. The components Cr and Cb are called the chrominance (or colour difference)
components. Cr is the red chrominance component (Cr = R - Y) and the blue
chrominance component is Cb, where Cb = B - Y. The derivation of YCrCb colour space
from RGB colour space can be found in [16]. The human visual system has less
sensitivity to colour information than luminance (light intensity) information [17].

Therefore, with the separation of luminance information from the colour information, it 1s
possible to represent colour information with a lower resolution than the luminance

information (see Figure 2.3).

(N (i (e (. O (O i O (O
(N (A (e (T (m O (O = o I S
(N (A (e (A (O [ O (i O (O
(N (i (A (. (i O (i O O O O O
4:4:4 format 4:2:2 format 4:2:0 format

[] Y sample Bl Crsample g Cbsample

Figure 2.3: Sub-sampling patterns for chrominance components

In 4:4:4 format, each pixel position has both luminance and chrominance (“luma” and
“chroma”) samples. In 4:2:2 format, chroma components are sub-sampled (every other
pixel) in horizontal direction. In 4:2:0 format, chroma samples are sub-sampled in both
vertical and horizontal directions. This is the most popular format used in entertainment

quality applications such as DVD video because the human eye does not easily recognise
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missing colour information. The work carried out in this project deals with 4:2:0 sampled

video.

2.3 Block Based Video Coding
In block based video coding, the basic unit of coding is a block containing NxN (e.g.

16x16) array of luma samples and corresponding chroma samples. The image is divided
into an integral number of blocks and processed in raster scan (from left to right of each

row and top to bottom row by row) order. Figure 2.4 shows a block diagram of a typical
block based video encoder. The encoder has two data flow paths. The forward path

(marked with solid lines) represents the encoding process of coding units and the reverse
path (grey lines) shows the decoding (reconstruction) of the coded units within the
encoder. Major elements of block based encoding are inter and intra prediction processes,

transform, quantisation and entropy coding. These are described below.

A .
Current +-TN | Transform Quantisation Entropy Bit
image ' coding stream
Previous
image

Intra
prediction
Inter
prediction

TN Inverse Inverse
\L/+ transform quantisation

Figure 2.4 Block based encoder block diagram

2.3.1 Intra Prediction

Block based video encoders use prediction as a tool for removing redundant mformation.
A prediction signal is obtained from previously coded samples for the coding unit and 1t
is subtracted from the original coding unit to create a residual signal that has much less

data than the original coding unit. It is the residual signal that is encoded and transmitted
(see node ‘A’ in Figure 2.4) to the decoder. The decoder obtains the same prediction
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signal using previously decoded samples, decodes the residual signal and adds them

together to reconstruct the coding unit.

[n intra prediction each coding unit 1s predicted using the surrounding pixels (which have
been already coded and decoded) in the same image. Intra coding i1s used in the first
image of a sequence. Intra coding is also very useful in coding uniform regions where
surrounding pixels of the block has similar value as the pixels inside the block. Intra
prediction is only used in recent video coding standards such as H.263 (Annex I) [15] and
H.264/AVC [2]. Figure 2.5 shows an example intra prediction of a 2x2 sample block

using the average (or ‘DC” value) of surrounding sample values (shown in shaded area)

that have already been coded.

Prediction = (43+44+57+50+56)/5 = 50

50 | 50 0 7
Bk
Original (2x2) Prediction (2x2) Residual (2x2)

Figure 2.5 Example of intra prediction of a 2x2 block of luma samples

The advantage of using intra prediction (or predictive coding in general) can be explained
using the above simplified example. If the samples in the original 2x2 block were to be
transmitted, six bits are needed to represent each sample value and therefore a total of 24
bits are needed to transmit the samples in the block. However, if the spatial redundancy
between the neighbouring samples is exploited (taking into account the fact that
neighbouring samples have similar values as the samples in the original block), the
residual block can be obtained by subtracting the average (or the *DC’ value) of
neighbouring samples from the original samples. Now the smaller numbers (the
difference of each sample from the average) can be represented with 3 bit numbers and

only a total of 12 bits are needed to transmit the samples in the block.
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2.3.2 Inter Prediction

In general, consecutive video images are very similar to each other and the differences
mostly arise due to the movement of the objects in the video scene. Inter prediction is
used to remove this temporal redundancy of video images. The prediction signal of a
coding unit is obtained from a previously encoded and reconstructed image, for example

the preceding image. The aim 1s to find a good match for the current block from the

previously coded image. For example, if the current block forms a part of a moving object

in the video scene, a good match can be found if the same part of the moving object is

found from the previous image. This can be done by following the motion of the object

over time between the two mmages. Usually it is very difficult to find an exact match by
precisely following the motion. However, a reasonably accurate match can be found by
searching for a similar block within a restricted region of the image. This process is

illustrated in Figure 2.6.

Block size=NxN
Original block = A

Motion compensated
prediction = B

Residual block=A - B

Reference (previous) Original (current)
image image

Figure 2.6: Motion estimation and compensation of an “m x n” block

Common terms related to inter prediction process can now be introduced as follows:
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Reference Image — is the previously encoded and reconstructed image that is used for the

prediction of blocks in the current image.

Motion Estimation — is the process of searching and finding the closest matching block

(B) from the reference image to the current block (A).

Motion Compensation — is selecting the best matching block as the prediction and

obtaining the residual by subtracting the prediction from the original block.

Motion Vector (MV) — is the vector representing the displacement (horizontal and

vertical) of the matching block from the position of the original block. Some video coding
standards (discussed later) support sub-pixel accurate (e.g. half pixel accurate) motion
vectors. In this case the motion vector is pointing to a block of pixels in between the
actual pixels in the image. Therefore, the prediction block is obtained by interpolating the

actual pixels in order to obtain a block of pixels at a sub pixel position.

For inter predicted coding units, the residual signal is encoded and transmitted to the
decoder along with the motion vector values. The decoder uses the motion vector values

to find the correct prediction block and the decoded residual is added to reconstruct the

coding unit.

2.3.3 I, Pand B Pictures

In I-Pictures all the coding units are predicted using intra prediction only (without using
previously coded pictures for prediction). These are used for the first picture of a
sequence and are also used as random access pictures for reversing and fast forwarding
without the need for decoding all the pictures. P-Pictures are inter predicted pictures with
the reference as the nearest previously coded picture. They can not be used for random
access, because of the dependency on previously coded pictures. However, they are used
as reference pictures. B-pictures are bi-directionally predicted pictures which require two
reference pictures for inter prediction, one from past and one from future in display order.

They typically have high compression efficiency; however they are not used for reference

and can not be used for random access.
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2.3.4 Transform Coding

The residual block (from node ‘A’ in figure 2.4) is transformed from spatial domain into
transform domain using a two dimensional block transform process where, the transform
of a “NxN” block of image residuals results in a “NxN” block of transform coefficients.

These transform coefficients represent the residual image block as magnitudes of basis
patterns of the transform (typically a representation of different spatial frequency
components). The transform needs to be reversible (inverse transform) in order to obtain

the image residuals from the transform coefficients. The transform process is similar to

the transformation of time domain signals into the frequency domain using a Fourier

Transform in signal processing. The transform in itself does not achieve any compression;

however, it serves the following two purposes:

1. Energy compaction — Concentrate most of the energy within a small number of

large coefficients.

2. De-correlation of data — The transform coefficients should ideally have minimal

inter-dependency between each other.

Therefore it is possible to reconstruct (inverse transform) the original block using only the
significant transform coefficients by setting the insignificant coefficients to zero
(typically through quantisation as explained shortly) without significantly affecting the
perceptual quality. For example, setting some small high frequency coefficients to zero
would lose some high frequency spatial detail in the image block; however (because
transform coefficients are de-correlated), this does not distort other more prominent
features of the image block such as average brightness or low frequency gradients. This 1s
similar to low pass filtering an audio signal to obtain different quality signals at different

frequency bandwidths.

The most widely used block based transform in image and video compression is the

Discrete Cosine Transform (DCT) [18] where the transform of a ‘NxN’ block is given by:

== 2i+l)x7r) [(2j+1)y7r)
F._=Cx)C cog DT BTy 2-1
Where,
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/1
—,for n=0
C(n) = J;f

—, for n>0
2.

Jf;.; represents the samples of input block where f; , is the top left hand corner sample

of the block. F, , represents the coefficients of the transform block where F,, (the

X,y

‘DC’ coefficient or the average of the samples in the “NxN’ block) is at the top left comner
of the block.

2.3.5 Quantisation

Quantisation is the process of converting a continuous range of values to a finite range of
discrete levels. For example, in digital video an 8-bit colour sample is obtained by
approximating the signal level (or the voltage level) of the colour component from the
camera into one of the finite discrete levels, in this case 256 levels that can be represented
by an 8-bit number. Some of the colour information is lost and can not be recovered due
to approximation and therefore more levels are needed (e.g. 10-bits to approximate the

same continuous range into 1024 levels) to retain more information.

In video compression, lossy compression is achieved by quantisation. The quantisation
process consists of two stages; forward quantisation is carried out during encoding and
rescaling is carried out during decoding. The two stages are also referred to as
quantisation and inverse quantisation. In forward quantisation, the original transform
cocfficient value is typically divided by the “quantisation step” and rounded to the nearest
integer. Information is lost during the rounding process. The quantisation step size

represents the interval between discrete quantisation levels (the larger the quantisation

step size, the larger the rounding error). These integer values are transmitted to the
decoder along with the quantisation step used. Rescaling is carried out at the decoder,
where the received integer is multiplied by the quantisation step in order to obtain the
actual quantised transform coefficient (the original value approximated into a multiple of
the quantisation step). However, note that common use of the phrase ‘“quantised
transform coefficient” refers to the integer value obtained after forward quantisation. The

quantisation step size determines the amount of compression achieved because, dividing

by a large quantisation step will result in more small and zero coefficients. Lower bit
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rates can be achieved at higher quantisation levels at the expense of a large approximation

error and therefore higher image distortion.

Transform and quantisation processes of a 4x4 block of image residual data are shown in

Figure 2.7 .

A
STHE[E
= [0
HREE

B
I i e
B ek
5 [mor| o5 Jams
55 [ 5507 [ A0

Quantisation

DCT (4x4)

EGEE

C = round (B/4)

Inverse

Quantisation

D=C*4

HEEE

Figure 2.7: Forward and inverse transform & quantisation of a 4x4 block

Note the following points:

¢ DCT transform of block A (using equation 2-1) is given by block B. The inverse
transform of block B results in block A.

e Most of the energy in B is concentrated on the top left corner of the block.

e Block C is transmitted to the decoder. C is obtained by “quantising” or more
accurately forward quantising (quantisation step = 4) the transform coefficients in
block B.

e Now the data to be transmitted (block C and the quantisation step) 1s very small

compared to the original block A.
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e Inverse quantisation (rescaling) is carried out on C at the decoder to obtain block

D.

e Due to quantisation loss, transform coefficients are different from the original.
Therefore, D#B.

e Inverse transform of D results in E. Note that E is not identical to A; however, the
difference is quite small because quantisation is carried out in the transform

domain where the energy is concentrated in few significant coefficients.

Note that some video coding standards such as H.264/AVC (High Profiles) [19], support
perceptually weighted quantisation matrices to account for the spatial frequency
sensitivity of the human visual system. Other video coding standards such as H.263 [15]

only support scalar quantisation which is similar to the scaling operation shown in the

above example.

The forward quantised coefficients in block C (to be transmitted to the decoder) are re-
ordered and coded before the entropy coding stage. The forward quantised coefficients in
block C are re-ordered into a one dimensional array, typically by zigzag scanning where,
the coefficients are read from the top left corner to the bottom right corner of the block in
an effort to group together non zero and zero coefficients separately. Then the array is
coded into a compact representation (typically in run level pairs, where run 1s the number
of zeros before a non zero value which is indicated by the level, along the one

dimensional array) in order to minimise the number of bits required to represent the

numbers.

2.3.6 Entropy Coding

The encoder needs to transmit data such as residual quantised transform coefficients,
quantisation values, motion vectors and other overhead information such as coding

parameters to the decoder. Entropy coding is carried out to reduce the statistical

redundancy of the transmitted data. This is a lossless compression technique where data
with high probability of occurrence is coded with a smaller number of bits and data with

lower probability of occurrence is coded with a larger number of bits. Commonly used

entropy coding methods are Huffman coding and Arithmetic coding [20].
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2.3.7 Decoder
The decoding process is identical to the reverse path of the encoder in Figure 2.4. The bit

stream received from the encoder is first entropy decoded and then, inverse quantised and
inverse transformed to create the residual. This residual is added to the prediction signal
to construct the image. Due to lossy coding (quantisation) the reconstructed image is not
identical to the original image; however, the reconstructed images of the encoder and
decoder are identical to each other because the decoding process at the decoder and the

processing carried out by the reverse path of the encoder are identical. Since the

reconstructed images are used for inter prediction, they need to be identical at the encoder

and decoder. Otherwise any error will propagate into the inter prediction of the next
frame and added to the subsequent frames, thus progressively distorting the reconstructed

images at the decoder.

2.4 Video Coding Standards

Standardization of video coding technology has played a major role in the advancement
of digital video communication technologies over recent years [21]. Standardization
enables interoperability between different manufacturers and is a major requirement for

the communications industry. The two international standardization bodies are namely,

1. Video Coding Experts Group (VCEG) of International Telecommunications

Union — Telecommunication Standardization Sector (ITU-T) and

2. Motion Picture Experts Group (MPEG) of International Organization for
Standardization — International Electrotechnical Commission (ISO/IEC)

The standards released by the ITU-T have been named H.26x series and ISO/IEC has
released the MPEG series of standards. The MPEG standards have been mainly aimed at
media storage and distribution while the H.26x standards have been aimed at real-time
video communication applications. Some of the popular standards are named below (the

descriptions are based on the overviews found in [21] and in [22]).

MPEG-1 [23]

The draft MPEG-1 standard was released in 1993. Although this is a generic video coding

standard (not constrained for a specific application) it was primarily designed for storage
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on digital media such as CD-ROM supporting bit rates up to 1.5 Mbit/s. The standard
employs a block based hybrid coding (predictive and transform coding) algorithm similar
to block based video coding described in section 2.3. The standard supports flexible
picture types: I-Pictures, P-Pictures and B-Pictures in order to provide good compression

efficiency and added functionality such as fast forward and rewind.

MPEG-2 [24)]

The MPEG-2 standard (1995) was aimed at broad variety of applications such as media
storage, satellite terrestrial TV broadcasting. It builds on MPEG-1 algorithm including

new tools for better quality and functionality such as interlaced video and scalable video
coding' for applications such as digital TV and HDTV. This is the first standard to
introduce the concept of “profiles” and “levels” as means of implementing compliant
decoders that support only a subset of syntax (profiles, e.g. particular set of tools) with

restriction on capability (levels) such as maximum supported bit rate.

MPEG+4 Visual [25]

The MPEG-4 Part 2: Visual (1998) supports a wide variety of applications including
internet video streaming and digital TV broadcasting as well as applications with

combined real world video scenes and computer generated graphics. The standard can

' In scalable video coding, the video is encoded in two or more layers of bit streams, for example a
base layer and an enhancement layer(s). In spatial scalable coding, the base layer bit stream may
be used to decode a QCIF resolution video whilst the enhancement layer (combined with the base
layer) may provide the bits necessary to decode a CIF version of the sequence. Similarly, temporal
scalability may provide an enhancement layer in order to decode the sequence at a higher frame
rate while SNR scalability may be used to deliver video at different quality levels. One of the main
design objectives of a scalable video coding structure is to maintain the rate-distortion
performance at each layer (to minimise the overhead of enabling scalable decoding) at a
comparable level to non scalable coding of the same decoded information. A typical scalable video
coding example is video streaming, where the scalable coding of a sequence can be used to deliver

only one or few layers depending on the available bandwidth
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support lower bit rates than MPEG-1 and MPEG-2. MPEG-4 Visual supports object

based video coding where a video scene is divided into different video objects that can be

coded independently of each other; for example, foreground and background objects can

be coded differently to each other.

H.261 [26]

This standard (approved in 1993) is aimed at, and was widely used for, videophone and

video conferencing applications over sub-primary ISDN channels (p x 64 kbps where p =
1...30). The H.261 standard utilises hybrid coding algorithm (similar to section 2.3 and

in MPEG-1) for efficient coding at lower bit rates using relatively a computationally

simple algorithm. The H.261 standard only supports QCIF and CIF (optional) resolution

non-interlaced video.

H.263 [15]

This standard was originally aimed at low bit rate video communications. The core
algorithm is based on the H.261 standard. However, it supports a broad range of video
formats and advanced coding tools such as half pixel precision motion compensation (the
motion vectors pointing to the prediction block have half pixel accuracy) and a variety of
negotiable coding tools such as “unrestricted motion vectors”, where the motion vector
points to a region outside the picture boundary (non existent pixels are filled by the pixels
at the picture boundary) and “advanced prediction”, where the macroblock (the basic unit
of coding, a 16x16 block of luma samples and associated chroma samples) 1s divided into
four blocks and each block is motion compensated using individual motion vectors,
resulting in higher degree of compression efficiency and flexibility. The baseline profile

of H.263 and the simple profile of MPEG-4 are functionally identical.

H.264 / MPEG-4 Part 10: Advanced Video Coding [2]

The new video coding standard commonly known as H.264/AVC was jointly developed
by the ITU-T VCEG and the ISO/IEC MPEG. The H.264/AVC is capable of achieving
significantly improved compression efficiency and flexibility compared with all previous
video coding standards. The increase in performance is due to the vanety of coding tools

and options available in the standard which, however, increases the computational

complexity significantly.
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This research work is aimed at managing the computational complexity of a H.264/AVC
encoder and therefore a good understanding of the H.264/AVC standard is required. The

next chapter provides an overview of the features and the coding tools available in the

H.264/AVC standard.
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3 An Overview of H.264/AVC Standard

3.1 Introduction

The H.264/AVC [2] [27] video coding standard is jointly developed by the ITU-T as
recommendation H.264 and the ISO/IEC as international standard 14496-10 (MPEG-4
Part 10) Advanced Video Coding (AVC). The H.264/AVC standard is intended to

provide significantly better compression efficiency compared to the previous standards.

This chapter provides an overview of some of the main features of the standard.

The chapter is organised as follows. The development history of the standard is briefly
discussed in Section 3.2. Next, a high level overview of H.264/AVC is provided in
Section 3.3. Sections 3.4 and 3.5 discuss the Network Abstraction Layer (NAL, which
handles transportation of coded video data) and Video Coding Layer (VCL, which carries
out core video compression) respectively. Section 3.6 focuses on some of the specific
coding tools available in the video coding layer. Error resilience tools available 1n
H.264/AVC are discussed 1n section 3.7. Section 3.8 summarises the H.264/AVC profiles

followed by a discussion on codec implementation.

3.2 Standard Development
In 1998 a call for proposals was issued by ITU-T Video Coding Experts Group (VCEG)

for a new video coding standard with the objective of doubling the compression
efficiency compared to any video coding standard available at the time. The new proposal
was referred to as H.26L. As a result of similar interest by ISO/IEC, the Joint Video
Team (JVT), consisting of ITU-T VCEG and ISO/IEC Moving Picture Experts group
(MPEG), was formed in 2001 to make the development of the new standard a combined
effort. The standard was finalised and the draft was approved in May 2003 [2].

The H.264/AVC standard was originally developed for “entertainment quality” video

where sampling format is limited to 4:2:0 with 8 bit sample accuracy. An amendment was

added to the standard in July 2004 called the Fidelity Range Extensions (FRExt) [28] [19]
[29] which introduced the so-called “High Profiles” (discussed later in the chapter) in
order to address “professional” applications and to enhance the compression performance.

The high profiles can support up to 4:4:4 sampling format and 12 bit sample accuracy.
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Recently, an ‘Advanced 4:4:4 Profile’ has been proposed to code 4:4:4 format video [30]
[31]. The new proposal includes coding of chroma components in 4:4:4 with luma coding
tools and is reported to be out-performing the ‘High 4:4:4’ profile. At the time of writing,
work is being carried out to include scalable video coding support in H.264/AVC.

The H.264/AVC standard was designed for high compression efficiency, error resilience
and flexibility so that it could support a wide variety of applications and different
transport environments such as wired and wireless networks. The H.264/AVC standard is

intended to support a wide range of applications such as:

e Video conferencing and video telephony services over networks such as LAN,

DSL, wireless and mobile networks.
¢ Video on demand and multimedia streaming services.

¢ Digital broadcasting services.
e Video storage on media

e Multimedia messaging services

A few examples of the widespread industry adoption of the H.264/AVC video coding
standard in the above and other relevant application areas (extracted from [32] and [33])

are.

Video Conferencing: Companies like Polycom and Tandberg have included H.264/AVC

into their video conferencing products.

Mobile Networks: The 3%° Generation Partnership Project (3GPP) [34], which creates
mobile multimedia standards, has incorporated H.264/AVC as the primary video codec in

specification release 6.

Video Storage: H.264/AVC (Particularly the ‘High’ profiles introduced by FRext) has
been adopted as a supported codec in both HD-DVD [35] and Blu-Ray [36] disk formats.

Television Broadcasting: Digital Video Broadcasting project (DVB) [37], a consortium
for digital television broadcasting standards, has adopted H.264/AVC for HDTV and

SDTYV services.
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Stmilar to previous standards, H.264 only specifies the syntax structure of the bit stream
and the decoding process of the syntax, effectively specifying a decoder as opposed to the
encoder. This ensures high flexibility in encoder implementation as long as the generated
bit stream conforms to the syntax, while guaranteeing interoperability and correct
decoding of content. However, the decoder is also flexible to some extent since the
decoder is allowed to decode the syntax in any way as long as the decoding process

produces numerically identical results to the process specified in the standard. The

flexibility enables the optimisation of the encoding process to suit different applications.
For example, in a video storage and reproduction application such as DVD, more

emphasis can be given to maximise the video quality, whereas in a video telephony

application, more emphasis can be given to complexity and implementation costs.

3.3 H.264/AVC Overview

The H.264 standard consists of various features and coding tools that contribute to the
high compression efficiency, flexibility and robustness. This section describes the

structure and some of the high level features of the standard.

3.3.1 Layer Structure
H.264 is designed to be flexible and customizable to handle a variety of applications and
transport methods. To achieve the flexibility, the standard was designed to contain two

layers.

1. The Video Coding Layer (VCL) represents the core video encoding process

(which carries out actual video compression) and the VCL data consists of coded

bits.

2. The Network Abstraction Layer (NAL) handles the transportation of VCL data

and other header information by encapsulating them in NAL units.

The separation of video coding and transportation into two layers ensures that the video

coding layer provides an efficient representation of video content, while the network
abstraction layer transports the coded data and other header information in a flexible

manner by adapting to a variety of delivery frameworks.
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3.3.2 Profiles and Levels

Profiles and levels are used to specify the tools and capabilities of the decoder that i1s
needed to support different applications and to provide interoperability points between
different decoder implementations. Each profile is designed to have particular coding

tools to support various coding requirements. The H.264/AVC standard originally

specified the following three profiles (herein after referred to as “basic profiles™).

1. Baseline: The coding tools are intended for low-latency, low-complexity, error

resilience and robustness. Applications: video conferencing.

2. Main: For high compression efficiency. Applications: video storage and

broadcasting

3. Extended: A superset of the baseline profile with enhanced error resilience and

video stream switching capabilities. Applications: internet video streaming.

The fidelity range extensions introduced a new set of profiles called the “High” profiles
intended for high quality applications (e.g. HD-DVD, HDTV) and professional
applications like studio editing. They are namely, High (HP), High 10 (Hi10P), High
4:2:2 (Hi422P) and High 4:4:4 (Hi444P) profiles. A list of features and coding tools

supported by each profile can be found in section 3.8.

Levels are defined as performance limits for decoders supporting each profile.
Performance limits generally apply to processor load, memory capabilities and the
maximum bit rates which in turn affect the frame sizes, frame rates and number of

reference frames supported by a compliant decoder.

3.3.3 Picture Format and Structure

The source video is coded as a stream of pictures. The colour spaces and the sampling
formats of the pictures and the process of dividing a picture into coding units comprised

of slices and macroblocks are discussed in this section.

3.3.3.1 Colour space and sampling

The basic profiles support YCrCb ‘4:2:0° sampling format with 8-bit sample accuracy
whilst the high profiles support ¢4:2:2° (Hi422P) and ‘4:4:4> (Hi1444P, which also
supports RGB colour space) with up to 10 and 12 bit sample accuracies. All the high

28



profiles also support ‘4:0:0° monochrome video format. The width and height of the luma

sample array of a picture should be a multiple of 16, while the width and height of the
chroma sample array is a multiple of 8 or 16 depending on the sampling format, so that
the picture includes all the chroma samples associated with the luma samples. Both

progressive and interlaced video are supported.

3.3.3.2 Macroblocks
The smallest coding unit in a picture is a Macroblock (MB). A macroblock contains data

belonging to a region of 16x16 luma samples along with the associated Cr and Cb

component samples. A picture should contain an integral number of macroblocks.

3.3.3.3 Slices

A picture consists of one or more slices. Each slice contains an integral number of

macroblocks which should be processed in raster scan order. H.264 has following slice

types.

e I-Slices: All the macroblocks in the slice are coded using intra prediction. The

macroblocks are coded using data already coded within the same slice (Intra).

e P-Slices: Contains inter coded macroblocks using one reference picture and/or

intra coded macroblocks (Predictive).

e B-Slices: Contains inter coded macroblocks using two reference pictures as well

as macroblock types in P-slices (Bi-predictive).

e SP and SI-Slices: Special types of slices, Switching Predictive (SP) and
Switching Intra (SI), for efficient switching between different video streams,

random access and error resilience [38].

Figure 3.1 shows how a picture (using 4:2:0 sampling format) is divided into slices and
macroblocks. The number of slices and the number of macroblocks in each slice is
flexible and therefore, the encoder can decide on an appropriate size depending on the
coding requirements. Slices are processed independently of each other, i.e. no information
from any other slice is used to decode any one slice of the picture. The independent
decoding of slices adds robustness against data loss because loss of data belonging to a

slice does not affect the decoding of the rest of the picture.
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Figure 3.1 Picture structure — Slices and macroblocks (4:2:0 sampling)

3.3.3.4 Interlaced coding

Coded pictures in H.264/AVC consist of frames in progressive video and frames or fields

in interlaced video. To maximise coding efficiency, H.264 can adaptively encode each

frame of interlaced video as follows:

e Picture Adaptive Frame/Field coding (PicAFF) — The encoder can decide to

combine the two fields and encode as one frame (frame picture) or encode as two

different fields (two field pictures).

e Macroblock Adaptive Frame/Field coding (MBAFF) — the two fields are
combined and encoded as one frame. The frame is split into vertically adjacent
macroblock pairs. Each of these macroblock pairs in the picture can be adaptively
coded either in frame mode or field mode. In field mode the top macroblock (of
each vertical pair) contains the top field and the bottom macroblock contains the

bottom field of the region covered by the macroblock pair. In frame mode. the

top and bottom macroblocks are encoded as frame macroblocks (see Figure 3.2).
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Figure 3.2: Macroblock adaptive frame/field coding (MBAFF)

3.4 Network Abstraction Layer

Coded video data (VCL) and all other information are encapsulated in NAL units before
they are transmitted (or stored). Therefore, a coded video sequence contains a sequence of
NAL units. In packet based networks, NAL units are transported in packets and
sequenced In the correct order at the receiving end. In circuit switched networks, the
sequence of NAL units <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>