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Abstract

Microbubbles, currently employed in diagnostic ultrasound as a contrast agent, have a
potential new application as vehicles for targeted drug delivery, which could revolutionise
medicine by eliminating side-effects. This demands new approaches to microbubble
fabrication in order to achieve encapsulation of a viscous drug while maintaining a narrow
size distribution so that the drug payload is efficiently released in response to a focused
ultrasound pulse. Current devices which are capable of producing a monodisperse
population of microbubbles involve very small internal geometry which is prone to
becoming blocked by solids suspended in the production fluid. A new device is developed
which outperforms all existing devices in terms of minimum microbubble size:channel
diameter ratio. The Virtual Aperture Dynamic Control device is capable of producing
bubbles as small as 2.6 ym from a minimum internal dimension of 100um by utilising an
innovative turbulent breakup mechanism. This is a new flow regime previously unexploited
for low-dispersity gas breakup. Bubble size control is achieved through the use of air flow
to focus an annular gas-in-liquid jet down to a narrow thread. The optimal geometric
configuration of this device is identified, and it is found that the orifice diameter and
capillary-orifice gap are the most significant geometric variables affecting performance.
The optimal values for these dimensions are 100 ym and 0.6 mm respectively. The
formation dynamics of microbubbles are explored and the effect of varying input
parameters on the resulting size distribution is determined. A numerical model is
established to describe the flow behaviour and it is determined that the flow regime and

resulting microbubble size is dependent upon the ratio of inner to outer Weber number,

We
£=)\ . The desired flow regime at which microbubbles are produced with narrow
ea

size distribution occurs at Weber number ratio A < 0.4. Experimental results are
accompanied by computational simulations generated using ANSYS Fluent, which confirm
the effect of air velocity on jet diameter and breakup frequency. Chemical composition and
physical structure of the microbubbles are optimised to maximise stability. A structure

consisting of perfluorobutane gas enapsulated by a shell of 1,2-Distearoyl-sn-glycero-3-

1l



phosphocholine (DSPC) phospholipid and polyethylene glycol-40-stearate surfactant is
found to provide good stability over 7 days in vitro albeit with a slight change in size. The
acoustic response of microbubbles produced in this way is evaluated using diagnostic
ultrasound scanning and high-speed photography techniques. Contrast enhancement and
oscillatory behaviour is found to compare favourably with a commercially-available
ultrasound contrast agent.

Keywords:

Microfluidics; Microbubbles; Drug delivery; Jet break-up; Turbulence; Weber number; CFD;
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1.1 - Background
Chapter 1 - Introduction

1.1 - Background

The generation of micron-sized emulsions and microbubble suspensions is important in
materials processing in a variety of fields including environmental chemistry, food
production and pharmacy [1]. In medicine, microbubble suspensions have been utilised as
contrast agents for diagnostic ultrasound for the two decades since the approval in Europe
of Echovist in the early 1990s for imaging of the right heart [2]. Such contrast agents have
progressed significantly since then with the replacement of air as the core gas with denser,
slower-dissolving gases such as perfluorocarbons and sulphur hexafluoride, and the
addition of stabilising shells including lipids, surfactants, proteins and polymers [3]. These
developments have increased circulation times to as long as ten minutes [4]. Research is
now beginning to focus on the functionalisation of microbubbles, in order to facilitate their

use as therapeutic agents for the treatment of iliness as well as for diagnosis.

Targeted drug delivery is a concept in which drugs are delivered to a specific region of the
body, leaving cells elsewhere unaffected. This is an important area of research, due to the
serious side-effects caused by many drugs. Conventional administration of drugs, either
oral or intravenous, leads to drug molecules freely circulating through blood vessels, and
affecting cells throughout the body indiscriminately. An example of the consequences of
this is chemotherapy, in which cytotoxic drugs are administered to kill cancer cells. Without
a targeting mechanism, healthy cells are also killed, which causes side-effects, increasing
patients' suffering and limiting the dosage which can be applied. Targeted drug delivery
could allow higher dosages to be used, leading to more effective treatment and alleviating
patient suffering. One potential way of achieving this uses microbubbles incorporating drug
molecules [5]. These could be injected into the bloodstream, before being collapsed by a
pulse of focused ultrasound at the target location to release the drug payload. Current
areas of research focus upon improving the efficacy of drug delivery, real-time monitoring
of microbubble destruction using magnetic resonance imaging (MRI), and improving
accuracy of dosage. However for microbubble-mediated drug delivery to become a reality,

a practical means of producing suitable microbubbles is necessary.

1.2 - Aims and Objectives
The main aim of this research is to develop a method of microbubble production which

yields a product suitable for use as a carrier for drug delivery. For microbubbles to undergo



1.2 - Aims and Objectives
the violent collapse required to deliver their drug payload to surrounding tissue, their

resonant frequency must match that of the applied ultrasound. Resonance of microbubbles
is strongly dependent on diameter, therefore close control of size, with narrow size
distribution, is essential. The diameter must be below 7 ym in order to pass through human
capillaries without causing blockages. The production method must be practical to operate
and scale up to mass production. This practicality requires a relatively large channel width,
to avoid blockage by suspended particles used to form the bubble shell. It must also allow
for incorporation of drug molecules into the microbubble structure. Microbubble
composition must be tailored to optimise stability in storage, while maintaining appropriate

ultrasound response, and of course must be biocompatible.

The objectives are therefore as follows:

1. To develop a device capable of producing micobubbles below 7 ym in diameter, with

narrow size distribution.

2. To establish an operating procedure which allows simple control of microbubble

diameter by varying the input parameters.

3. To establish an analytical model which allows prediction of the microbubble diameter

and selection of operating parameters

4. To establish a computational model in order to evaluate parameters not directly

observable.

5. To tailor the chemical composition of resulting microbubbles to optimise stability in

storage, using biocompatible materials.

6. To characterise the ultrasound response of resulting microbubbles, in comparison with

existing commercial ultrasound contrast agents.

1.3 - Methodology
Practical experimentation is the main methodology used in this study; microbubbles are

produced in the laboratory under various conditions before being characterised using



1.3 - Methodology
optical microscopy. Image processing software is used to obtain size distributions from

micrographs. Resulting microbubble suspensions are stored under controlled conditions
and samples taken at regular intervals to investigate microbubble stability over extended
time periods. The behaviour of fluids in the device is investigated by direct observation and
by computational modelling. A mathematical model is established to describe this
behaviour. Ultrasonic response is evaluated using two experimental setups to measure

backscattered ultrasound and to observe microbubble oscillation.

Chapter 2 is a literature review covering the background of microbubbles and their use as
ultrasound contrast agents, the science behind the concept of sonoporation, previously
reported methods of producing microbubbles for this purpose and the science of turbulent
fluid breakup. In chapter 3, the new device is introduced, which uses a novel microfluidic
mechanism to break a gas flow into microbubbles, and the experimental setup, materials
and methods are described. Chapter 4 presents and discusses the results of the
experimental work. The theory, methods and results of the computational study are given

separately in chapter 5. Final conclusions can then be found in chapter 6.

1.4 — Rationale

This work is being carried out to overcome an obstacle to the development of targeted
drug delivery using microbubbles. This concept has great potential to revolutionise the way
therapeutic drugs are administered to patients. Many drugs have serious side effects, for
example chemotherapy drugs used to treat cancer can devastate tissue throughout the
body. Medical practitioners are therefore forced to make a compromise by limiting dosage,
reducing the efficacy of treatment. If drugs could be targeted to a specific region in the
body, then patient suffering would be reduced, and the treatment could be far more
effective. The potential of microbubbles to achieve this is being held back by the lack of a
suitable microbubble fabrication method. Previously reported manufacturing techniques
have various drawbacks, including poor size distribution or size control, inability to
encapsulate drugs, or impracticality. This study aims to overcome these problems,
providing a new method of microbubble generation which could make targeted drug

delivery a reality.



1.4 — Rationale
Chapter 2 — Literature Review

2.1 — Targeted drug delivery

The production of micron-sized bubbles and droplets has a wide range of applications in
various industries. However the primary purpose of the development of practical means of
producing monodisperse bubbles is for medical use in targeted drug delivery. Targeted
drug delivery is a concept in which drug molecules are delivered solely to the target tissue
(e.g. a tumour), avoiding all other tissue in the body, thus eliminating side-effects and

maximising efficacy [6,7].

Drugs used for the treatment of a wide variety of conditions can result in serious side-
effects. The best-known example of this is in chemotherapy for the treatment of cancer,
which utilises cytotoxicity of various compounds to kill tumour cells. However non-targeted
application of these compounds results in cell death throughout the body. Side-effects of
common chemotherapy drugs vary depending on the drug applied and between
individuals, but can include, during the course of treatment, nausea, vomiting,
inflammation, hair loss, weakening of the immune system, clotting of the blood, muscle
pain, nerve damage and fatigue. In the long term, patients may suffer from such effects as
premature menopause, infertility, weight gain, cardiac dysfunction, cognitive dysfunction
and leukaemia [8-11]. These symptoms have a significant impact on the quality of life of
patients, and the need to minimise these leads to a reduction in the dosage which can be
applied, reducing the efficacy of treatment [10-13]. Furthermore, the physical side-effects
can lead to psychological effects such as anxiety, depression and body-image concerns
[14], which can result in patients refusing treatment altogether. Clearly there is a need to
develop a means of drug administration which eliminates systemic effects in order to

maintain patient quality of life and dignity whilst maximising the dosage to the target tissue.

Mills and Needham [15] stated that there are four key stages to targeted drug delivery:
retain (the drug molecules within the carrier), evade (the body's immune response), target
(accumulation at the target region) and release (the drug payload). A number of
approaches have been investigated with the aim of achieving this, most involving
intravenous injection of a modified drug or drug molecules attached to various types of
carrier and with various types of molecular targeting strategy, with varying degrees of

success.



2.1 — Targeted drug delivery
2.1.1 — Methods of targeting delivery of drugs

Strategies for achieving targeted drug delivery generally utilise manufactured carriers such
as nanoparticles, micelles or liposomes. The heading of nanoparticles can encompass a
variety of forms such as nanotubes, nanorods, nanospheres and nanodiscs amongst
others [16], produced from materials including polymers, lipids, proteins, metals, carbon,
silicon, and drug crystals [17-19]. Although the generally accepted definition of
nanotechnology is that involving scales from 1 to 100 nm, some drug delivery applications
involve sizes above 100 nm [19], although these are still referred to as nanoparticles.
Micelles consist of a cluster of ambiphilic molecules such as lipids or polymers, in aqueous
suspension such that the hydrophilic parts of each molecule are in contact with the
surrounding liquid and the hydrophobic parts are in the centre [20]. It is thus possible for
the central core to act as a reservoir for hydrophobic drugs. Liposomes differ in that the
lipid molecules form a bilayer instead of a monolayer, such that the hydrophilic heads point
both outwards and inwards, hence aqueous fluids can be encapsulated. Each type of
carrier can be modified to protect it from uptake by the reticuloendothelial system, and
hence increase circulation time. This is achieved by PEGylation, the coating of carriers
with polyethylene glycol (PEG), or the use of PEG lipids [13,20].

The most basic method of targeting using nanocarriers takes advantage of the particular
nature of the vasculature and other conditions in the “tumour microenvironment”. Vessels
within tumours exhibit a structure with gaps, or “fenestrae” in the endothelium through
which particles greater than 200 nm can pass [20]. This is known as extravasation.
Lymphatic drainage in tumours is also reduced, meaning that particles are not flushed out
quickly. The phenomenon of nanoparticles preferentially gathering and remaining in

tumours is known as the enhanced permeation and retention (EPR) effect [13,16,20].

The release mechanism of drug molecules from nanocarriers depends on the materials
and structure employed. In the case of polymeric nanoparticles, release rates are
governed by desorption of surface-bound drug molecules, diffusion through the polymer
matrix or nanocapsule wall, erosion of the polymer matrix, or a combination of these
effects [21]. For solid particles an “immediate release phase” occurs upon injection,
attributable to the dissolution of the portion of drug bound to the surface, followed by a
more gradual release over time. This initial burst is undesirable in targeted delivery, as it

may result in drug molecules interacting with non-target tissue. In the case of



2.1 — Targeted drug delivery
nanocapsules, drug release is driven by partition coefficient (the ratio of concentrations

between the nanocapsule core and surrounding fluid), with resistance from the polymer
shell depending on molecular mass of the polymer. Nanoemulsions of liquid encapsulated
in layers of silica nanoparticles can be manipulated to optimise drug release properties
[22]. These layers can have the effect of either enhancing or retarding release depending
on nanoparticle characteristics and drug loading concentration. Barzegar-Jalali et al [23]
reviewed the literature to obtain half-life (ts0e) values for a range of formulations consisting
of various drugs loaded onto various types of nanoparticle. This value represents the time
taken for half of the quantity of drug to be removed from the bloodstream. The half-life of
common anticancer drug doxorubicin loaded onto nanoparticles formed from ambiphilic
heparin-deoxycholic acid conjugate ranges from 4 to 35.7 hours, whilst synthetic polymers

are able to sustain release over a period of several weeks [24].

The use of the EPR effect, as described above, in drug delivery is known as passive
targeting, as opposed to active targeting using chemical alterations to the carriers or
external forces [13]. One major drawback of this strategy is that other parts of the body can
exhibit similar retention behaviour to that observed in tumour tissue, resulting in
accumulation of over 95% of administered drug-loaded carriers in the liver, spleen and
lungs. In addition, evidence has shown that nanoparticles can present systemic dangers
greater than larger carriers such as microbubbles, due to their ability to cross the cell
membrane, potentially causing harm to non-target cells [25]. This is one reason other

types of carrier are under investigation.

Active targeting generally means biological targeting involving the use of ligand-receptor
interactions to locate carriers adjacent to target cells [13,20]. Ligands on the carrier surface
bind to receptors on target cells, which can be overexpressed on cancer cells in particular.
However these interactions occur only at distances of less than 0.5 nm, meaning that
targeting still depends on blood circulation and extravasation [13]. Hence active (biological)
targeting does not increase the likelihood of a given carrier encountering a target cell [16].
The fact remains that only a small minority of carriers, and hence a small proportion of the
administered drug dose, reaches the target tissue. For this reason, the use of external

forces to release the drug molecules at the target site is now being investigated.

Micelles are a suitable candidate for externally-driven release. These structures, formed
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either from lipids or ambiphilic block copolymers, can be internalised by cells before

releasing their drug payload, or can accelerate the transmission of drug molecules through
cell membranes while the micelle material itself remains outwith [26]. pH-triggered release
is possible with the correct formulation, due to the acidic nature of the extracellular region
in tumours [27,28]. However micelles can also undergo externally-triggered release driven
by ultrasound [29,30] or light [27,31,32]. Similarly, drug release from liposomes can be
triggered by ultrasound [33,34], light [35,36], heat [37,38], magnetic field [39], enzyme
activity [40], pH [41] or chemical stimuli such as glucose [42], as well as being suitable for

sustained release [43].

Any application of external forces must be non-invasive and safe, hence ultrasound is a
preferred medium as its safety has been demonstrated and quantified over many years.
Furthermore it is capable of penetrating more deeply into tissue than stimuli such as light.
Microbubbles have been proposed as potential carriers as they are highly responsive to
ultrasound and offer the benefit of contrast enhancement, allowing the visualisation of their
location and destruction. Furthermore, there is the potential for combining microbubbles
with other carriers, conjugating liposomes or nanoparticles onto the microbubble shell to

allow controlled release at the target site, magnetic guidance or other functions.

2.1.2 — Microbubbles as ultrasound contrast agents

In 1968, Gramiak and Shah [44] reported transient contrast enhancement in left ventricle
sonography resulting from injection of saline via a catheter. Small bubbles were forming at
the catheter tip and reflecting the applied ultrasound. In the decades since, microbubbles
have been developed as contrast agents for diagnostic ultrasound, with the first, Echovist,
becoming commercially available in the early 1990s [2]. Diagnostic ultrasound works by
exploiting the reflection of ultrasonic energy at boundaries between materials of differing
acoustic impedance. The time delay between the emission of a pulse from the transducer,
and detection of the reflected energy, can be used to derive the distance of the boundary
from the transducer. A picture of the internal structure of the body being imaged can then
be built up. Microbubbles have high echogenicity due to their compressibility and tendency
to oscillate under ultrasonic excitation. This results in a diagnostic ultrasound transducer
picking up much greater levels of reflected ultrasonic energy from areas containing
microbubbles, allowing easy visualisation of the position, shape and functioning of

vasculature. Microbubbles exhibit a unique type of behaviour under ultrasound of sufficient
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intensity, which can be used to distinguish them from other structures. They have a

tendency to expand more easily than they contract, leading to a non-linear oscillation,
resulting in reflected energy containing multiples, or harmonics, of the initial applied
frequency [4,45-47]. These frequencies can be isolated using a filter, to precisely identify
microbubble-containing areas in the image. Some body tissue can also produce
harmonics, however lipid-shelled microbubbles exhibit non-linear behaviour at lower
ultrasound intensities than tissue. Modern microbubbles are available in a variety of
compositions, with lipid, protein and polymer shells and air, perfluorocarbon and sulphur

hexafluoride cores [4].

2.1.3 — Sonoporation using microbubbles

Studies in the late 1980s and early 1990s revealed that cells in the presence of
ultrasonically-excited microbubbles could undergo an increase in the permeability of the
cell membrane not resulting in cell death [48]. This led to the proposition that such
excitation of microbubbles could be used as a method of targeting delivery of drugs or
genes to cells in a specific region of the body. Therapeutic molecules unable to pass
through normal cell membranes could be introduced to cells in the target region by
focusing ultrasound on that region following an injection of microbubbles [49,50]. This is an
attractive prospect as many current pharmacological treatments have serious side-effects
as a result of the active molecules affecting cells throughout the body — a well-known
example being chemotherapy drugs used to treat cancer. Microbubble-based drug delivery
would be non-invasive, and the use of ultrasound and microbubbles in medicine is well-

established and safe.

The temporary permeabilisation of the cell membrane is called sonoporation. The precise
mechanism which causes this effect is subject to debate, however the mechanism
responsible must create stresses in the cell membrane sufficient to bring about rupture. It
has been reported that the threshold area strain value for sonoporation is 3%,
corresponding to a maximum stress value of 3 kPa. However Mo et al [51] report a

threshold shear stress of 697 Pa in H22 cells, a mouse liver cancer cell line.

Theories regarding the mechanism responsible for poration include stretching of the cell
membrane by the expansion and contraction of an adjacent microbubble [52] (Fig.

2.1A&B), “microstreaming” of the surrounding fluid during this oscillation [53,54] (Fig.
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2.1D), “jetting”, whereby when a microbubble collapses, a jet of fluid passes through its

centre and impinges on the surface of the cell [55] (Fig. 2.1C), and translation of the

microbubble through the cell membrane [56] (Fig. 2.1E).

©

Image removed due to copyright restrictions

Fig. 2.1 - Proposed mechanisms of sonoporation. A&B: Expansion and contraction of a microbubble
stretches the adjacent cell membrane to the point of rupture. C: At high pressure amplitudes a
microbubble collapses asymmetrically, causing a jet of liquid to impinge upon the cell membrane. D:
Microstreaming of liquid surrounding an oscillating microbubble exerts shear stress on the cell
membrane. E: acoustic radiation forces propel a microbubble through the cell membrane. From
Delalande et al [57].

In the expansion/contraction mechanism, microbubble oscillation leads to positive pressure
on the cell membrane during the expansion phase and negative pressure during the

contraction phase [58]. This results in the pushing and pulling of the cell membrane,
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causing stresses which lead to disruption. However the microbubble must be very close, or

attached to the cell in order to bring about this deformation [49].

The phenomenon known as microstreaming occurs when the expansion and contraction of
an ultrasonically-excited microbubble causes motion of the surrounding fluid. This flow
exerts shear stress upon adjacent cell membranes, leading to poration. This process
occurs at relatively low acoustic pressures, preserving cell viability. Novell et al [53] used a
numerical model to predict microstreaming velocities. It was found that at an excitation
frequency of 2.87 MHz and acoustic pressure amplitude of 50 kPa, the maximum
streaming velocity was found to occur around a bubble of diameter 2.5 um, the velocity
value being 4 mm/s. Using the same parameters, the maximum shear stress was found to
be caused by a bubble of diameter 2.4 ym, the shear stress value being 19 Pa. Collis et al
[54] studied larger bubbles using a micro-particle image velocimetry (micro-PIV) technique,
concluding that absolute shear stress values, while influential, are less important than
surface divergence, the geometric distribution of shear stresses leading to stretching or
compression of the cell membrane. It was also found that microstreaming patterns are
important in determining divergence values, with non-linear oscillations leading to different
patterns. This is relevant since constraint of a bubble within a blood vessel can lead to

such non-linear oscillation.

These less violent mechanisms are able to porate cell membranes temporarily, without
causing cell death. Zhou et al [59] studied the effects on frog oocyte cells of Definity
microbubbles excited at a frequency of 1.075 MHz, and acoustic pressure amplitude of 0.3
Mpa. Pore sizes were derived from transmembrane current — mean diameter was recorded
as 110 nm, with a standard deviation of 40 nm. Mehier-Humbert et al [60] reported pore
sizes between 50 and 75 nm, measured by scanning electron microscopy. Pores
generated in this way were temporary, and the majority of pores were re-sealed within 5
seconds of ultrasound termination. Zhao et al [61] demonstrated the generation of pores
with a maximum mean diameter of 2-3 ym with some pores as large as 3-5 ym and a
resulting cell viability of 74-76%. In the study by van Wamel et al [49], cell uptake of dye
resulting from sonoporation lasted for a few minutes, indicating that permeabilisation was

again temporary.

At higher acoustic pressures, more violent inertial cavitation occurs, characterised by the
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jetting mechanism (Fig. 2.1(D)). The expansion and contraction of the microbubble

becomes more violent, and an adjacent surface, for example a cell membrane, causes
collapse to occur asymmetrically. The part of the microbubble furthest from the surface
collapses through the centre of the gas core (Fig. 2.2(B)), causing a jet of the surrounding
liquid to strike the cell membrane at high velocity — Prentice et al [55] report a minimum
value of 5.5 m/s. It is reported that this jet punctures the cell membrane to create a pore
approximately 16 um in diameter in the case of a 4 ym bubble. However this mechanism
can be destructive enough to cause permanent, irreversible poration with the pore
extending through the entire thickness of a cell to the underlying substrate, leading to cell
death [55]. Under certain inertial conditions a phenomenon known as “sonic cracking” can
also take place, whereby during the expansion phase the microbubble shell ruptures, the
gas core is ejected away from the adjacent surface, and the remaining shell material is
propelled towards the surface [55]. This may also be a mechanism for sonoporation, and if
drug molecules were incorporated into the shell material, then they may be forced into the

cell itself.

Translation of a whole microbubble through the cell membrane has been reported by
Delalande at al [56,57]. It is proposed that this occurs due to acoustic radiation forces
pushing the bubble against the cell with sufficient force to penetrate the membrane. This
means of sonoporation has the advantage that practically all of the drug contained in or
attached to the microbubble is introduced into the cell. Bose et al [62] used a microfluidic
setup to study the effects on cell membranes of microbubble clusters formed when Optison
contrast agent was exposed to an ultrasonic standing wave. It was found that propidium
iodide uptake began to occur after 4 minutes of ultrasound exposure, implying a possible
time-dependent mechanism of permeabilisation, analogous to fatigue failure in macro-

scale solids.

Clearly, while a number of mechanisms have been suggested, there is no clear consensus
on the dominant mechanism responsible for sonoporation in vivo. What is known is that a
microbubble must be adjacent to a cell in order to cause sonoporation, and that the
frequency of the applied ultrasound must match the resonant frequency of the
microbubble. Resonant frequency is strongly related to microbubble diameter [63,64], thus
a method of microbubble generation is required which allows close control over the size of

the microbubbles produced, with narrow size distribution.
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Fig. 2.2 — Prentice et al [55] demonstrated sonoporation of cells using optically-trapped
microbubbles. (a): a microbubble (black arrow) is trapped close to a cell. (b): fluid moves through
the bubble towards the cell membrane. (c) and (d): AFM images of resulting pores in cell

membranes. (e) and (f): topographical cross-sections corresponding to (c) and (d) respectively.

When a drug is injected along with microbubbles, and ultrasound applied, studies have
shown that there is an increase in drug uptake by cells in comparison with the same drug
in the absence of bubbles [65]. Drug uptake can be maximised by incorporating the drug
into the bubbles themselves so that it is close to the point of sonoporation, and could even

be injected into the cells by the “jetting” phenomenon.

Another potential application of microbubbles interacting with ultrasound is in delivering
therapeutic molecules to the brain. This is a particular challenge due to the existence of
the “blood-brain barrier” (BBB), which restricts the movement of molecules from the

bloodstream to the central nervous system [66,67], preventing influx of toxins and
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protecting the brain from nutrient fluctuations in the blood, maintaining stability in the

central nervous system [68]. This barrier consists of a structure of endothelial cells upon a
basement membrane coating the walls of capillaries supplying blood to the central nervous
system [66,68-70]. Astrocytes and pericytes also play a role in BBB function. The BBB
differs from capillary walls elsewhere in the body in that there are tight junctions between
individual cells, few fenestrations (gaps), an enzymatic barrier which metabolises drugs
and nutrients, and a large number of mitochondria to facilitate nutrient uptake. This
structure therefore prevents the transmission of many foreign molecules to the brain, whilst
allowing vital nutrients to be absorbed. Exactly which molecules are capable of crossing
the BBB depends on molecule size and flexibility, as well as factors such as lipophilicity,
amino acid composition, affinity for efflux and carrier mechanisms, hydrogen bonding
potential and a variety of local cellular and systemic conditions. Tight junctions restrict the
flow of hydrophilic molecules [69], while some small lipophilic molecules can diffuse across
the cell membranes. Nutrients such as glucose and amino acids can cross the barrier via
transporters while larger molecules (having polar surface area greater than 80 A? or
molecular weight greater than approximately 450 Da [68]) depend on receptor- or
adsorptive-mediated endocytosis. It is possible to chemically increase the lipophilicity of
certain drugs in order to facilitate trans-membrane diffusion [70], or to modify molecules to
take advantage of carrier or transport mechanisms. However these strategies can have a
negative effect on drug efficacy, and the fact remains that 98% of small molecules are
unable to cross the BBB and virtually no manufactured therapeutic large molecules do so
[71].

There are means of bypassing the BBB, for example by transcranial delivery [72]. This is a
process involving drilling a hole in the skull before introducing drugs by forced injection,
slow convection via a catheter, or release from an implant. These methods are prohibitively
invasive, and in any case diffusion of drug is slow and restricted to the area surrounding
the injection point. Transnasal delivery [71,72] involves the administration of drugs into the
submucous space of the nose, before entering the cerebrospinal fluid via the arachnoid
membrane. However this membrane has similar properties to the BBB, therefore

presenting many of the same obstacles.

It is therefore necessary to develop a method of temporarily opening this barrier in order to

deliver certain therapeutic molecules which are normally excluded. Some chemical means
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of BBB disruption have been reported, including hypertonic solutions such as mannitol [71]

or arabinose [70], which shrink the endothelial cells, separating the tight junctions; solvents
such as ethanol and dimethylsulphoxide; and surfactants including sodium dodecyl
sulphate (SDS) or Tween 80 [71]. Freund's adjuvant, a solution designed to modulate
immune response, has also been shown to open the BBB, via an inflammatory
mechanism. The problem with chemical methods of BBB opening is that the barrier is
opened throughout the brain [72], and in cases where the therapeutic agent is intended

only for a specific region, this is clearly undesirable.

Potential means of BBB disruption also include the use of physical stimuli, and these can
be non-invasive and region specific. Results from MRI exposure have been inconsistent,
whilst the use of microwave energy depends upon thermal effects which can lead to the
risk of infection [73]. Pulsed electromagnetic fields have shown promise in this area,
however the physical stimulus which has been studied the most is ultrasound. It has been
demonstrated that focused ultrasound can temporarily open the BBB, and this may be
focused only on the region of interest, leaving the rest of the central nervous system
unaffected. Mesiwala et al [74] demonstrated the use of high-intensity focused ultrasound
(HIFU) to selectively disrupt the BBB without causing tissue damage. The closed barrier
was restored after 72 hours. Similarly, McDannold et al [75] showed that this effect could
be achieved without signs of inertial cavitation, which could cause permanent damage. It
has also been demonstrated in a rabbit model [76] that this can occur at a frequency of
0.69MHz, low enough for focused trans-skull sonication. However it has proved difficult to
establish precise parameters which consistently ensure such damage-free disruption [77].
This can be achieved through the addition of microbubbles, which reduces the required
ultrasound intensity, ensuring that bioeffects are restricted to the vasculature, thus
reducing any risk of tissue damage. Routes through the BBB following microbubble and
ultrasound exposure at non-inertial intensities include transcytosis, fenestration, channel
opening and tight junction opening [78]. Shang et al [79] reported that ultrasonically-
excited microbubbles reduce the levels of tight-junction-related proteins, leading to
increased permeability of the blood-tumour barrier in the brain. Although the physical
mechanism causing this has yet to be definitively established, it has been proposed that
shear stresses resulting from microstreaming play a role [77], with radiation forces also
potentially opening mechano-sensitive ion channels. These radiation forces also ensure

that microbubbles come into contact with the capillary walls, facilitating microstreaming
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effects and leading to non-linear oscillations due to the constraints of the wall, which have

been shown to be important in achieving non-inertial BBB disruption [80]. In the same
study, it was also implied that non-inertial cavitation is sufficient for BBB disruption using
larger microbubbles, in the 4-8 ym range, but inertial cavitation is required in the case of

smaller (1-2 ym) bubbles.

Taking advantage of these effects, drug-loaded microbubbles may be used to deliver drugs
directly to the brain, simultaneously opening the BBB when ultrasound is applied. Ting et al
[81] demonstrated this in the treatment of brain tumours in rats, resulting in a significant
reduction in tumour size compared with simple administration of the drug, and reduction of

drug accumulation in the liver.

Outside of the brain, one drawback of using contrast agent-sized microbubbles as drug
carriers is the difficulty in penetrating the vascular endothelium to reach the tumour cells
themselves. Contrast agent microbubbles have a mean diameter of between 1 and 7 pm,
whilst the fenestrae in tumour vasculature reach a maximum width of 700 nm [82].
Rapoport et al [83] described the use of nanoemulsions of perfluoropentane to solve this
problem. Upon injection, each nanodroplet has a diameter of below 600 nm, small enough
to pass through the fenestrae. Perfluoropentane has a vapourisation temperature of 29°C
at atmospheric pressure, but the Laplace overpressure caused by surface tension
(described in section 2.1.3.2) raises this to above body temperature (81.3°C for a 500 nm
droplet), allowing the nanodroplets to remain small. Once extravasation has taken place,
the application of ultrasound brings about vapourisation of the perfluoropentane and the
nanodroplets become larger gas microbubbles within the tumour tissue itself. This
phenomenon is known as “acoustic droplet vapourisation” (ADV). The mechanism leading
to ADV is yet to be established, however it is thought to be a result of a reduction in the
boiling point of perfluoropentane at the low pressures associated with the rarefactional
phase of the ultrasound wave. ADV has been shown to occur below the threshold for
acoustic cavitation, suggesting that cavitation is not a dominant factor in the process [84].
Kripfgans et al [85] demonstrated the vapourisation of dodecafluoropentane droplets in
whole blood through 2 cm of attenuating material, suggesting the viability of droplet
vapourisation in vivo. In vivo studies in mouse models have been carried out, including the
use of doxorubicin which showed a significant uptake to tumour cells, confirming the
potential of this method [86-88].
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In terms of drug loading of micron-sized bubbles, there are three options available:
incorporating drug molecules into the stabilising shell material [89,90], binding drug-loaded
liposomes or other nano-carriers on the outside of the shell [91,92], or encapsulating the
drug inside each bubble [93]. Drug incorporated within the shell itself can be released into
the bloodstream immediately on injection, before any sonication takes place [89,90], which
must be avoided. The use of liposomes released by a burst of ultrasound would allow
penetration of the endothelium and delivery direct to the tumour cells. On the other hand,

liquid drug encapsulation provides a greater drug-carrying capacity [93].

2.1.4 — Necessary characteristics of microbubbles for drug delivery

There are certain characteristics which are essential for therapeutic microbubbles.
However, as indicated above, a number of strategies and designs can be used to achieve
delivery depending on the condition, tissue or region being treated. As a result, the desired
characteristics of microbubbles to be used can vary widely, hence a versatile method of
production is necessary. Size, chemical composition, mechanical properties etc. can then

be tailored to suit the application.

2.1.4.1 - Size of microbubbles

First and foremost, the size of microbubbles for any medical use is limited by the size of
the capillaries through which they must pass [45]. Larger microbubbles may block the
capillaries, usually in the lungs, leading to tissue damage, inflammatory response, and
blood clotting [94]. Additionally, microbubbles must pass through the lung capillaries
undamaged in order to survive in the circulation long enough to be useful diagnostically or
therapeutically. An upper limit of 7 microns must therefore be imposed on microbubble
populations. Secondly, as described in (2.1.2) above, the resonant frequency of
microbubbles must match as closely as possible the applied ultrasound frequency. There
are a number of different models for oscillating bubbles in a time-dependent pressure field,
the simplest of these assuming free, unencapsulated bubbles. The Rayleigh-Plesset
equation assumes spherically-symmetric, radial oscillations and incompressible liquid, and
is based on the Navier-Stokes equations. Minnaert [65] first derived from this a relationship
for the resonant frequency of a gas bubble in low-viscosity liquid. This derivation neglects
surface tension and assumes an adiabatic equation of state in the core gas, yielding the

expression:
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where f is the resonant frequency, R is the bubble radius, k is the polytropic coefficient, P is
the ambient pressure and p, is liquid density. Note that resonant frequency is therefore
inversely proportional to radius. More sophisticated models have since been derived to
take account of the effects of liquid compressibility [95] and viscosity [96], shell stiffness
[97,98], confinement in narrow capillaries [77,99-101] and non-linear effects at high
pressure amplitudes [102-104], and these parameters can all have a significant effect on
microbubble resonance. However the inverse relationship between resonant frequency
and microbubble diameter remains. It then follows that in order to stimulate resonant
behaviour with an ultrasound pulse of given frequency, a narrow size distribution with
closely controllable size is required. For example, microbubbles between 1 and 7 ym in
diameter display resonant behaviour at frequencies between 2 and 15 MHz [45,63,105].
That this is a similar range to that used by diagnostic ultrasound scanners, is a fortunate
coincidence without which microbubble contrast agents would never have come into
existence. In the case of contrast agents, some polydispersity can be tolerated [46],
however for effective drug delivery a monodisperse size distribution is required, to ensure

effective delivery of the drug payload.

2.1.4.2 — Concentration and stability

Microbubble concentration is an important parameter for drug delivery applications. In-vitro
studies have shown that drug uptake is strongly dependent on this parameter [106]. Tests
using Optison at concentrations of between 0 and 230 bubbles per cell established that
non-lethal sonoporation increases with microbubble concentration [106]. However cell
death also increased. A balance must therefore be struck between successful drug delivery
and excessive cell death. In-vivo studies [107] have been conducted in which
microbubbles were injected directly into muscle tissue, avoiding the need for circulation
and extravasation. These studies were able to achieve gene delivery using a 2% dilution of
Optison, originally containing 5-8 x 108 microbubbles per ml. However the optimal level in-
vitro, or injected directly to the target tissue, does not correspond to the same number of
microbubbles delivered intravenously. Targeting methods and other design considerations
affect the number of microbubbles reaching the target cells in an in-vivo situation, and
there is a lack of data in the literature regarding the number of microbubbles injected per
target cell required for drug delivery. Commercially-available contrast agents typically have

a concentration of billions of microbubbles per ml [108], corresponding to around 1-10
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billion microbubbles injected per scan [109], although Klibanov et al [110] were able to

obtain contrast with as few as 20 microbubbles per ml of blood. It is clear that the number
of drug-loaded microbubbles injected per treatment will have a significant impact on the
efficacy of treatment, therefore a microbubble manufacturing method must be capable of

producing suspensions with sufficient concentration, of at least millions per ml.

As described in 2.1.3.1 above, microbubbles below 7 ym in diameter are able to pass
through the capillary bed undamaged, and thus have the potential to remain intact in
circulation for prolonged periods. However very small bubbles in liquid are inherently
unstable. Microbubbles for ultrasound contrast or drug delivery must be engineered in
order to ensure they survive long enough to carry out their function [111]. Core gas
diffusivity, shell permeability, elasticity and surface tension all play a role in microbubble
stability [112]. As described in section 2.1.1, microbubbles for use as contrast agents have
been developed over the years to optimise stability in circulation, with modern formulations
surviving for up to ten minutes in the bloodstream [4]. Although the original discovery of
ultrasound contrast occurred with air bubbles, these have a very short lifespan due to the
high diffusivity of air in water. When the air pressure in the microbubble exceeds the partial
pressure of air dissolved in the surrounding liquid, diffusion occurs at a rate depending on
the pressure difference, diffusivity and permeability of any surrounding membrane. Micron-
sized, unencapsulated air bubbles in pure water diffuse completely in 30 milliseconds
[113]. Gases having larger molecular size exhibit lower diffusivity in liquid [113,114] and
therefore using these in microbubbles results in greater stability. This was confirmed by
Kalbanov et al [115] who tested microbubbles with a variety of core gas compositions, in
rabbit and pig in-vivo models. Modern, commercially available ultrasound contrast agents
use perfluorocarbons such as perfluorobutane (CsF1), or sulphur hexafluoride (SFe).
Gases in microbubbles tend to diffuse out very quickly due to raised pressure. This is a
phenomenon caused by surface tension, and is known as Laplace pressure. The pressure
difference between the gas in a bubble and its surroundings are directly proportional to the
surface tension, and inversely proportional to the radius of curvature of the surface. For
microbubbles this radius of curvature is necessarily very small, resulting in high pressures
which accelerate gas diffusion, becoming greater as the bubble gets smaller. This
phenomenon was investigated in 1950 by Epstein and Plesset [116]. For bubbles of a
given radius, the only way to reduce the Laplace pressure is therefore to reduce surface

tension. This can be achieved by incorporating a surfactant into the shell material. PEG
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surfactants are commonly used, with the additional advantage of helping prevent uptake

and removal by the reticuloendothelial system as described in 2.1.1 above.

Gases can not only diffuse out of microbubbles into surrounding fluid, but also from the
surrounding fluid into the bubbles. When the partial pressure of a gas dissolved in the
liquid exceeds that inside the bubble, inward diffusion will occur. In the case of dissolved
air, inward diffusion will take place at a greater rate than that of high-density core gas
outward, due to the higher diffusivity of air. This results in an initial growth phase of the
microbubble, until the partial pressure of air in the microbubble matches that outside. The
initial core gas then continues to diffuse outward and the bubble gradually reduces in size.
Similarly, as the core gas diffuses out of a particularly small microbubble, driven by high
Laplace pressure, the concentration of this gas in the nearby liquid increases, creating a
locally-supersaturated zone [117]. This then results in diffusion of core gas into adjacent
larger bubbles due to their lower internal pressure, and thus larger bubbles grow at the

expense of smaller ones. This is known as Ostwald ripening.

Dissolution rate of microbubbles was found by Sarkar et al [113] to be inversely
proportional to shell permeability. It was also found that shell permeability was relatively
more important than diffusivity in liquid in terms of microbubble stability. Various shell
materials are used in ultrasound contrast agents, including lipids, proteins and polymers
[4]. Lipid-shelled microbubbles have been shown to reach a point of zero surface tension
after shrinkage to a point where the lipid monolayer is sufficiently compressed, resulting in
long-term stability [118], dependent on precise lipid concentration, addition of surfactant
and gas properties. Stability is also improved with the use of lipids with longer acyl chain
length [109]. Harder polymer and protein-based shells, meanwhile, are capable of
enhancing stability significantly, but come with their own drawbacks relating to behaviour
under ultrasound, as discussed below. Long-term stability can also be achieved by
modifying the saturation of gases in the surrounding liquid. When the saturation level is
above a certain limit, microbubbles shrink to a non-zero equlibrium diameter [119]. The
necessary level of saturation is governed by a property of the shell material called
interfacial dilatational elasticity which is the equivalent of elastic modulus for the interfacial

layer of molecules under in-plane biaxial tension.
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2.1 — Targeted drug delivery
2.1.4.3 — Microbubble shell and core properties

The physical properties of microbubbles can also have a great effect on their behaviour
under ultrasound. The shell material in particular has a great influence on this, influencing
resonance, non-linear behaviour and bubble destruction. Microbubble shell materials can
be categorised as hard or soft [46]. Lipid shells are categorised as soft, and exhibit
flexibility and resonance at low ultrasound intensities, while maintaining their integrity. Lipid
monolayers stretch out, the molecules separating, during the expansion phase, and buckle
during contraction when the minimum diameter is less than that in which the molecules are
fully packed. Core gas can diffuse out during oscillations, reducing the resting diameter.
The various lipid-based compositions exhibit similar behaviour. Hard-shelled protein-based
microbubbles, however, vary significantly in terms of acoustical properties. Non-linear
behaviour exists at acoustic pressures in the case of Albunex and Optison, but only above
a threshold pressure for Quantison, biSphere and Sonovist [46]. Hard-shelled
microbubbles can crack under ultrasonic excitation and release the gas core, which then
oscillates independently of the shell, providing a mechanism for accelerated gas diffusion.
However Grishenkov et al [120] reported that polymer-shelled microbubbles have a higher
acoustic pressure destruction threshold than lipid-shelled microbubbles. Meanwhile, the
gas composition is primarily intended to maximise stability, however the use of high-
molecular weight core gas not only improves stability but also results in greater contrast

enhancement than air in ultrasound imaging (Fig.2.3)[121].

Microbubble physical properties also have an effect on the mechanism of drug delivery
itself. As noted above, resonant frequency of the microbubble is vital, and this property,
and hence the cavitation threshold, is dependent on shell elasticity [122]. Lipid-shelled
microbubbles exhibit more elastic oscillatory behaviour than polymer or protein-shelled
microbubbles, which collapse by “sonic cracking”, whereby the core gas is violently
ejected, damaging surrounding tissue [122]. Furthermore, Delalande et al [57] noted a
phenomenon whereby clusters of soft-shelled microbubbles were attracted to cells when
subjected to ultrasound. Hard-shelled microbubbles did not display the same behaviour,

therefore this may represent a therapeutic benefit arising from the use of lipid shells.
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Fig. 2.3 - In vivo dose-response curves for microbubbles with two different shell compositions (a &

b) filled with air (-0-), C4F 10 (-*-) and SFs (—). From Forsberg et al [121].
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2.1 — Targeted drug delivery

2.1.4.4 - Functional design

An important consideration in the design of microbubbles and systems for their production,
is that of the encapsulation or attachment of functional particles and molecules. As
described in section 2.1.2, for drug delivery, there are a number of options for the carrying
of drug molecules. Eisenbrey et al [89] incorporated molecules of doxorubicin, a common
chemotherapeutic drug, into the shell material of poly lactic acid microbubbles, achieving
drug loading of up to 24.1 mg per gram of poly lactic acid. However significant release of
doxorubicin into the surrounding fluid was recorded; release into the bloodstream prior to
reaching the target tissue is to be avoided. Kheirolomoom et al [91] reported binding of
liposomes onto microbubbles in order to take advantage of the superior echogenicity of
microbubbles as well as the smaller liposomes' ability to extravasate once released.
Kooiman et al [93] developed microbubbles using the core as a reservoir for an oil-based
drug. It was confirmed that the drug is ejected upon stimulation by ultrasound of sufficient

acoustic pressure. This configuration results in a high capacity for drug loading.

Other functional particles can be attached to microbubbles to serve a variety of purposes.
Microbubbles can be combined with the acoustic targeting method of ligands used in
nanoparticle-based drug delivery [124]. Magnetic nanoparticles can be incorporated into
the shell to create a dual-modality magnetic resonance (MRI) and ultrasound contrast
agent [125-128]. In this case, drug delivery can be monitored in real time using MRI. Iron
oxide [125-127] and gadolinium [128] nanoparticles have been studied and shown to

enhance MRI contrast.

With so many different potential designs for microbubbles, any production method must be

versatile enough to allow tailoring of the product to suit the application.

2.2 - Microbubble production methods

Microbubble contrast agents are produced using mechanical agitation or sonication. These
techniques are a simple way of producing large numbers of bubbles, however size
distribution is very broad. There are a number of techniques which can be used in the
laboratory to produce monodisperse populations of microbubbles, primarily using

microfluidic devices as well as a few other innovative approaches.
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2.2.1 — Microfluidic production methods

Microfluidic devices are systems of narrow channels through which fluids flow. In the case
of microbubble generating devices, liquid and gas are introduced and multiphase flow
takes place to produce microbubbles. These systems are generally fabricated either by
etching channels into polymer blocks, typically glass or poly(dimethyl siloxane) (PDMS)

[129], or by connecting capillaries.

2.2.1.1 — Multiphase flow in microfluidic devices

The behaviour of two or more immiscible fluids coflowing in microfluidic devices is
governed by interfacial, viscous and inertial forces [130]. The balance of these forces
determines the resulting flow regime. Pinch off time, in other words the length of time for a
portion of the dispersed fluid to be broken off from the bulk flow, is a crucial parameter in
determining the resulting droplet or bubble size, and is dependent on this balance of forces
[131-133].

In flow-focusing devices, for example (described in section 2.2.1.2), a transition from a
“dripping” regime to a “jetting” regime occurs at a Weber number around 1 [134],
corresponding to a transition from monodisperse to polydisperse droplet production when
inertial forces begin to dominate over interfacial forces. The Weber number is one of three
important dimensionless numbers which describe the relationships between the forces and

predict the nature of the flow.

The Reynolds number (Re) is well known, being proportional to the ratio of velocity to
viscosity, hence it is a measurement of the relative importance of inertial and viscous
forces. Microfluidic devices usually operate in low-Reynolds number regimes, hence the

flow is laminar (viscous forces dominating over inertial) [130,135].

The capillary number (Ca) is defined as the ratio of viscosity to interfacial tension,

multiplied by a characteristic velocity.

Ca=2V 22
Where y is viscosity, V is velocity of the continuous phase and o is interfacial tension. This
value is therefore a measurement of the relative importance of viscous and interfacial
forces. The viscosity of the surrounding fluid tends to cause a jet of a second fluid to break

apart, however interfacial tension acts to minimise surface energy by maintaining the
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2.2 - Microbubble production methods
continuity of the jet. The capillary number representing the relative influence of these

opposing forces governs many multi-phase microfluidic processes.

The Weber number (We) relates inertial and interfacial forces, and is defined as the
product of density, the square of velocity and a characteristic length, divided by interfacial

tension.

2
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We="—5 2.3

Where p is density, V is fluid velocity, L is characteristic length, generally the jet diameter,

and o is interfacial tension.

Flows in microchannels are independent of gravitational forces as the channel widths are
well below the capillary length. Surface forces are particularly important [135], and depend
not only on the properties of the fluids but also on those of the channel walls. These solid

surfaces can be modified by coating [130] or patterning to modify wettability.

Tice et al [136] studied the breakup into droplets of liquids of varying viscosity, in
immiscible carrier liquids of varying viscosity. A T-junction type device was utilised, as
described in detail in section 2.2.1.2 below. It was found that the capillary number, Ca, can
be used to predict the breakup mechanism: when the two liquids have matching
viscosities, breakup occurs close to the junction in the case of Ca values below 0.01, and
further down the exit channel in the case of higher Ca values. This is explained by using
the ratio of surface tension to viscosity as an expression of “interface velocity”, that is the
velocity at which an interface can move due to the influence of surface tension for a given

velocity. Breakup occurs most readily when the flow velocity is much lower than this ratio.

Eggers [137] carried out studies on the breakup of cylindrical fluid jets. It had been noted
by Savart [138] in 1833 that breakup was initiated by the growth of periodic perturbations
in the radius of the flow. Plateau in 1849 [139] found that these perturbations were caused
by interfacial tension between the air and liquid phases. Lord Rayleigh in 1878 [140]
further developed the theory of what was to become known as the Rayleigh-Plateau
instability, describing the time scale of breakup in terms of jet radius, density and interfacial
tension . The studies by Eggers [137] confirmed that the wavelength of perturbations is
directly proportional to jet diameter, and hence final droplet size depends on initial jet

diameter. Much work in pursuit of small droplets and bubbles therefore concentrates on the
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2.2 - Microbubble production methods
minimising of jet diameter.

Ganan-Calvo et al studied the break-up of compound, high-viscosity liquid-in-liquid jets
under laminar conditions, achieving a minimum droplet diameter of 600 nm [141]. However
generating gas microbubbles using this method would represent a significant further
challenge due to the tendency for internally encapsulated gas to escape to the
surroundings, as this would represent a minimisation of surface energy by formation of
simple liquid droplets. Previous studies on gas-in-liquid jets identified the role of “varicose”
and “para-sinuous” modes of break-up, governed by absolute and convective instabilities
which were crucial in achieving encapsulation of the gas [142,143]. In the varicose mode,
instabilities on the inner and outer interfaces are out of phase, causing variation in the
thickness of the liquid annulus. Breakup occurs at the point of minimum thickness, leading
to escape of the inner gas. Successful encapsulation is achieved when breakup occurs in
a regime characterised by convective instability of the para-sinuous mode [143], in which
instabilities are in-phase and the thickness of the liquid annulus is constant. Additionally,
absolute instabilities lead to propagation of disturbances upstream along the jet as well as
downstream, which prevents proper encapsulation, therefore breakup must take place in
the convective instability regime. The inner and outer Weber numbers are important here;
whilst an increase in outer Weber number is desirable in order to reduce jet diameter,
when the difference between the two Weber numbers becomes too large, encapsulation is

compromised [144]. Hence, a balance must be struck to achieve the optimum flow regime.

2.2.1.2 — Microfluidic devices for microbubble generation
There are two main types of microfluidic device for the production of microbubble
suspensions: T-junctions and flow-focusing devices. Fu [146] reviewed bubble formation in

microfluidic devices and this review is referred to throughout this section.

A T-junction device consists of two channels or capillaries meeting at right angles to form a
“T” shape (Fig.2.4(a)) [133,145].
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Fig. 2.4 — Schematic representations of (a) T-junction and (b) Flow-focusing devices.
One fluid is introduced via the “x” channel, and the other via the perpendicular “y” channel.
The mechanism of bubble breakup depends on which of the two fluids is in which channel.
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In the case where the continuous phase (liquid) is introduced via the “x” channel and the
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dispersed phase (core gas) via the “y” channel (Fig.2.4(a)(i)), the gas first begins to

"

protrude into the “x” channel. The liquid exerts pressure on the upstream side of this
protrusion, forcing it towards the exit channel. As the gas continues to flow into the
protrusion, it begins to fill the exit channel and the liquid pressure increases, causing it to

flow further downstream. A neck forms against the corner between the “y” and exit
channels. Finally, the neck breaks and a bubble moves away towards the exit and the
process repeats. In the opposite configuration (Fig.2.4(a)(ii)), as the gas begins to pass in
front of the “y” channel, the liquid flow impinges on it and squeezes it against the channel
wall. As the gas continues to flow, it begins to bulge into the exit channel and a neck forms
due to pressure from the liquid. Interfacial tension then causes the neck to narrow and
break. A bubble moves away towards the exit and the remaining part of the neck retreats
into the “x” channel before the process repeats. The precise formation mechanism, and
resulting bubble size, is governed by the capillary number as described in section 2.2.1.1
above [136,147]. This determines the flow regime, dripping, jetting or squeezing. The
dripping regime occurs when the gas thread does not fill the outlet channel and breakup is

determined by the liquid shear stress [146]. Bubble size is usually smaller than the channel
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2.2 - Microbubble production methods
and inversely proportional to capillary number. The jetting regime occurs at higher capillary

numbers and the gas thread extends for a distance down the exit channel before breaking
up [146]. In the squeezing regime, the gas completely fills the outlet channel before

breaking up resulting in larger bubbles [146]

Fig. 2.5 — Microbubbles produced by Pancholi et al [132] using the T-junction device.

Flow-focusing devices (Fig.2.4(b)) [148,149] consist of three input channels and one exit
channel. The central input channel carries the gas and two liquid-carrying channels
converge upon it from either side. The liquid exerts transverse pressure on the gas flow,
focusing it down to a narrow thread as both fluids exit through a small aperture. A sudden
increase in velocity downstream of the aperture causes the pressure exerted by the liquid
on the gas thread to increase, breaking it up into small bubbles via an inertial mechanism
[146]. At higher gas Weber numbers, the gas inertia overcomes surface tension resulting in
a jetting regime similar to that described for the T-junction device [146]. A similar type of
flow-focusing device with axial symmetry exists [150], functioning in the same manner but

with the gas introduced via a round capillary and liquid converging from all sides.

Both T-junctions and Flow-focusing devices are capable of producing highly monodisperse
microbubbles (Fig. 2.5), however these devices require high operating pressures and rely
on small internal channels, on a similar order to the bubble size, which become blocked
easily by the shell material in the production fluid. When working with lipid-shelled
microbubbles, lipid molecules will clump together and cause blockages. Hence these

devices are not suitable for scaling up to mass production.
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Castro-Hernandez et al [151] reported a variation on the planar flow-focusing system with
the difference that the length of the exit channel is significantly greater than its width. With
this configuration it is possible to create a narrow gas thread in this exit channel which
breaks up to produce microbubbles as small as one tenth of the channel width. This is the
smallest microbubble:channel size ratio yet reported for a low-viscosity fluid, and goes
some way to achieving suitably small microbubbles from channels large enough to be
practical. As described in section 2.2.1.1 above, Ganan-Calvo et al [141] reported a
“double flow-focusing” device capable of producing high-viscosity liquid-in-liquid emulsion
with diameter as low as 600nm using an orifice width of 200um. The setup described in
this paper is similar to that used in the present study, but breaking up a liquid-liquid jet
rather than gas-in-liquid. Breaking up gas in such a manner to produce microbubbles of

such small bubble diameter:orifice width ratio is a significant further challenge.

Other methods of microbubble production have been reported, including co-axial
electrohydrodynamic atomisation (CEHDA) [152,153]. In this method, a two-phase flow is
established using concentric capillaries, the inner of which carries the core gas and the
outer the liquid. The resulting stream of gas within liquid is narrowed to a very fine thread
and finally broken into microbubbles using an electrical field (Fig. 2.6). This system is able

to produce sufficiently small microbubbles (Fig. 2.7) but requires high electrical voltages

(4-10kV), making it somewhat impractical.
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Fig. 2.6 — Schematic showing CEHDA setup used by Pancholi et al [153]
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Fig. 2.7 — Optical micrographs of microbubbles produced using CEHDA by Farook et al [152], after
(a) 300s, (b) 90 min, (c) 24h and (d) 48h.

2.2.3 — Non-microfluidic production methods

Electrolysis has also been utilised to produce microbubbles [154-155]. Microbubbles form
on electrodes submerged in a flowing water channel before being broken off by buoyancy,
drag and electrostatic forces. However the minimum mean microbubble size achieved so
far using such a system is approximately 40 um, which is too large for medical
applications, and electrolysis of water produces oxygen or hydrogen bubbles, which would

be less stable than the denser gases typically used in contrast agents.

Shirasu porous glass (SPG) membranes feature uniformly sized pores, the size of which
can be controlled by heat treatment or by altering the chemical composition [157]. Forcing
gas through such a membrane into a body of liquid results in the formation of microbubbles
of diameter approximately 9 times the diameter of the membrane pores. Microbubble size
is also slightly reduced by an increase in liquid flow past the membrane, due to shear
stresses on the forming bubbles causing them to break off earlier. Monodisperse bubble
populations with diameters as small as 360 nm have been produced in this way using
membranes with pore sizes of 43 nm [158]. This small geometry is not susceptible to

blockage in the way that microfluidic devices can be, since only the gas passes through
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the pores. However this technique does not allow for drug encapsulation.

A novel method of microbubble generation was developed by Makuta et al [159] who was
able to produce microbubbles of air in viscous liquid. The apparatus consisted of a needle
inserted into the bottom of a tank of liquid containing two vertical plates, one of which was
attached to an ultrasonic transducer. The distance between the plates was adjusted to set
up a standing wave with the needle tip located at an antinode. When air was very gradually
introduced through the needle, capillary waves at the air-liquid interface created a
protrusion of air, from which microbubbles were released into the liquid at the frequency of
the driving ultrasound. Microbubbles as small as 4 pym were produced, with size
controllable by varying the air pressure in the syringe. However it was found difficult to

produce stable microbubble production in low-viscosity liquid such as water.

2.2.4 — Turbulent breakup of fluid jet

The new microfluidic device reported here utilises a high-Reynolds number regime to
break up an annular gas-in-liquid jet. Breakup of liquid jets by surrounding turbulent air
flow was studied by Lasheras et al [160]. The breakup of liquid bodies by laminar gas flow
is governed by the Weber number, defined in section 2.2.1.1. However in turbulent gas
flow, primary breakup of the jet is brought about when pressure fluctuations in the gas are
great enough to overcome surface tension and ligaments of liquid are shed from the main
jet as shown in Fig. 2.8. Ligament size was shown to be dependent upon Weber number,

however the length of the intact liquid jet core was dependent upon momentum flux ratio.

Secondary breakup then occurs as the droplets are subjected to turbulent effects
downstream. Droplet size was polydisperse with the smallest droplets located at the centre
of the spray and diameter increasing towards the outer region. The droplet size was also
found to reach a minimum a certain distance downstream, after secondary breakup, before

increasing again further downstream due to coalescence.
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Fig. 2.8 — Photographs of turbulent breakup of liquid jets. At constant We = 200 and momentum flux
ratio M increasing from (a) 2.5 to (b) 10, ligament and initial droplet size remains approximately
constant however liquid intact length decreases. At M=10 and We = 800 (c) droplet size is

significantly reduced. From Lasheras et al [160].
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Martinez-Bazan et al [161,162] studied the breakup of air bubbles injected into a turbulent
free jet of water. It was found that the breakup rate at a particular location is related to the
local turbulence intensity and the bubble size. As above, breakup occurs when the forces
exerted upon a bubble as a result of turbulence exceed the “confinement forces due to
surface tension”. This is characterised by a critical capillary diameter, D, = 1.26(0/p)*°¢®
where ¢ is the turbulent dissipation rate. This critical diameter represents the diameter of a
bubble at which turbulent stresses balance surface tension in a location of given turbulent
stress. Consequently, bubbles above this diameter will break up whilst smaller bubbles will
not. As the bubbles move downstream, their mean diameter decreases through this
process, and simultaneously the turbulent intensity of the jet decreases such that the local
value of D, increases, hence the rate of breakup decreases until a point is reached where
all bubbles have diameter below D. and breakup no longer occurs. In a region of given
turbulent intensity, breakup frequency is related to bubble size. Bubbles of diameter
greater than D, but smaller than Dgmax = 1.63D. break at a rate proportional to \(D/D. — 1).
The maximum breakup frequency is found at Dymax and bubbles of larger diameter break
up with a frequency which decreases with D?*. In contrast with the study by Lasheras et al
above [160], coalescence was negligible due to the low volume fraction of the dispersed
phase, therefore the size distribution at this point can be considered final. In a case with a
higher volume fraction of the dispersed phase, coalescence would have to be taken into

consideration.

Turbulent breakup of liquid flow has been exploited in microfluidic devices for liquid
atomisation described by Rosell-Llompart et al [163] as turbulent flow-focusing (TFF). The
transition from capillary flow-focusing (CFF) to TFF occurs at a Weber number threshold of
20, with a corresponding transition from a monodisperse to a polydisperse size distribution
of resulting droplets. The device described in the present study features elements similar
to this work however the case is made more complex by the annular jet geometry with co-
flowing gas, and furthermore the increase in polydispersity is much reduced. Similarities
also exist with the laminar double flow-focusing configuration reported by Ganan-Calvo et
al [141] and described in section 2.2.1.2 above, but encapsulating gas within droplets is
much more difficult than encapsulating a second liquid as the internal gas tends to escape

into the surroundings, and the turbulent flow regime again causes complications.
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2.3 — Conclusion

Biological studies have confirmed the potential for microbubbles to act as effective drug
carriers activated by ultrasound. While a great deal of development has taken place in
microfluidics allowing the generation of micron-range gas bubbles, there does not yet exist
a technology that is practical for the large-scale production of medical microbubbles
suitable for drug delivery. No previously reported device has utilised a three-fluid turbulent
breakup regime for a gas-in-liquid jet or reported a bubble to channel diameter ratio below
1:10. Studies on three-phase liquid jet breakup and turbulent compound jet breakup pave

the way for the current study.
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Chapter 3 — Design and Application of the VADC Device

As discussed in chapter 2, a new method of producing microbubbles is required, with key
requirements being narrow size distribution, close control over size and the ability to
encapsulate or incorporate drug or other functional molecules. In order for a device to be
feasible in terms of commercial mass production, it should avoid the use of very small
channels which may become blocked. Interesting developments have been reported in the
literature, including three-fluid variations on the flow-focusing device [141] and turbulent
breakup of liquids and gases [163]. A step forward from these innovations is the virtual
aperture dynamic control (VADC) device, which utilises breakup of a two-phase annular jet
by turbulent action of a third fluid. The development of this device and its operation is

discussed in this chapter.

3.1 - The Virtual Aperture Dynamic Control (VADC) device

3.1.1 — VADC device design evolution

At the outset of this project, the device existed as a basic conceptual prototype, although
the existing configuration was not capable of successful microbubble production. The
scope of the design phase was, therefore, firstly to carry out experiments using a wide
range of geometric configurations, material properties and input parameters in order to
achieve successful microbubble production and to quantify the parameters needed to
achieve this via a method of trial and error. Resulting from this, an optimal design for the
device was established and further experiments to assess the fluid flow behaviour in the
device were carried out using this design. In terms of fluid dynamics, the objective of the
design phase was to establish a configuration to achieve turbulent breakup of an annular

gas-in-liquid jet using concentric high Reynolds number air flow.

The basic microbubble device concept consists of a pair of concentric capillaries within a
pressurised chamber [131,164,165] (Fig. 3.1). The outer capillary carries the liquid phase
and the inner carries the core gas. The fluids emerge from the capillaries into the
pressurised chamber, forming a two-phase flow towards a nearby exit orifice. The flow of
the outer air exiting the chamber draws the two-phase flow through the orifice, forming a
characteristic “cone” shaped jet (Figs. 3.1(inset), 3.2 & 3.3) ending in a narrow thread
much smaller than the orifice itself. The precise diameter of the liquid and core gas

streams are dependent on the pressure of the surrounding air. In this way, surrounding air
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3.1 - The Virtual Aperture Dynamic Control (VADC) device
controls the diameter of the effective aperture through which liquid-air jet is passing, or

acts as a virtual aperture. This effect is termed “Virtual Aperture Dynamic Control” (VADC).
As this flow exits the device alongside the surrounding air flow, the sharp pressure drop
results in high-Reynolds number flow, breaking the two-phase jet into a fine spray of

droplets containing microbubbles.

—— Core gas in Concentric capillaries

Liquid in

Pressurised
chamber

Bubbles out—""

Fig. 3.1 — 3D impression of VADC Device showing construction and main elements (not to scale)
[164]
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Fig. 3.2 — Schematic showing principle of operation of VADC device

The precise configuration of the device has gradually evolved over the course of the
research. A number of iterations were required before microbubbles could be successfully
produced. The initial prototype featured a glass outer capillary, inner diameter 860 ym and
outer diameter 1500 ym. The orifice diameter was 360 ym, and the gap between the
orifice and the capillaries was initially set at 1 mm. A large number of experiments were
carried out to study the effect of varying these dimensions upon the behaviour of the
internal fluids and the sizes and vyields of resulting microbubbles. Many attempts were

made before microbubbles were produced at all, and many more before the cone-shaped
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flow was achieved and microbubbles of suitable size and sufficiently narrow size

distribution were obtained. The final, successful configuration was arrived at by an iterative
empirical process, incrementally varying the capillary and orifice diameters and the gap
between these, whilst testing the response to a wide range of input gas pressures and
liquid viscosities for each geometric variation. Geometric parameters are defined in Fig.
3.4.

Core Gas

.
Narrow liquid-gas
ead

100 um aperture

Fig. 3.3 - Cone formation between capillaries and 100 um orifice (see also Fig.3.1 inset). Here the
capillaries are slightly misaligned to the right of the orifice, hence the cone twists to the left to pass
through.
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Fig. 3.4 — Dimensions varied during the experimentation leading to the detailed design. d.: orifice
width; H: capillary-orifice gap; di: inner capillary internal diameter; d.: outer capillary internal
diameter; do.: outer capillary external diameter; O: outer capillary-inner capillary offset. Orifice depth

and inner capillary external diameter were constant.

Outer capillary diameters were varied in steps from 510 ym to 860 ym inner and 810 um to
1500 um outer (and the material was changed from glass to steel for robustness and ease
of manufacturing). Two inner capillary sizes were tried, both of outer diameter 360 um, one
inner diameter 50 ym and the other inner diameter 20 um, while the outer capillary-inner
capillary vertical offset was varied from approximately +1 to -1 mm, gap height allowing.
Orifice sizes of 50 yum, 100 ym, 360 ym and 1000 ym were tried, while the capillary-orifice
gap was varied between 0.3 and 1.5 mm. The latter two were found to be the most
significant variables in terms of the effect on fluid behaviour in the device. This finding is in
line with previous studies on fluid flow in flow-focusing devices [163,166,167]. Larger
orifice sizes of 360 and 1000 um resulted in a reduced pressure drop across the orifice.

This made cone formation impossible since the cone and narrow gas-liquid thread is
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created by the strong pressure gradient in the vicinity of the orifice. However the smaller

orifice size of 50 um resulted in frequent blockages. Schneider et al [167] found that in an
axisymmetric flow-focusing device, formation of a steady jet depends on the distance from
the dispersed phase channel to the orifice — analogous to our capillary-orifice gap. In that
study, an increase beyond the optimum distance resulted in a more polydisperse
population of droplets due to jet instability. A reduction below the optimum distance, on the
other hand, resulted in a larger average diameter. It was suggested that the reason for this
was that a smaller area of the jet surface was being subjected to axial pressure by the flow
of the continuous phase, meaning its diameter was reduced by a lesser degree before
passing through the orifice. In the VADC device, it was also found that this was an
important parameter, and the optimum distance was found to be 0.6mm. Although macro-
scale changes in the capillary-orifice gap could be affected by interchanging chamber
sections of differing height, minor alterations could also be made by varying the tightness
of the fitting screws, thus compressing the chamber section and seals by varying degrees

without causing loss of sealing.

In summary, the configuration which was found to be most successful in terms of
producing small microbubbles of narrow size distribution was the following: outer capillary
outer diameter, 890 ym, inner diameter 584 um; inner capillary inner diameter 50 ym; inner
and outer capillary tips located at the same height; orifice diameter 100 um; capillary-

orifice gap 0.6 mm.

In addition to varying the above dimensions, some other changes were made to the VADC
device during its evolution. Thin seals cut from rubber sheeting were introduced between
the perspex section and the adjacent aluminium surfaces to prevent leakage, which had
until that point been a problem, particularly at the interface with the bottom plate where a
slot is cut through the raised lip to enable clear viewing of the cone. This step successfully
prevented leakage of air from the chamber, which had caused difficulties in reaching the
necessary pressures to establish the cone-shaped flow. Secondly, the initial prototype
featured a chamber fabricated from a cut length of glass tubing. However during the early
part of the design phase it was noted that this component would generally fail by cracking
after repeated compression in the device. It was decided to replace this component with a
tougher acrylic alternative, which offered the additional benefit of being easier to cut to

length. Another problem was that, in some configurations, the liquid displayed a tendency
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to cling to the aluminium surface around the orifice, rather than passing through without

touching the sides. An attempt was made to solve this problem by fabricating the bottom of
the device from polytetrafluoroethylene (PTFE) rather than aluminium in order to exploit
this material's hydrophobic qualities. It was hypothesised that using such a hydrophobic
material would repel the liquid sufficiently to make cone formation easier, such that the
liquid would pass through the orifice without contacting the surrounding material. However
upon testing it was found that this change made cone formation even more difficult,

therefore the change was reversed and the aluminium part used subsequently.

Following the iterative development process, the final design of the VADC device is
described as follows (dimensioned drawings are given in Appendix 1): The pressurised
chamber consists of a section of transparent, rigid acrylic tubing with outer diameter
15mm, inner diameter 10mm (Plastock, High Wycombe, UK) and cut to a length of 17mm,
the cut surfaces being polished smooth to achieve an effective seal. The 17mm length
allows clear visualisation of the liquid flows within the device, also allowing for the length of
sections inserted into the adjacent components. Acrylic was chosen to enable easy
viewing of the internal flows in the chamber, whilst being able to withstand compression

from the screws holding the device together, without the risk of cracking as glass might.

The top and bottom sections of the VADC device are constructed from machined
aluminium, manufactured in house. The top section comprises two main components: the
larger component (Fig. 3.5) encompasses the inlet channels for the liquid and pressurising
air, and a central hole to accommodate the capillaries. This component is referred to as the
manifold. The air channel leads directly to the pressurised chamber, whilst the liquid
channel leads to a smaller, liquid chamber in the centre of the manifold. The inlet ends of
each of these channels are internally-threaded with 1/4-28 threads to accommodate fluidic
fittings (Upchurch Scientific, Oak Harbor, WA, USA). The outer capillary is glued into the
central hole so that its upper end is open to the liquid chamber, hence liquid flows into this
chamber before flowing into the capillary. In the underside of the manifold is a cylindrical

recess into which the top end of the acrylic section fits, sealed by an O-ring.
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Liquid chamber

Air inlet Liquid inlet

Capillary hole O-ring groove

Fig. 3.5 — Manifold section view showing main channels and features

The thinner aluminium component on top of the manifold forms the upper surface of the
liquid chamber, sealed by means of another O-ring, with a central hole to accommodate
the inner capillary. This component is referred to as the top plate (Fig. 3.6). A Nanoport
assembly (Upchurch Scientific, Oak Harbor, WA, USA) consisting of an internally-
threaded, flanged cylinder, hollow screw and ferrule is used to attach the inner capillary.
The cylindrical component is glued onto the top surface of the top plate, concentrically with
the capillary hole, using epoxy adhesive. The inner capillary then passes through the
centre of the screw, the ferrule, the cylinder and the top plate, through the liquid chamber

and into the outer capillary.

41



3.1 - The Virtual Aperture Dynamic Control (VADC) device

m Inner capillary

hole

Fig. 3.6 — Top plate view showing inner capillary hole

The outer capillary was cut from a length of steel tubing, internal diameter 584 um,
external diameter 890 ym (Stanley Engineering, Birmingham, UK), although a variety of
gauges were used during the development of the device, as described above. The lower
cut surface was carefully smoothed using a very fine file, to remove any burrs which might
affect the liquid flow. The inner capillary was cut from a reel of fused silica tubing, internal
diameter 50 ym and external diameter 360 um (Upchurch Scientific, Oak Harbor, WA,
USA). As mentioned above, the outer capillary is glued in place in the manifold, whilst the
inner capillary is connected to the top plate by means of the Nanoport assembly as

described above, and as such the capillaries are arranged concentrically.

The aluminium component at the lower end of the chamber is referred to as the bottom
plate (Fig. 3.7). This is a circular, flat plate with a raised lip most of the way around the
circumference, tightly fitting around the bottom of the acrylic section to achieve an effective
seal. There are two gaps in the raised section, diametrically opposite one another, to allow
clear visualisation of the liquid behaviour at the bottom of the chamber, and to allow

backlighting. In the centre of the bottom plate is a hole of circumference 100 ym, through a
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depth of 0.5mm, ending in a conical expansion countersink through the remaining depth.

The initial manufacturing of the bottom plate was carried out in-house, however the drilling
of this 100 ym hole and countersink was outsourced to Drill Service, Horley, UK. Each
aluminium component has 6 holes equally spaced around the circumference to
accommodate the 6 M3 screws that hold the device together tightly, the holes in the

bottom plate being tapped.

100pum orifice

M3 tapped holes

Visualisation gap

Fig. 3.7 — Bottom plate view showing main features

At the same time as the device was undergoing its physical evolution, the operating
procedure was also being developed. Initial trial-and-error attempts were carried out to
produce microbubbles using a wide variety of fluid pressures and flow rates. Liquid flow
rate was varied between 1.7x107"° and 8.3x10® m®s, while pressures of both air and core
gas (also air initially) were varied throughout the operating range of the regulators, 0 —
1000 kPa. It was established that best results were obtained, using the final geometric
configuration described above, using a liquid flow rate around 6.7x10° m?%s, which
required air pressures of between 100 and 500 kPa in order to produce microbubbles
successfully. A detailed description of the different flow regimes, resulting from varying

pressures and flow rates, is given in chapter 4.
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The operating procedure of the VADC device is as follows. Firstly, the core gas flow is

initiated at low pressure, with the regulator output set to approximately 0.2 bar (20kPa).
This is necessary in order to avoid backfilling of the liquid into the inner capillary, which
impedes bubble formation. Such backfilling, driven by either capillary action or chamber
pressure, was a problem in early attempts at producing microbubbles. The second step in
the procedure is to begin liquid flow by entering the desired flow rate on the syringe pump.
Real-time images on the PC screen are monitored so that at the moment the liquid
emerges from the outer capillary, the chamber air flow is initiated, again at a low pressure
of approximately 20kPa. The syringe pump is designed to respond to changes in pressure
to maintain constant flow rate. However in practice this can take several seconds, and the
flexibility of the plastic syringe and silicone tubing is such that quick increases in pressure
can force the liquid to flow back towards the syringe. Chamber pressure must therefore be
increased gradually to minimise this effect. Images are monitored continually to ensure
that liquid flow is not interrupted, and that core gas flow is maintained, confirmed by the
visible presence of gas bubbles within the liquid flow. Chamber air and core gas pressures

are then increased gradually until the desired level is reached.

Collection of microbubbles can be carried out by placing a vessel below the orifice from
which droplets containing microbubbles emerge. For immediate observation by optical
microscope, microbubbles are collected directly onto a glass slide. For storage,
microbubbles are generally collected in plastic vials with the addition of 16.7% glycerol and

are then refrigerated at 4°C, or placed in ice in a vacuum flask for transportation.

3.1.2 - VADC device and experimental setup description

As described in section 3.1.1, the air and liquid supplies interface with the VADC device via
Upchurch fluidic fittings. The upstream end of the inner capillary is attached by similar
connections to a length of flexible 1.6 mm external diameter, 0.8 mm internal diameter
PTFE tubing, which itself is connected by a reducing connector to 6 mm PTFE tubing (both
Cole-Parmer, London, UK), which is in turn connected to a regulator (see below). The
pressurising air is supplied via a similar system of tubing, but with the narrow tubing being
connected directly to the manifold via Upchurch fluidic connections as described above.
The pressurising air is supplied from a large cylinder (BOC size N) (BOC, Guildford, UK)
via a BOC series 8500 10 bar two-stage regulator (Fig. 3.8). The core gas is supplied from

a similar arrangement in the case of nitrogen, or in the case of perfluorobutane, a 15 kg
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cylinder and BS3 regulator provided by the supplier (F2 Chemicals, Preston, UK). The

liquid phase is supplied from a 30 ml BD Luer-Lok syringe (BD, Oxford, UK) driven at
constant volumetric flow rate by a syringe pump, Harvard PHD-4400 (Harvard Apparatus
Ltd, Edenbridge, UK). The syringe is connected to the VADC device manifold via Luer-Lok
tubing (Hamilton, Bonaduz, Switzerland) and fluidic connections (Upchurch Scientific, Oak
Harbor, WA, USA).

Monitoring and recording of the behaviour of the liquid-gas cone was achieved using a
pco.1600 camera (PCO AG, Kelheim, Germany) and zoom lens (Navitar, Inc., Rochester,
NY, USA). Backlighting was provided via a fibre-optic lamp attached to an in-house
potentiometer to regulate intensity. The camera was connected via USB connection to a

PC, where images could be monitored and recorded.

Air

Syringe pump Core gas

VADC
device

Camera (field of view)
Light source

Spray containing
microbubbles T

Fig. 3.8 — Microbubble production setup showing gas and liquid supplies and imaging
equipment[131]

3.2 — Materials

3.2.1 — Development of optimal material composition

Initial attempts to produce microbubbles were carried out using air as the core gas. These
microbubbles disappeared very quickly due to gas dissolution in the surrounding liquid. As
mentioned in section 2.1.3.2, 1 um air bubbles in pure water dissolve in 30 milliseconds

[113]. Much larger bubbles existed in the initial experiments, however even these were

45



3.2 — Materials
very quick to dissolve. Nitrogen was substituted, resulting in microbubbles which survived

long enough to be imaged. However in order to carry out meaningful studies on the
microbubbles, it was necessary to increase the lifespan significantly. Early studies on
microbubble formation and fluid behaviour were carried out using surfactant to encapsulate
and stabilise the bubbles. As described in section 2.1.3.2, surfactants modify surface
tension, reducing the Laplace pressure which drives dissolution [116]. Three surfactants
were tested: Span 80, tween 20 and sodium dodecyl sulphate (SDS). Tween 20 was found
to be the most effective in stabilising nitrogen microbubbles, resulting in stability in the
order of minutes, hence this formulation was used during early studies. However this is not
sufficient stability for medical microbubbles. In later studies, nitrogen was replaced by
slower-dissolving perfluorobutane, and the microbubbles were encapsulated in a
phospholipid-surfactant shell, as described in section 3.2.2. The phospholipid material was
chosen as the stabilising shell as it represents a “soft” shell with functional benefits to the
sonoporation mechanism as described in section 2.1.4.3. In short, soft-shelled
microbubbles require safer, low-pressure ultrasound for activation, and respond with a less
violent collapse mechanism which causes less damage to surrounding tissue. These
materials have also been approved and established in general use for ultrasound contrast
agents, as they are proven biocompatible. Detailed stability studies were carried out, and

are described in section 4.2.

3.2.2 — Materials used in sizing and stability studies

Talu et al [117] reported superior stability in microbubbles coated with a combination of
phospholipid and polyethylene glycol (PEG) surfactant in comparison with lipid-only or
surfactant-only coatings. This is attributed to the presence in the shell of differing regions
comprising condensed (lipid-rich) and expanded (surfactant-rich) phases, which modify the
mechanism of monolayer collapse. Hence a similar composition was selected as the
starting point for our stability studies. The phospholipid DSPC, (1,2-distearoyl-sn-glycero-
3-phosphocholine), in powder form, purchased from Avanti Polar Lipids (Alabaster, AL,
USA), and PEG surfactant, at a ratio of 9:1 mol/mol were dissolved in chloroform, which
was then evaporated using a rotavapor (Bichi, Flawil, Switzerland) to leave a thin film of
lipid and surfactant in a round-bottomed flask. This film was then resuspended in distilled
water and placed in an ultrasonic cleaning bath (Branson Ultrasonics, Danbury, CT, USA)
for two hours to fully disperse the solids [131,164]. The suspension was then stirred

overnight in the presence of air to ensure air saturation. Three different PEG surfactants
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were used: PEG-40-Stearate, PEG-1500 and PEG-4000, all purchased from Sigma-

Aldrich (St. Louis, MO, USA). Viscosity is an important parameter in microbubble stability,
as increasing viscosity inhibits coalescence [117,168]. Adding viscosity modifiers such as
glycerol can therefore be beneficial to microbubble stability. However viscosity can also
have a significant effect on liquid behaviour in microfluidic devices [136], therefore glycerol
was added to the microbubble suspension after production, by pre-filling the collecting vial

with 1ml glycerol per 6ml vial.

3.3 — Microbubble formation study

3.3.1 — Optical imaging

It was observed empirically that the flow characteristics in the device, and the resulting
microbubble size distribution, were dependent on the input parameters, namely core gas
pressure, chamber pressure and liquid flow rate. Experiments were devised to quantify the
effect of each of these parameters. As described in section 3.1.2 above, monitoring and
recording of the cone formation within the device was carried out using the pco.1500
camera attached to a PC. The software used to operate the camera and record and store
images was Camware version 2.21 (PCO AG, Kelheim, Germany). The settings used in
image capture were as follows: Time gap between frames 29 us; Resolution 512 x 512
pixels; Zoom x3 magnification. A minimum of 150 frames were captured for each
combination of input parameters. The behaviour of fluid flows within the device were
investigated for a wide range of input pressures and flow rates. Images were processed
using ImagedJ software (National Institutes of Health, Bethesda, MD, USA). Cone and
internal core gas bubble dimensions were derived by using the outer capillary diameter as
a reference dimension to set the pixel width. The velocities of core gas bubbles and gas-
liquid interfaces within the cone could thus be calculated to determine the core gas flow
rate. Chamber air flow rate was calculated using the Hagen-Poiseuille equations to
determine the pressure drop through the tubing and across the orifice. This relation
assumes laminar, incompressible flow, and is useful to approximate the flow through the
wider channels upstream. However since the orifice is a very small constriction in
comparison with upstream tubing, and thus flow rate relatively low, pressure drops through
the tubing can be neglected and chamber pressure assumed to be equal to the regulator
output. Therefore the flow rate can be evaluated simply by the discharge through the
orifice. Since the length of the orifice is greater than its diameter, and orifice discharge

theory is based on thin-walled orifices, here we consider the orifice as a channel of finite
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length with a sudden contraction at one end and exit flow at the other. The flow here is

turbulent, therefore the Darcy-Weisbach equation is used to evaluate the flow rate.
Ap:f(£+2KL)p—“2 3.1
D 2
Where Ap is pressure drop, f is the Darcy friction factor from the Moody diagram, L is
orifice length, D is orifice diameter, p is density, u is air velocity and the K. terms are loss
coefficients representing the minor losses caused by the sudden contraction and exit flow.
From this equation, velocity through the orifice, and therefore air flow rate can be derived.
This method of calculating flow rate assumes incompressibility, and neglects the effect of
the co-flowing jet through the orifice, however results in a useful approximation for air flow

rate.

Qualitative categorisation of flow behaviours into various regimes based on the observed
images and resulting microbubble populations was also carried out to determine the

influence of input parameters on fluid flows within the device.

Microbubbles were collected on glass slides as described above and examined under
microscope to determine the effect of varying pressures and flow rates upon the size
distribution of microbubbles. Images were captured using an Infinity-1 camera (Lumenera
Corporation, Ottawa, Canada) connected to a PC by USB. The camera software was
Infinity Analyze, from the same manufacturer. The camera was mounted on an upright
microscope (Optiphot, Nikon, Tokyo, Japan) with an objective lens of magnification 20x
and numerical aperture 0.65. Resulting images had a resolution of 1280%x960 pixels and a
pixel width of approximately 0.4 um, and were saved in the software’s native SIF format
which retains all calibration data to enable measurements to be carried out at a later date.
Thus digital measurements had an uncertainty of +/- 0.4 yum. Three images were captured
from different regions of each slide to ensure a representative sample of the population,
and saved using the software. Microbubbles were then measured using the built-in
functionality of the Infinity Analyze software. This process involves overlaying a virtual set
of calipers across the diameter of each microbubble in the image individually, with the
measurements being automatically presented in a table which could be exported into
Microsoft Excel for analysis. The measurement function was calibrated using a calibration
slide to set the pixel width. This was a very time-consuming process due to the large

numbers of microbubbles (several hundred per image).
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3.3.2 - CFD modelling

Computer modelling was employed to evaluate the fluid flows in the device. The software
chosen was ANSYS Fluent 13 (ANSYS Inc., Canonsburg, PA, USA). The geometry of the
device was modelled using ANSYS Workbench 13, with flow modelling carried out using

Fluent itself. Full details of the computational study are given in chapter 5.

3.4 — Microbubble size distribution and stability studies

Experiments were designed to evaluate the stability of the liquid microbubble suspension
in storage. Microbubbles were generated as described in 3.1.1 above, and collected as
described in 3.2.2, in vials containing 16.7% glycerol, before storage at 4°C. Samples were
taken at intervals for measurement of the size distribution. To take a sample, the vial was
gently agitated to distribute microbubbles evenly throughout the liquid, before a small

quantity was taken using a micropipette.

For stability studies of nitrogen core microbubbles, samples of 0.05 ml were taken at 0, 15,
60, 1440 and 10080 minutes. This procedure was carried out in triplicate. A minimum of
3000 bubbles per sample were measured at time zero. For the stability study of
perfluorobutane microbubbles, similar samples were measured at 0, 1440 and 10080

minutes.

3.4.1 — Laser diffraction methods

As mentioned in section 3.3.1 above, the measurement process of microbubbles from
optical micrographs was very time-consuming, therefore an automatic process was sought.
Laser diffraction is an automatic sizing technology which assesses the size distribution of
particles suspended in liquid, by measuring the angle of scattering of laser light directed
through the sample. The angle of scattering is inversely proportional to particle size (Fig.
3.9) and therefore the particle size can be derived from the position of the scattered beam
on the detector. Although this technique can encounter problems in accurately measuring
irregularly-shaped particles [169], no such difficulties occur in the case of spherical
particles. In the case of large, opaque particles, size can be calculated using the
Fraunhofer approximation [170], which interprets scattering only in terms of diffraction.
However for particles closer to the wavelength of the incident light, and particularly for

those with refractive index close to or below that of the surrounding fluid, this
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approximation is unsuitable. In these cases, a more precise method known as Mie theory

is applied. This theory is derived from the Maxwell equations for electromagnetic field, and
includes the effect of refractive index. Various devices have been developed to exploit the
principle of laser diffraction, including the flow cytometer and the MasterSizer, and these

and others have been applied to the characterisation of microbubbles [171-173].

©

Image removed due to copyright restrictions

Fig. 3.9 — Scattering angle of laser light is inversely proportional to particle diameter. Taken from
[175]

Initial experiments were carried out using a flow cytometer (Epics XL MCL, Beckman
Coulter, High Wycombe, UK). This instrument is designed for the measurement and
counting of cells, and microbubbles have very different optical properties from cells. It was
found that the flow cytometer yielded results which grossly overestimated the number of
microbubbles, perhaps due to the presence of solid lipid debris in the liquid. It is possible
to set a threshold scattering level such that only particles above this level are counted —
however it proved difficult to determine the scattering level which corresponded to a
particular size of microbubble, due to the difference in optical properties between
microbubbles and the calibration beads used in flow cytometry. This also led to a difficulty

in interpreting the results, displayed as scattering level, to derive microbubble diameters.
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A second laser diffraction device was then employed, namely the Malvern Mastersizer S

(Malvern Instruments, Malvern, Worcestershire, UK). This uses similar technology but with
the laser beam directed through a still body of water rather than a flowing channel. The
Mastersizer was connected to a PC running Mastersizer S software version 2.15. Several
drops of microbubble suspension were introduced into the water in the test cell, until the
software indicated that laser obscuration level was sufficient. In contrast with flow
cytometry, the Mastersizer does not measure every particle, but only those which happen
to pass in front of the laser. This means that particle numbers are not counted, and size
distributions are given in terms of proportion of particles rather than absolute numbers. The
software was set to interpret the scattering data using Mie theory rather than the
Fraunhofer Approximation. According to the Malvern Instruments website [176], the
Fraunhofer Approximation is innacurate for particles below 50 um in diameter with
significant transparency. The Mie theory allows for the input of optical parameters to allow
for refractive effects. In our experiments, the refractive index of perfluorobutane obtained
from the literature was input in order to yield accurate results. However despite this, the
results obtained from the Mastersizer method were found to diverge significantly from the
size distributions obtained through optical microscopy, possibly due to refractive effects
from the shell material. Marston and Billette [177] studied such effects, reporting that a
shell with refractive index greater than that of the surrounding fluid resulted in an increase
in the scattering angle with respect to free bubbles. Although it has been reported
elsewhere that these effects are negligible for lipid shells below 15 ym in thickness [171],
other studies on microbubble sizing by light scattering have used modified equipment or
algorithms based on their own calibration using other sizing methods [171-173]. Rather
than carrying out calibration using optical microscopy-based measurements it was decided

to use these measurements themselves for our size distribution studies.

3.4.2 — Image processing method

For final size distribution measurements, optical microscopy with a more efficient software-
based sizing method was utilised. Samples from the microbubble vials were taken using a
micropipette and placed on a glass haemocytometer slide with improved Neubauer 100n|
counting chamber for examination, counting and measurement by optical microscope.
Images were saved using Infinity Analyze, as described in section 3.3.1 above. Image
processing software Image Pro Plus (Media Cybernetics, Bethesda, MD, USA) was then

employed to automatically determine the size of microbubbles. This software includes a
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function which can identify all pixels above or below a given intensity. Since microbubbles

appear darker than the surrounding liquid on a micrograph, this functionality was used to
set a threshold which isolated only the pixels belonging to microbubbles. Any dark areas
not belonging to microbubbles could be ignored by setting a circularity threshold. The
software then used algorithms to determine the diameter of each cluster of pixels and
present the size distribution data as well as a table containing the individual diameters of

each microbubble, which could be exported to Microsoft Excel for analysis.

3.5- Microbubble echogenicity

3.5.1 — Zonare scanner

In order to confirm the echogenicity of microbubbles produced using the VADC device,
perfluorobutane-DSPC-PEG40S microbubbles were transported to the Institute of Medical
Science and Technology (IMSaT), University of Dundee in a non-pressurised vial in ice.
Experiments were carried out using a Zonare z.one Scan Engine diagnostic ultrasound
scanner (Zonare Medical Systems Inc., Mountain View, CA, USA) to compare the contrast-
enhancing properties of VADC microbubbles with those of commercially available

Sonovue.

Ultrasound transducer

Z.one Scan
Engine

Syringe pump

Test chamber
Tubing

Fig. 3.10 — Setup used to investigate the effect of VADC microbubbles on diagnostic ultrasound
contrast in comparison with water and a commercially-available contrast agent. The fluid was
delivered to the water-filled test chamber via a syringe pump and imaging carried out using the

z.one Scan Engine and transducer.
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A setup (Fig. 3.10) was built, consisting of a small chamber with walls of ultrasound-
absorbing material (Aptflex F28, Precision Acoustics, Dorchester, UK). 1/16” (1.6mm) i.d.
flexible tubing was fed horizontally through this chamber and the chamber filled with
degassed water. An 8 MHz linear array transducer (Zonare Medical Systems Inc.,
Mountain View, CA, USA) was suspended from a clamp stand such that the ultrasound-
emitting surface was in complete contact with the water. Precise positioning was adjusted
so that the internal channel of the tubing could be clearly visualised. The tubing was
orientated along the length of the transducer, such that microbubble flow was directed
along the resulting image. Microbubble suspension was then pumped through the tubing
using a Graseby 3100 syringe pump (Smiths Medical, Watford, UK) loaded with a 50ml
plastic syringe (BD, Oxford, UK) at a flow rate of 190 ml/hr. Ultrasound was applied at a
frequency of 8MHz and mechanical index of 1.3, with a 75% duty cycle. Sampling
frequency was approximately 40 Hz and field of view 1.7 cm. The resulting sonograph was
captured and stored on the Scan Engine before being transferred to USB storage. Images
were recorded for VADC microbubbles, phospholipid suspension without microbubbles,

Sonovue, and degassed water.

Image processing was carried out using ImagedJ (National Institutes of Health, Bethesda,
MD, USA). The Scan Engine stores data as stacks in compressed DICOM format,
therefore the Bio-Formats plugin (Open Microscopy Environment) was installed and used
to import image stacks. A region of interest (ROI) was drawn on the first image of each
file, corresponding with the internal region of the tubing, as shown in Fig. 3.11. The “Plot Z-
axis Profile” function was then used to create a graph of mean pixel intensity in the ROI vs

slice number, representing backscattered ultrasound intensity vs time.
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Fig. 3.11 - Region of interest drawn in ImageJ, overlaid on DICOM image in order to calculate the
backscattered ultrasound intensity vs time plot for various fluids flowing through tubing. ROI area

1.6 x 14mm approx (36 pixels/mm).

3.5.2 — High-speed imaging

A setup (Fig. 3.12) consisting of a high-speed camera focused upon the focal region of a
high-intensity focused ultrasound (HIFU) piezoelectric transducer (GE Healthcare,
Waukesha, WI, USA), was created by Gerold et al [178] to investigate laser-nucleated
acoustic cavitation. This setup included a specially-built, water-filled, double-cone shaped
chamber with a small cubic central section designed to allow close examination of the focal
region whilst allowing the ultrasonic energy to propagate to the surroundings without
causing interference effects. This setup was adapted for imaging of microbubble oscillation
by the removal of the laser and the addition of flexible 1.6 mm tubing passing through the
focal region. The microbubble suspension was passed through this tubing using a syringe
pump. A high-speed camera, Shimadzu HPV-1 (Shimadzu, Kyoto, Japan) was focused
upon the section of tubing within the focal region. This camera is capable of recording

at a frame rate of up to 1 million frames per second. Backlighting was provided by a Cordin
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Model 659 flash system directed to the focal region by fibre optics. Series of images were

recorded for microbubble suspension, phospholipid suspension without microbubbles, and

degassed water.

Tubing containing sample

W

camera

High-speed U
‘ | Light source

Focal region

Focused ultrasound transducer

Fig. 3.12 — High speed imaging setup consisting of a chamber filled with degassed water, containing
a high-intensity focused ultrasound (HIFU) transducer, with Shimadzu HPV-1 camera directed at the

focal region [183].
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Chapter 4 — Microbubble formation and its study over parametric
space

4.1 — Effects of input parameters on resulting microbubbles' diameter

4.1.1 — Initial observations

Images captured by the high-speed camera were processed using ImagedJ, as described in
section 3.3.1, in order to measure the dimensions of the liquid flow in the device. From
these measurements and the input flow rates it was confirmed that the air Reynolds
numbers in the vicinity of the orifice varied between 3100 and 11500. Previous studies on
flow behaviour in micro-channels [179,180] indicate that transition to turbulence occurs at
Reynolds numbers similar to those observed in macro-scale systems. Furthermore, the
machined surface of our orifice is likely to introduce significant roughness in comparison
with the smooth channels employed in these studies, reducing the transitional Reynolds
number further for flow within the orifice itself [181]. We can therefore assume that breakup
occurs in a turbulent regime. Rosell-Lliompart and Gafian-Calvo [163] reviewed turbulent
breakup of liquid microdroplets, however the VADC device is the first to produce gas

microbubbles in a turbulent regime.

Turbulent fluid breakup usually results in a highly polydisperse population (typical
polydispersity index 112%) [182], due to non-linear velocity fluctuations at the interface
between the fluids. However the microbubble populations produced by the VADC device
under turbulent conditions display a much narrower size distribution. This is immediately
apparent upon visual inspection of samples produced at optimal operation, and confirmed
by measurements reported in section 4.4 below to achieve polydispersity index of
approximately 15.4% (2.6 £ 0.4 um), despite the high Reynolds number characterising the

air flow around the liquid jet.

Microbubble populations were studied using Infinity Analyze, for various input parameters.
The pressures and flow rates of the three fluid phases were found to be crucial in
establishing the flow characteristics necessary for optimal microbubble production. It was
found that the size and yield of bubbles can be closely controlled by varying the core gas
(Pg, Qg) and outer air (P., Q.) pressures and flow rates, and the liquid flow rate (Q)). It was
immediately apparent that mean microbubble diameter (Dumean) tends to decrease with

increasing P, or increasing Q,, but increase slightly with increasing Py. The flow ratio,
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4.1 — Effects of input parameters on resulting microbubbles' diameter

Rf:Qg/Qa, 41

is directly proportional to microbubble diameter. The most notable effect of increasing the
inner gas pressure, however, is to increase the number of bubbles produced. Yields were
initially assessed by placing a sample in a haemocytometer slide of volume 4 x 0.1 ym,
examining under a microscope and counting manually. At optimal operation the VADC

device is capable of producing around 30 million bubbles/ml, of mean size Doymean ~ 2.6 ym.

4.1.2 - Influence of outer air pressure

The outer air pressure P, is observed to be the dominant variable in determining the size
of microbubbles emerging from the VADC device. We postulate that there are two
mechanisms by way of which this influence is exerted. Firstly, pressure in the chamber
acts normal to the outer surface of the liquid jet, compressing the jet and the enclosed air
stream such that the 2-phase flow becomes a very fine thread. Analysis of images
captured using the PCO camera indicate that as outer air pressure increases, the diameter
of the inner air flow decreases. Secondly, the sudden drop in pressure as the two-phase
thread exits the device causes a significant increase in velocity. This leads to turbulent
behaviour, resulting in air velocity fluctuations at the liquid surface, and hence pressure
fluctuations causing stresses which finally break the two-phase flow into droplets
containing microbubbles. Therefore the size of microbubbles is also dependent on the
velocity at exit, thereby providing an alternative mechanism by which the air pressure

within the chamber affects microbubble diameter.
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4.1 — Effects of input parameters on resulting microbubbles' diameter
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Fig. 4.1 — Fluid behaviour in the device (i,ii), outside the orifice (iii) and resulting microbubbles (iv) at
increasing air pressure values (A-C), leading to a progression from erratic dripping to steady cone
flow and from a polydisperse population of microbubbles to a more monodisperse one [131]. Scale
bar 50 um.
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4.1 — Effects of input parameters on resulting microbubbles' diameter
There is a minimum value of outer air pressure P, which will result in cone formation and

compress the two-phase thread sufficiently for it to pass through the orifice without
contacting the sides. At pressures below this threshold the output degrades from a
microbubble spray to drip formation at the orifice (Fig. 4.1A&B). This critical pressure value
is also strongly dependent on liquid flow rate. For example, when liquid flow rate is set at
3.2 x 10° m%s the threshold pressure is 200 kPa, whilst increasing the flow rate to 6.4 x

10° m®/s causes the threshold pressure to increase to 250 kPa.

4.1.3 — Influence of core gas pressure

Increasing the core gas pressure Py tends to increase the microbubble diameter. However,
adjustment of this value is restricted as liquid is forced up the inner gas capillary if the core
gas pressure is too low for a given outer air pressure, and flow of the inner gas becomes
impeded. Reduction of core gas pressure is therefore not a viable means of reducing
microbubble diameter. Conversely, if the inner gas pressure is too great then the gas
bursts out from within the cone and controlled microbubble production is impossible. For a
given liquid flow rate there is a restricted range for the pressure ratio R, - PP, that will give
a steady cone in the microbubble-producing regime. For a liquid flow rate of 6.4 x 10°

m?/s, for example, R, is limited to 1.5 — 1.7. Increasing the liquid flow rate tends to

decrease the size of the range of available R, values.

Fig. 4.2 - Microbubbles produced using various pressures. (A) Q, = 6.4 x 10° m%/s, P, = 300 kPa, P,
=100 kPa; (B) Q = 6.4 x 10° m¥s, P, = 300 kPa, P, = 300 kPa; (C) Q = 6.4 x 10° m*/s, P, = 400
kPa, P, = 300 kPa.

4.1.4 — Influence of liquid flow rate

As mentioned in section 4.1.1, an increase in the liquid flow rate tends to reduce the
diameter of resulting microbubbles. This is, however, of limited use for reducing
microbubble diameter, since the effect is small in comparison with the effect of varying air
pressure. Also, an increase in liquid flow rate reduces the range of gas pressures which

may be used, and makes the establishment of steady conical flow more difficult. Hence in
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4.1 — Effects of input parameters on resulting microbubbles' diameter
further studies, a flow rate of 6.4 x 10° m3/s was used throughout.

4.2 — Observations on flow behaviour in the VADC device

The behaviour of the fluid flows within the VADC device can be categorised into three
regimes (I-1ll) [131], dependent on the various input pressures and flow rates. For a given
liquid flow rate, flow behaviour progresses through the regimes in order, as outer air
pressure (and necessarily also core gas pressure) is increased. Each regime produces a
microbubble population with particular characteristics; sufficiently narrow size distribution is
only achieved in regime |lll, therefore this is the desired, optimal regime for proper

microbubble production.

4.2.1 — Regime |
As described in section 3.1.1, when VADC operation is initialised, low air and core gas
pressures are employed at first. At a typical liquid flow rate of Q,= 6.4 x 10° m%/s, once
liquid emerges into the chamber, values of P, and P4 are increased to typically 100 kPa
and 80 kPa respectively. The pressure drop across the orifice is low in this scenario,

P

1 4.2
Patm
therefore the dynamic pressure can be described as
1 2
denzzpa u, 4.3

where p, and u, are air density and velocity respectively. In this case, the dynamic
pressure is low such that it is unable to overcome the interfacial tension between the liquid

and the aluminium surface around the orifice, oim.

%pauc21<01m 44

This means that upon emerging from the outer capillary, the liquid phase drips onto the
lower surface of the chamber and clings to the aluminium (Fig. 4.1 A(i,ii)), building up until
it blocks the orifice, whilst primary core gas bubbles emerge from the inner capillary into
the liquid. The upstream pressure P, increases due to the blockage until it is sufficient to
force the liquid violently through the orifice. Drops of liquid containing bubbles are
erratically ejected in all directions, and in some cases large (~5mm) air bubbles form at the
orifice exit, as shown in Fig. 4.1 A(iii). This process results in a mixture of air and core gas
microbubbles of widely varying size (Fig. 4.1 A(iv)) with the largest bubbles often in excess
of 100 ym.
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4.2 — Observations on flow behaviour in the VADC device
4.2.2 — Regime Il

When P, is increased, fluid behaviour in the chamber evolves into what we term regime |
(Fig. 4.1 B(i-iv)). For our typical flow rate of Q, = 6.4 x 10° m%/s, this occurs at a pressure of
approximately P, = 200 kPa, with a corresponding increase in the core gas pressure to
around Pg= 120 kPa. The increase in air pressure, and consequently the flow rate in the
region around the orifice, is just sufficient to overcome o, preventing adherence of the
liquid to the chamber's lower surface. The dynamic pressure of the liquid is approximately
equal to that of the air, resulting in a periodic drip of liquid from the outer capillary towards
the orifice.

l uzzl uz
2pl ! 2pa a

Each time liquid emerges from the outer capillary, gas from the inner capillary forms

4.5

primary bubbles within the liquid droplet. As the droplet grows, its lower edge moves closer
to the orifice (Fig. 4.1 B(i,ii)) and into the surrounding region of higher-velocity air flow. At a
critical point, the air pressure suddenly draws the adjacent liquid into a fine thread through
the orifice without contacting the sides, before the liquid-air interface then retreats to the
capillary exit and the process repeats. This results in an intermittent spraying from the
orifice of fine droplets containing microbubbles (Fig. 4.1 B(iii)). Dripping and resultant
spraying takes place at a steady frequency dependent on input flow rates, typically around
10 Hz. Regime Il is thus immediately recognisable by a characteristic fast pulsing sound at

this frequency.

In this regime, P, is at a level which allows variation between axisymmetric and non-
axisymmetric disturbances in the pressure at the gas-liquid interface. Pinch-off time
therefore varies, resulting in a polydisperse population of microbubbles [183]. However in
the absence of the orifice blockage which characterises regime |, and with liquid flowing
through the orifice in the form of a fine thread, regime Il produces relatively greater
numbers of small microbubbles and a narrower size distribution (Fig. 4.1 B(iv)). The largest

microbubbles formed in regime Il are typically around 15-20 ym in diameter.

4.2.3 — Regime lll

As values of P, and Py are increased further, flow behaviour evolves into the final regime,
regime lll. This occurs at pressures above around P, = 250 kPa for our example flow rate
of Q =6.4 x 10° m¥s. Pyis correspondingly increased to around 150 kPa in this case.

This regime is distinguished from regime Il by the absence of the dripping of liquid from
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4.2 — Observations on flow behaviour in the VADC device
capillary to orifice, and the spray emanating from the orifice becoming continuous. This

happens as a result of the increase in air pressure gradient in the region around the orifice,
drawing liquid downward and overcoming the interfacial tension which tends to pull the
liquid-air interface in the direction of the capillaries. The liquid “drip” therefore remains
adjacent to the orifice, with a conical protrusion (Fig. 4.1 C(i,ii)) tapering into a fine thread
which passes through the orifice continuously before breaking up into a spray (Fig. 4.1
C(iii)). Primary bubbles continuously emerge from the inner capillary into the liquid flow
before being drawn through the orifice, making the liquid thread an annular, two-phase jet.
The high velocity of the air surrounding this annular jet results in the growth of pressure
disturbances [183] which reduce the pinch-off time t, , resulting in finer spray and
consequently, smaller microbubbles with narrower size distribution (Fig. 4.1 C(iv)). For this

reason, regime lll is the desired regime for microbubble production.

4.3 — Physics of microbubble formation

4.3.1 — Optical examination of fluid flow behaviour

Images recorded via the pco 1600 camera were analysed using Imaged by Nagappanpillai
[184]. The velocity of core gas ug inside the two-phase flow was calculated for various
values of Q, and R,. Core gas velocity ug was found by analysing series of frames in which

the gas front is propagating, for values of Q, from 1.7x10° to 1.7x10°m?®/s [184].
An alternative numerical modelling method of determining V4 was also carried out by

Nagappanpillai [184]. Radial (r) and linear (I) components of primary bubble growth were

evaluated.
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4.3 — Physics of microbubble formation
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Fig. 4.3 — Schematic showing core gas propagation within liquid jet, with relevant parameters
labelled.

If the primary bubble surface shown in Fig. 4.3 is S, the propagation velocity can be
evaluated as the sum of the centre line velocity and the velocity due to external flow
components. The centre line velocity computed from the radial and linear terms can be
expressed as [183]:

s _dr  dl
o dr i 4.6

In which the terms % and % denote the velocity of the gas-liquid interface in the

radial and linear directions respectively. This velocity was calculated across the bubble
profile in small divisions, based on an estimated representative starting bubble diameter of
0.5mm and droplet diameter of 1mm. This velocity is considered to represent the velocity
of the core gas uy. The gas propagation inside the liquid is influenced by Qg, Q, and Q..
Fig. 4.4 shows the experimentally and numerically-derived relationships between Q, and

Ug.
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Fig. 4.4 - Graph showing gas propagation velocity (experimental and numerical) versus liquid flow

rate.

4.3.2 — Numerical analysis of fluid flow behaviour

In the microbubble formation zone, consisting of the region between the capillaries and the
orifice, the volume contained within the orifice itself and the area immediately outside the
orifice, three phases of differing properties are interacting. The velocities at the air-liquid
interface and liquid-gas interfaces are different, therefore we analyse each interface
separately in order to fully understand the phenomena occurring and the variables

affecting microbubble formation.
In order to calculate the pressure drop across the 100 um orifice, we adopt the standard

model for flow through an orifice plate. When the upstream pressure is much greater than

downstream pressure such that (as in regime lll), the flow rate Q. is related to pressure
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4.3 — Physics of microbubble formation
drop in terms of Reynolds number Re,, discharge coefficient Cq which represents the ratio

of actual discharge through an orifice to the ideal discharge [185], and B ratio (orifice
diameter.chamber diameter). The relationship is therefore represented by the following
formula [186]:

_¢C,4, [2(P-P,,)
Qa_\/l—B“'\/ pa

where Qa., Cq4, A;, B, Pa, Pam and p. represent, respectively, air flow rate, discharge

4.7

coefficient, orifice area, orifice diameter.chamber diameter ratio, air pressure in chamber,
atmospheric pressure and air density in chamber. For a 100 um orifice, discharge
coefficient is as low as approximately 0.35 [187]. For the purposes of considering pressure
drop, we are approximating here by neglecting the effects of the fine liquid thread in the
centre of the orifice, assuming only air is being discharged, as is the case before liquid flow

commences.

Primary bubbles form at the outlet of the inner capillary, as described above; the value of
liquid-gas interfacial tension oy is sufficient to pinch off the core gas stream to form
bubbles almost immediately, rather than forming a continuous stream from capillary to
orifice, as described in previously reported three-phase microfluidic systems [134,141,187]
which produced liquid droplets rather than microbubbles, and using relatively viscous
middle fluid. As descibed above, each primary bubble is then drawn out into a fine gas
filament within the liquid thread passing through the orifice to break up. The pressure drop
P. — Pam creates a strong pressure gradient and high velocity flow in the orifice, leading to

high values of Re,and Ca, characterising the primary bubble breakup process.

As described in section 4.1, an increase in P, leads to a reduction in microbubble diameter
Dumean, partly through initial reduction in the annular jet diameter, but also through
modification of the air flow behaviour in the orifice leading to an increase in the breakup
frequency or a decrease in pinch-off time t,. Since Re, is high, breakup of the annular jet is
governed by the inertia-induced turbulent stress 1, which induces instabilities in the air-
liquid interface [189], causing breakup into secondary bubbles of diameter Ds. At the point
of breakup the turbulent stress balances the air-liquid interfacial tension, before
overcoming it to break the jet apart ; therefore at this point we can express as an equation,
20,

— — 4-8
L+ H)nd,
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4.3 — Physics of microbubble formation
where L is the length of the orifice and H the gap between the outer capillary tip and the

orifice. This term (H+L) is described as a combined hard-soft length scale, the hard
component being orifice length L, and the soft being the gap H [163]. Percy and Sleicher
[166] studied breakup of emulsions flowing through an orifice; the same length scale in this
case was described as Ax = H+L and was used to relate t with pressure drop to give the
turbulent stress on a single droplet, such that

r=gl%€?kﬁ . 4.9

Rearranging equation 4.7 above gives an expression for pressure drop as

2 4
— 1—

Pa_Pmm:pa(ua ;gz( B ) 4.10

d

and equating the two above expressions for 1 and substituting this expression for pressure

drop gives

pa(ua_u/)z(l_[34)_2ola 4.11
2C; nd) '
d

p

As described in section 2.2.4, liquid jet breakup is strongly dependent on outer air Weber
number, therefore we define a value for outer Weber number in this case in terms of the
two opposing parameters, inertial stess (dependent on pressure drop) which tends to
disintegrate the jet, and interfacial tension which tends to maintain jet integrity. Outer (air)

Weber number is therefore described as: [166]

Wea:Ag;zdp:pa(ua_ul)2(1_64)(L+H)

> 412
a 4C 0o,

There is of course a second interface between the liquid and the core gas, which must be
analysed in order to understand breakup of primary bubbles into secondary bubbles within
the liquid droplets. As primary bubbles form within the liquid stream outside the capillaries,
the two phases travel at differing velocities, with core gas pressure at the interface crucial
in determining t,. At high Reynolds numbers, core gas Weber number Wey is crucial in
determining maximum primary bubble diameter Dymax [190]. Core gas Weber number is
defined as [191]

2
o — Plts—u) d, 413
I

& g

where d; is the diameter of the gas thread before breakup. The relationship between We,

d
and Dymax Can be expressed as %:C We, , where C is a proportionality constant

c
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4.3 — Physics of microbubble formation
introduced here. So the formation of the primary bubble is governed by We, but

subsequently the deformation of primary bubbles and breakup to form secondary bubbles
is governed by We, [192]. Making the assumption that the relationship between primary
bubble deformation rate and mean secondary microbubble diameter Dpmean is linear, we
introduce another proportionality constant C; to describe the relation between these

pmax

parameters and outer Weber number, such that d =C, . The final value of Ds is

a

therefore a result of these two relationships combined, and the relationship between Ds,

We4 and We, can be expressed as

d d We 0,0.1(u,~u,)d; o,
—=C ,—E==C——=_=CH £ -=—=C\ 4.14
d ‘d We, We Pa (”a_uz)zdi O

where A is defined as Weber number ratio, and the combined values of Cq4, T, B, L and H
are approximated as 0.1. To derive the proportionality constant C, experimentally

measured, normalised mean secondary bubble diameter is plotted against A (Fig.4.5A).
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Fig. 4.5 A - Relationship between secondary bubble diameter and Weber number ratio.
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Fig 4.5B - Relationship between secondary bubble standard deviation and Weber number ratio.

The resulting graph shows linear behaviour at low values of A (A < 0.4), corresponding to
relatively high values of We,, which represents regime Ill as described in section 4.2.3
above. The gradient of the line of best fit to these data points is approximately 1.8, giving a
value for C. At higher values of A (A 2 0.8), the relationship between normalised mean
secondary bubble diameter and Weber number ratio is non-linear, signifying that the
assumption made above regarding the linearity between deformation rate and secondary
bubble diameter is no longer valid. This region of the graph corresponds to regime |
(section 4.2.1), in which erratic flow behaviour is observed. This regime is also
characterised by larger primary bubbles, and previous studies [161,162] have indicated
that primary bubbles above a certain threshold size will not undergo turbulent breakup.
The intermediate regime Il (section 4.2.2) occurs at intermediate A values (0.4<A<0.8), in

which case We, is low. It should be noted however, that if inner gas flow rate (and
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4.3 — Physics of microbubble formation
therefore Weber number) is too low with respect to outer air flow rate, theoretically

represented by extremely low A values, primary bubbles do not form due to blockage of the

inner capillary with liquid, as described in chapter 3.

The primary bubble breakup process can also be thought of in terms of energy balance. As
described above, the opposing influences of turbulent stress and interfacial tension
determine breakup. The surface energy of a population of small microbubbles is greater
than that of a population of larger bubbles containing the same total quantity of gas (hence
the tendency for unstabilised bubbles to coalesce). This means that energy is being
transferred to the microbubbles from the surrounding fluid during the breakup process.
Proper breakup of a primary bubble as seen in regime Ill will therefore only occur when the
total turbulent energy transferred to said bubble is greater than the difference between the
sum of the surface energies of the secondary bubbles and the surface energy of the
original primary bubble, thus t>2ZE —E . Since turbulent energy is proportional to
outer Weber number, this corresponds to low values of A as described above, thus regime
lll, resulting in small microbubbles (Domean < 6 um) with narrow size distribution
(0.4<0<2um). In regime Il, microbubble diameter is higher (9 um < Dgmean < 10 ym), and
standard deviation significantly greater at around 6-7 um, due to inefficient splitting of the
primary bubble at lower values of We,. In regime | it was found that at least 20% of
secondary bubbles were of diameter equal to that of the originating primary bubble,
indicating that breakup had not occurred in many cases. This is consistent with the
existence of a critical value of We,, above which efficient primary bubble breakup occurs
[192], in other words a value representing the transition to the intended breakup
mechanism seen in regime lll. Above this point, corresponding to values of A below 0.4,
most primary bubbles will undergo efficient breakup [193]. A previous study by Galinat et al
[194] on the breakup of liquid-liquid emulsions undergoing turbulent breakup whilst flowing
through a constriction, reached similar conclusions on the importance of outer Weber
number in achieving small diameter droplets with narrow size distribution, although this

study did not involve a second fluid interface as represented here by We,.

4.3.2.1 — Effect of outer Weber number
To establish the effect of outer Weber number We, on the bubble breakup mechanism
within regime lll, the data points in the linear region of Fig. 4.5 corresponding to this

regime are isolated and analysed in terms of the relationship between We, and D.. At We,
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4.3 — Physics of microbubble formation
< 70, the relationship between We, and the deformation of the primary bubble is non-linear

but well-defined. This relationship is plotted in Fig. 4.6 to analyse the breakup efficiency.
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Fig. 4.6 — Relationship between outer Weber number and primary bubble deformation in Regime llI

At higher values of We,, the relationship becomes erratic therefore we concentrate our

analysis on this linear region. To analyse the efficiency of breakup, we introduce the

relation ES—Ep:rto(Ndf—df,) , where N is the number of of secondary microbubbles
produced from a primary bubble. As volume of core gas is conserved in regime lll
(assuming no escape of core gas from the liquid sheath), the number of secondary
microbubbles can be derived from the relative diameters Ds and D,. Considering the
relationship between splitting efficiency and turbulent stress as described above, Ds and D,
can be related to We, thus [194]:
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4.3 — Physics of microbubble formation

d 1
R N SN 4.15
d, (aWe,+1)

p
where a is a proportionality constant. This relationship is therefore used to draw a curve on
Fig. 4.6 which conforms well with experimental data, and also with previously reported

results [194].

4.3.2.2 — Effect of orifice dimensions

Galinat et al [194] obtained a value for a in the above formula, 100 times lower than that
obtained in this study. This is explained by the differing dimensions of our device,
incorporating a much finer orifice resulting in particular turbulent behaviour within the
orifice. Under laminar flow conditions, flow through such a narrow orifice results in a
heightened tangential strain on the liquid jet, however the turbulent behaviour utilised by
the VADC device and resultant higher We, values result in this strain increasing

significantly further, resulting in finer breakup.

High-speed flow through the narrow orifice also results in a much greater value of friction

between the air and the machined aluminium surface. Equation 4.12 above implies that for

(1-p*)

2
d

a particular gas, at fixed velocity, We, is proportional to , Which is higher in the

case of a small orifice — therefore We, is inversely proportional to orifice diameter. 1 is
therefore also inversely proportional to orifice diameter, and therefore in our small diameter

orifice, deformation of the primary bubble is greater, and resulting splitting is more efficient,

d
resulting in d—‘ values half that reported by Galinat et al [194]. Since
p

(1-p)_ . L —oas L
=f—=C,Re — 4.16
Ci Fa = d,
and
d, 1
—= 417
d, (aWe,+1)
>~ can be related to di , and a curve representing this relationship is added to Fig.
p c

4.6 for various values of d£ . This shows that an increase in this value results in greater

c
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4.3 — Physics of microbubble formation
splitting efficiency, however in practice it is necessary to limit L in order to prevent choking

of the flow. Galinat et al [194] found that equation 4.17 underpredicts droplet diameter,
however inserting an a value which fits with our observations results in overprediction for
We, > 30.

Where bubbles break up in unconfined turbulent flow, surface tension allows interaction
with turbulent eddies. However in the VADC device the flow is confined in the centre of the
orifice, therefore the influence of turbulent shear is amplified, resulting in a greater number
of breakup events per primary bubble. The number of splitting events experimentally
derived disagrees with previous studies which predicted binary splitting [195]. In most

cases we found N = 3, for regimes Il and III.

4.4 - Size Distribution and Stability
4.4.1 — Approach to stability study
Initial stability studies assess the effects of different stabilisers on the stability of nitrogen
microbubbles. Poor stability of nitrogen microbubbles led to the introduction of
perfluorobutane (PFB) gas to further enhance stability. Subsequently the temporal
changes in PFB microbubble diameters were investigated. Optical microscopy data are

presented as mean with standard deviation.

4.4.2 — Effects of varying stabiliser

Nitrogen core microbubbles stabilised by shells of DSPC and various PEG surfactants with
differing molecular weight, were prepared at a liquid flow rate (Q)) of 0.4 ml/min using air
saturated lipid-surfactant suspension, nitrogen as the core gas at pressure P4 - 200 kPa
and air at pressure P, = 250 kPa. The resulting microbubble populations in all three
surfactant groups consisted mainly of microbubbles in the size range of 2-10 ym, with a

5% population of larger bubbles in the size range of 11-30 ym in each group.

Low bubble yield (Table 4.1) was observed in the groups containing 0.5% (w/v) PEG 40
stearate (Fig. 4.7 A-B) and the 0.5 and 1% (w/v) concentrations of PEG 1500 (Fig. 4.8 A-
D). PEG 40 stearate at 1% and PEG 4000 at both concentrations resulted in a significantly
higher yield. The stability study over 1 hour determined that PEG 40 stearate (Fig. 4.7 C-
D) and PEG 4000 (Fig. 4.8 G-H) at concentrations of 1% (w/v) were more effective at

stabilising microbubbles than other compositions (16% and 20% remaining at 1 hour
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respectively). However, temporal changes in Dgmean fOr microbubbles prepared using 1%

PEG 40 stearate were less than in the case of PEG 4000 due to significant Ostwald
ripening. Hence 1% w/v concentration of PEG 40 stearate was used in further

experiments. Effects of different stabilisers are summarised in Table 1.

Fig. 4.7 - Representative micrographs showing effect of PEG 40 stearate concentration on
microbubble dissolution time (Nitrogen gas core, DSPC shell, at concentrations 0.5% w/v, A)t=0,
B) t=60 min; 1% w/v, C) t=0, D) t=60 min

Fig. 4.8 - Effect of PEG stabiliser on microbubble dissolution time (Nitrogen gas core, DSPC shell),
PEG1500 0.5% wl/v, A) t=0, B) t=60 min; 1% w/v, C) t=0, D) t=60 min; and PEG 4000 0.5% w/v, E)
t=0, F) t=60 min; and 1% w/v, G) t=0, H) t=60 min.
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Stabiliser PEG 40 Stearate PEG 1500 PEG 4000

Concentration 0.5% 1% 0.5% 1% 0.5% 1%

Initial Yield (/ml) | 1.54x10*| 5.9x10" | 1.61x10*| 7.3x10* | 6.7x10” | 6.1x10’

Remaining at 1hr 0 16% 3% negligible 3% 20%

Size change n/a minimal | minimal n/a minimal |significant

Table 4.1 - Summary of the effects on stability of varying the type and concentration of surfactant

4.4.3 - Effects of microbubble diameter on stability

An extensive stability study of nitrogen microbubbles, with PEG 40 stearate stabiliser was
undertaken in more batches. The values of initial mean diameter and initial population size
were obtained by microscopic observation of microbubbles collected immediately after
production.

An initial mean diameter of nitrogen microbubbles was found to be 2.5 £+ 0.4 ym with
minimum of 2 um and maximum of 7 um. In a size bin of 2-4 um, the microbubble
population had decreased to 5% of initial population size within 15 minutes, while the
bubbles in the size bin of 4-6 ym dissolved more slowly, decreasing to 5% of initial
population size within 30 minutes. Similarly, microbubbles in the bin of 6-7 ym lasted for 40
minutes before the population decreased to 5% of initial value. This may have been due to
faster dissolution of highly water-soluble and low density nitrogen gas into the surrounding
liquid.

Additionally, the smaller diameter microbubbles underwent rapid dissolution leading to
reduction in their numbers due to the inverse relationship between Laplace overpressure
and the radius of the microbubble. In this study, nitrogen bubbles of diameter 8.7 + 1.2 ym
were found to be most stable group in comparison with other sizes prepared. This
population decreased to 56% of the initial population at 15 minutes but the mean diameter
of the population remained unchanged showing that supersaturation zones had not yet
formed and Ostwald ripening had not commenced at this early stage. After one hour, the
mean microbubble size increased from 8.7 £+ 1.2 um to 19.8 £+ 5.9 ym whereas the

microbubble count had reduced to 16% of the initial population size. This shows bubble
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growth as a result of gas transfer/diffusion into the bubbles from the supersaturated

neighbourhood was occurring concurrent to huge loss of the population.

At day 1, the nitrogen microbubble population showed a further increase of mean diameter
to 20.61 + 6.45 ym and reduction of counts to 2.6% of the original population. At day 7 less

than 1% of the original population with mean diameter of 6.11 £ 1.1 ym remained.

4.4.4 - Stability of PFB-core microbubbles

The PFB microbubble population was prepared using air-saturated lipid-surfactant
suspension, at a liquid flow rate (Q)) of 0.4 ml/min, PFB pressure (Py) 100 kPa and air
pressure (P.) 150 kPa. The size distribution and mean diameter of this population was
measured using optical microscopy and image processing. A size distribution, showing the
percentage frequency of particles having a given size, is reported here. The mean
microbubble diameter of the initial population Dymean Was 2.6 £ 2.7 um (Fig. 4.9A). The
median diameter Dymes Was 1.9 um, while 90% of microbubbles were below 4.9 ym in
diameter. The stability study of PFB-core microbubbles follows the changes in the initial

microbubble diameter.

Microbubble size distributions at three different time points are shown in Fig. 4.9. As seen
in Fig. 4.9B, Dumean after 24 hours was 2.4 + 2.0 ym, with Dymes 1.6 pum and 90% of the
population smaller than 4.6 yum. The microbubble population after 7 days (Fig. 4.9C) shows
an increase of Dymean t0 3.7 £ 4.0 um (Fig. 4.10C), with Dpmeq 2.3 ym and 90™ percentile 7.4
um. Initial mean bubble diameter gradually increased between days 1 and 7 as a result of
slow air diffusion into these microbubbles. The slow dissolution of smaller microbubbles
from day 1 to day 7 causes a gradual build up of the gas-saturated zones in their
neighbourhood and simultaneous invasion of gas into expanding microbubbles (Ostwald

ripening).
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Fig. 4.9A - Representative size distribution graph of PFB-air lipid-encapsulated microbubbles at
time t=0. Intensity values represent comparative number of microbubbles derived from intensity of
backscattered light.
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of backscattered light.
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Fig. 4.9C - Representative size distribution graph of PFB—-air lipid-encapsulated microbubbles at
time t=7 days. Intensity values represent comparative number of microbubbles derived from
intensity of backscattered light.

4.4.5 — Rationalisation of size distribution phenomena in relation to flow phenomena
According to experimental results, three distinct regimes of primary bubble break up are
observed. These correspond to low, moderate and high pressure ratio. When the pressure
ratio, R, < 0.6, the values of Weo are higher, causing efficient breakup of primary bubbles.
The size distribution of secondary microbubbles with diameter, Ds in range of 2-6 um
suggests asymmetric break-up of the primary bubble. However, smaller than predicted
mean secondary microbubble diameters could result from a time lag in the transient
pressure wave in the orifice for high values of L/D.. As an earlier study [185] indicates, the
transient pressure drop through the orifice can be calculated using the initial inertial model.
The result of this model notes the formation of shorter wavelength transient pressure
waves in the orifice inducing asymmetric instability, to form a large volume of smaller
microbubbles. The confinement of the compound jet within the orifice can suppress the
instability and hence, controls the chaotic turbulence leading to asymmetric break up[196].
At low confinement, the instability does not induce at all [197]. This explanation matches
the experimentally obtained size distribution (Fig. 4.10A) which exhibits only half of the

expected distribution curve.
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In other experiments, the full normal distribution curve was observed [196]. The limited
resolution (~0.4 um) of our microscope is the likely explanation for the distribution
presented. Moreover, the unstable nature of secondary microbubbles of diameter less than
2 um may lead to dissolution before inspection can be conducted. The secondary
microbubble size distribution for pressure ratios between 0.6<R,<0.8 exhibits a peak
towards the larger diameters. In this range, microbubble splitting is undergoing ternary
break up departing from multiple break up observed at lower A ratio. In the higher range,
R, < 0.6, the occurrence of a peak at 50 and 10 um demonstrates that the primary bubble
did not break up efficiently (Fig. 4.10C). If the velocity difference between the core gas
phase and outer air is above its critical value, the probability of encapsulating inner gas
reduces [144]. This has also been observed experimentally elsewhere [198]. At very high

Weo , encapsulation does not occur.
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Fig. 4.10A — Size distribution of microbubbles produced at pressure ratio P4/P, <0.6 [131].
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Fig. 4.10C — Size distribution of microbubbles produced at pressure ratio 0.8< P4/P, <1.1 [131].

The high liquid flow rate does not significantly affect the mean diameter of the
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microbubbles. However, it is a precondition to obtaining a cone and subsequent

encapsulation. At very low liquid flow rate, the inner gas cannot be confined within the
liquid, resulting in unsuccessful encapsulation. If the liquid flow is increased beyond a
certain value in relation to other fluid velocity, it may choke the orifice or flood the chamber.
The air inertial force is so high that the change in O/ does not result in a significant change

in microbubble diameter [143].

4.5 — Echogenicity

In order to be an effective drug delivery vehicle, echogenicity of the final product is
essential. Although echogenicity of gas microbubbles under ultrasonic excitation is well-
established, the precise behaviour of any new ultrasound contrast agent must be

confirmed, and for drug delivery purposes this is more important still.

4.5.1 — Contrast enhancement

Intensity measurements from images captured by the Zonare diagnostic scanner are
presented in Figs. 4.11 - 4.14. VADC microbubble samples are compared with control
samples degassed water, lipid suspension containing no microbubbles, and commercially-
available SonoVue ultrasound contrast agent, in order to analyse the potential
effectiveness of VADC microbubbles in contrast enhancement, and the relative

echogenicity.
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Fig. 4.11 — Time-intensity curve for degassed water. Mean pixel intensity is reported on a scale from

1 to 255. At a sampling rate of 40 Hz, 250 slices corresponds to 6.25 seconds.
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Fig. 4.12 — Time-intensity curve for lipid suspension showing >10x greater ultrasound backscatter in
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Fig. 413 — Time-intensity curve for VADC microbubbles showing >50x greater ultrasound

backscatter in comparison with degassed water. 850 slices corresponds to 21.25 seconds.
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Fig. 4.14 — Time-intensity curve for SonoVue microbubbles showing higher peak backscatter but

greater variability than VADC microbubbles suggesting they are more readily destroyed.

VADC microbubbles can clearly be demonstrated to exhibit contrast enhancement
behaviour on similar scales as the commercially-available UCA. Intensity of each pixel in
the region of interest is given as a positive integer value between 0 and 255,
corresponding to 8-bit grayscale representation with O representing zero intensity, ie
complete blackness and 255 representing maximum intensity. The intensity averaged
across the region of interest is therefore represented by a number between 0 and 255, but
for convenience and intuitiveness percentage values will also be given. Significant noise is
observed in all plots due to the inherently noisy nature of ultrasound contrast, but important

patterns are clearly visible.

Degassed water (Fig. 4.11) produces no visible signal in the region of interest, other than
background noise. This results in a value for average intensity which varies between 1.1 —
1.3, or approximately 0.43 — 0.51%. This can therefore be considered the background
intensity for further experiments. Next, lipid suspension containing no bubbles was
introduced (Fig. 4.12). This is the fluid from which microbubbles are produced, the liquid
phase flowing in the VADC device. It essentially consists of small microparticles of
phospholipid and PEG-40-stearate suspended in distilled water and glycerol, as described
in chapter 3. The plot shows first a short period during which the intensity rises sharply, as
the suspension is introduced, before it reaches a plateau at an intensity value of around
12-15, or approximately 4.7 — 5.9%. Note that the noise here has a significantly higher

amplitude than that observed in the degassed water experiment, due to suspended lipid
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debris acting as relatively strong, but relatively sparse, reflectors, entering and leaving the

region of interest. There is no destruction of the suspended lipid particles by applied
ultrasound at diagnostic pressure levels, therefore the intensity remains at first upon
stopping the pump, before dropping away gradually as the particles settle to the bottom of
the channel. In Fig. 4.13, the time-intensity curve for VADC microbubbles is shown. The
intensity level initially rises to around 70, or approximately 27%, before dropping to level
out at around 55, or approximately 22%. When the pump is stopped, the intensity level
drops with elapsed time as microbubbles are destroyed by prolonged exposure to
ultrasound. At the applied mechanical index of 1.3, the intensity drops approximately
linearly with time to around 10 (~3.9%) in around 3 seconds, before gradually falling away
to background levels in around a further 7 seconds. This extended dropping of intensity
from 10 towards zero can be attributed to the intensity from and subsequent settling of lipid
particles as observed in the previous experiment. For comparison, a similar experiment is
conducted using SonoVue (Fig. 4.14). Intensity initially rises to a peak of approximately 85,
or ~33%, but drops gradually over time even while the pump runs, to as low as 20, or
~7.8%. It then returns to approximately 80-85 (~31-33%). This behaviour seems unusual
but it was observed on screen that at the mechanical index used, the microbubbles were
destroyed almost immediately, only intermittently extending fully across the region of
interest, hence the variation in average intensity. This may be a limitation of the syringe
pump, possibly a variation in flow rate which is more noticeable in the case of more easily-
destroyed microbubbles. The relative tendency towards destruction is confirmed when the
pump is switched off, the intensity dropping to background levels in around 0.5 seconds.
The lack of an extended period of reducing intensity indicates an absence of large
suspended lipid particles surrounding the microbubbles, in contrast with our VADC

microbubble sample.

4.5.2 — Oscillatory behaviour

Experiments were carried out according to the procedure described in chapter 3, passing
samples through silicone tubing and using the bowl-shaped transducer to expose samples
to ultrasound at a frequency of 521 kHz and varying amplitude. VADC microbubbles and
lipid suspension without bubbles were both tested in order to provide a control. Images
were captured using the Shimadzu high-speed camera at 1Mfps in order to evaluate and

identify the threshold of oscillatory behaviour (Fig. 4.15).
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It was found that for perfluorobutane microbubbles manufactured as described above, and

stabilised with DSPC and PEG-40-stearate, at the above settings some minor oscillation
was noticeable at peak negative pressure 2MPa, with widespread oscillation clearly seen
throughout the chamber at 2.5MPa. This contrasts with the control lipid suspension sample
which exhibited oscillatory behaviour at a minimum of 4.5MPa, and only fully established at
5MPa. This oscillation in the non-microbubble sample can be attributed to spontaneous
cavitation of dissolved gases in the water, nucleated by suspended lipids. However the
lower threshold exhibited by the microbubble sample confirms echogenicity of

microbubbles at pressure levels too low to induce spontaneous cavitation.

B

Fig. 4.15 - Images captured at 1Mfps of samples in a flow channel sonicated at 521 kHz. (A) -
DSPC-PEG-40-stearate suspension containing no bubbles, exhibiting cavitation at PNP 5MPa. (B)
— PFB — DSPC — PEG-40-stearate microbubble suspension exhibiting oscillation at PNP 2.5MPa.

The maximum possible frequency at which we could visualise oscillation was 1.471 MHz,
at which oscillation clearly took place at pressures as low as 1MPa. Medical applications
for microbubbles utilise significantly higher frequencies, corresponding to the resonant
frequency of microbubbles, and at these frequencies we would expect oscillation to occur
at significantly lower pressure levels. However to meaningfully visualise oscillation at such
frequencies would require a frame rate of double the frequency, which was not practically

possible in this case.
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Chapter 5 - Computational study of microbubble formation and
validation with experimental results

5.1 - Introduction to computational fluid dynamics studies

The VADC device as described in previous chapters represents a new regime in
microbubble generation. The generation of sub-micron liquid droplets using a similar
method based on laminar flow described as “double flow focusing” was reported earlier.
However, generation of low viscosity fluid droplets or gas bubbles in a turbulent regime is a
greater challenge due to the difficulty in achieving encapsulation. Our experimental results
showed that a microbubble population with narrower size distribution can be achieved
using turbulent break up. Experimental and theoretical studies discussed above suggest
that confining turbulent flow within a narrow channel formed by the orifice, limits the

possible size of turbulent eddies resulting in more efficient and regular jet breakup.

In order to understand the physical processes involved in the generation of microbubbles
in the VADC device, computational fluid dynamics (CFD) simulations are required. This is
particularly necessary due to the three-dimensional geometry of the device and the
materials used for its construction, preventing visualisation of the flows within the orifice
itself. Relationships between flow velocities and jet geometry and breakup are numerically

investigated below.

5.1.1 — Challenges involved based on previous work undertaken

Experimental studies on the VADC device as described in earlier chapters revealed
relationships between input parameters, the optically-imaged behaviour in the device and
the size distribution of resulting microbubbles. Theoretical analysis was carried out to
obtain a mathematical model describing this behaviour and the interaction between
phases. However it is difficult in the VADC device to directly measure some parameters to
gain a proper understanding of this behaviour. The challenge of the CFD study is therefore
to reveal the relationship between the flow parameters and the jet characteristics in this
new turbulent breakup regime and to compare this with the relationships hypothesised in
the theoretical study already carried out. The final objective of this computational work is to
apply the theories on turbulent breakup hypothesised earlier and confirm whether the jet

behaviour conforms to these theories to verify their accuracy.
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5.2 - Theoretical Background

In multi-phase computational fluid dynamics (CFD), where tracking the interface between
two immiscible phases is key, there are two types of algorithm: Lagrangian (moving-grid)
and Eulerian (interface-tracking) [199]. In a Lagrangian algorithm, the mesh replicates the
shape of the phase interface and moves with the continuum, whilst in Eulerian algorithms
the continuum, and therefore the interface, moves relative to the mesh. The interface
therefore usually passes through the centre of cells rather than along the mesh lines
meaning interface reconstruction must be carried out to determine its location, which can
result in inaccuracies. The main disadvantage of Lagrangian algorithms is that, because
the mesh is a continuous surface coinciding with the interface, they are incapable of
modelling surfaces which break up or intersect [200], and consequently are not used for
modelling droplet or bubble generation. Of the Eulerian models, the Volume of Fluid (VOF)

model is the most widely used, for its simplicity and robustness [199].

The VOF model works by using an algorithm such as the Semi-Implicit Method for
Pressure-Linked Equations (SIMPLE) algorithm proposed by Patankar [201], and
described in 5.2.5 below, to solve the Navier-Stokes equations, resolving the flow field and
updating the interface position at each time step. A continuity equation is solved for each
cell in the domain to determine the volume fraction of each phase in that cell [199]. A cell is
entirely filled with a particular phase if its volume fraction is 1, and devoid of that phase if
the volume fraction is zero. The interface between two phases passes through the cell if
the volume fractions of those phases are between zero and one [202]. The physical
properties of the mixture in any given cell are then derived from the volume fractions and
the physical properties of the respective phases [199]. Surface tension is calculated using
the continuum surface force (CSF) model [203] from the surface curvature [199] calculated
from adjacent surface gradients, as described in 5.2.4 below. Contact angles between fluid
phases and channel walls can be input to take account of surface energies of solid

components.

In order to construct a continuous interface passing through all relevant cells at the correct
volume fraction, an interpolation scheme is applied. The interpolation scheme employed in
Fluent is called piecewise linear interface construction (PLIC) [204] whereby the interface
is represented by a line (2D) or polygonal face (3D) which can take any orientation in the
cell [199].
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The VOF model for transient multi-phase flow utilises iteration at each time step to reach a
solution once the results of subsequent iterations are converged. This is based on
residuals, defined as the imbalance in the conservation equation for each variable,
summed over all cells. Convergence criteria can be defined in a number of ways, however
the default criterion is for the residuals, scaled by a factor based on flow rates, to decrease
to pre-defined levels for example 10 or 10 for some variables. Other methods include a
drop of three orders of magnitude in the values of unscaled residuals. However iterative
methods require a high degree of computational effort and can be very time consuming.
ANSYS Fluent offers non-iterative time advancement (NITA) which expedites the solution
considerably by performing sub-iterations on individual equations rather than global
iterations over all equations each time step. This reduces the number of repeated

calculations and can cut computational time by half.

The VOF model has been demonstrated in previous microfluidic droplet and bubble
generation studies. Weber and Shandas [200] utilised the VOF model as employed in
CFD-ACE software to obtain useful insights into the pressure and flow evolution in a flow-
focusing device. This was carried out using a two-dimensional approximation of geometry,
and using velocity inlets for the liquid phase, and a pressure inlet for the gas phase unlike
the study reported here which utilises velocity specifications on all inlets. As in the current
study, a pressure outlet was used downstream and boundary conditions at the wall were
defined with the no-slip condition and a fixed contact angle to take account of wall surface
energy. The authors reported that the two-dimensional approximation gave the same
qualitative results as a three-dimensional model. Resolution was set to give 7 nodes
across the width of the orifice, reflecting the relatively large droplet size relative to orifice
width achieved in flow-focusing devices in comparison with the much higher resolution

required to resolve jet features in the current study.

Ong et al [205] studied flow focusing using ANSYS Fluent and the VOF model, using a
supercomputer which allowed a full 3D model with 1 million cells. Incompressible fluids
were used here, again using velocity inlets, no-slip wall conditions and an outflow
boundary condition on the exit. Sivasamy et al [206] carried out similar work on a T-
junction device using ANSYS Fluent utilising the VOF model with the Pressure-Implicit with

Splitting of Operators (PISO) pressure-velocity coupling scheme as described in 5.2.5, and
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velocity inlets with velocities chosen to achieve a range of capillary numbers. Chen and Liu

[207] meanwhile used similar means to study both flow-focusing and T-junction

configurations in a two-dimensional approximation of geometry.

5.2.1 — Governing equations

This study uses the VOF model in ANSYS Fluent 13.0. The general form of the first basic
equation applied by this package is the mass conservation equation, or continuity equation
[208]:

ot APy 5.1

which is solved using the properties computed from a weighted average of all phases
based on the volume fraction in the cell in question as described above. In order to reduce
computational effort, our 3-dimensional geometry is approximated using a 2D

axisymmetric model. In this case, the continuity equation becomes

%12 (pv )+ L(pv )+ 2z, -
where p is density, t is time, x is the axial x-coordinate, vy is axial velocity, r is the radial
coordinate, v, is radial velocity and S, is mass transferred to the continuous phase from
the dispersed phase (for example in a model featuring condensation of vapour bubbles).
Mass transfer is not included in this simulation, therefore this term will be zero - although in
our experimental work there will be a small negative quantity of mass transfer representing
self-assembly of lipid and surfactant molecules on the interface, this is small enough to be
neglected for the purposes of physical modelling. Similarly, in the current study, all phases

are approximated as incompressible, therefore there is no change in density.

The momentum conservation equations for the axisymmetric model are [208]:

ot ox or Oox rox ox 3
0 0
SS NN B A |
r or or Ox . 53

and
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and v; is swirl velocity, which is neglected in this model as we assume that swirl does not
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take place or is minimal, therefore the 7 term is neglected in this case. Similarly, as we

op

assume incompressible flow, density does not change with respect to time and ar terms
can be neglected. The F terms on the right hand side represent body forces, and that
arising from gravity can cbe neglected when dealing with flows on microfluidic scales. One
contributor to the F term is surface tension, derived from the CSF model as described in
section 5.2.4, and this force is very significant on microfluidic scales. Body forces arising
from the other phases are also included in this term, for each phase. Momentum equations
therefore simplify to:
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where the terms on the left hand side represent convective acceleration, the 0X term

represents pressure gradient and the other terms on the right hand side containing p

represent shear stresses arising from viscosity.

5.2.2 — Turbulent model

A number of models for turbulent flows exist in Fluent, and can be firstly separated into
Reynolds-Averaged and Large Eddy Simulation (LES) models. Broadly, Reynolds-
Averaged models avoid resolving individual eddies, rather modelling average values of
flow quantities . LES models adopt a similar approach for small eddies, but resolve larger
eddies directly, improving the accuracy of the model but at significant computational cost.
For the current study, a Reynolds-Averaged model is more appropriate in order to reduce
the computational effort required. In such models, flow variables in the continuity and
momentum equations are expanded into mean and fluctuating components, resulting in
the Reynolds-Averaged Navier-Stokes (RANS) equations. Since our region of interest
contains a laminar upstream region becoming turbulent in the vicinity of the orifice, a
transitional model has been selected, namely the Transition SST model [209]. This is a
modification of the Shear Stress Transport k-w model which is suitable for a variety of flow
types and accurate in both near-wall and far-field conditions, both of which are relevant to
the current model due to the orifice region and the downstream region respectively. In this
model, k-w is used in the laminar sublayer in which the flow velocity is linearly related to
distance from the wall. This is inaccurately dealt with by some other models which assume
a logarithmic relation similar to that found in the far field. k-w models in Fluent have also
been shown to produce accurate predictions for round jets [208] unlike some other models
including the k-¢ model which results in the “round jet anomaly” whereby planar jets are

modelled correctly but the spreading rate modelled for round jets is inaccurate.

The SST k-w model uses transport equations for turbulent kinetic energy, k,

0 e __0 [p 9k
az(pk)+ax,.(pk“")_ax.(r’fax.

J J

+Gk_Yk+Sk 58

and specific dissipation rate, w,
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where, with the subscripts k and w representing their respective variables, G is generation
of k or w resulting from mean velocity gradients, I is diffusivity, Y is dissipation, D is cross-
diffusion and the S terms are optional user-defined source terms not used in the current
study. In addition to equations 5.8 and 5.9, the Transition SST model introduces two further
transport equations — firstly for intermittency, y, which represents the probability that the
cell in question is in a turbulent state:

dlpy), 2(pU,y)
ot 0x;

_ o
=Py =Ey+ P, E 4=
J

W\ oy
+_ g
(M Oy)ale 5.10

where P,y and E,, are the transition sources and P,, and E,, are the

destruction/relaminarisation sources as defined below:

P =2F P SIYF )™ 5.11
E, =P,y 5.12
P,,=(2¢c,)pQYF,, 5.13
E,,=c,,P Yy 5.14

Fength is @an empirical correlation being a function of transition Reynolds number Req, S is
strain rate magnitude, Q is vorticity magnitude and the constants c,1, ¢y, ¢,s and o, are
equal to 0.03, 50, 0.5 and 1.0 respectively [209]. The final transport equation is for

transition onset,

Re

F = 5.15

el 193 Rey ¢
Fonsetzzmin(max(Fonsetbanset])’z'o) 516

R\
Fonset3=max 1- E :0) 517
Fonset:max(FonsetZ_FonsetS’O) 518

_ ﬁ)“

Fturb:e ! 519
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5.2 - Theoretical Background

where
2
Re, =205 5.20
pk
Ri=ttw 5.21

and Reg. defines the location where boundary layer intermittency begins to increase. In
order to define the interaction between the transitional model and the SST model, equation
5.8 is modified such that u; is replaced with uj;, the G, -Y and S terms are replaced with Py
and -Dy, the production and destruction terms of the SST model, and the I, term is

replaced with y + oy, yielding:

%@kﬂ%(pum:ﬁk—ﬁﬁ% (u+okut)§—;) 5.22
where
P.=y,P, 5.23
lik=min(max(yef,,0.l),l.O)Dk 5.24
and
Yo =max(y,y,,) 5.25

where ¥ is boundary separation intermittency.

The remaining elements of the coupling of the SST and Transition SST models are the

equations
_pyik
R)’_T 5.26
3
,=e” R, 5.27
120
Ft:max(Florig’F3) 528

where Fi.g is the blending function of the original SST model, which is used to create a
gradual transition between k-w-based turbulence modelling near the walls and k-¢ based

modelling in the free stream:

Florig=tanh(¢f) 5.29
q)]:min[max OO\ék ) 50?“ ) 4pk+ 2
Doy py'w| o,,D,y 5.30
DgzmaleP 01 2%516 gu) ’ 10_10]
W, xj xj 531

where y is the distance from the nearest wall.
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5.2 - Theoretical Background
5.2.3—- Boundary conditions

In this model, velocity inlets are used for simplicity and to allow the effects of velocity on
the flow behaviour to be easily studied. Velocity inlets are considered suitable for
incompressible flows [208]. The “normal to boundary” method of specifying inflow was
used and no swirl was modelled. The velocity inlet boundary condition can therefore be

expressed as

C

vxa a
v,=C,
Vg C p
v, =0

where vy, Va and vyg represent axial velocities at the three velocity inlets, C,, C, and C, are

constant values of velocity specified by the user in Fluent and the subscripts a, | and g

represent the air, liquid and gas inlets respectively, as shown in Fig. 5.1.

a
r
1
1
1
I i
1
1
1
1
g 1!
X
velocity inlet a=air I=liquid g=gas
pressure outlet
axis
wall
—————— zone boundary

Fig. 5.1 — Layout of domain and location of boundaries used to specify boundary conditions.

In multiphase flow it is necessary to specify volume fractions for each secondary phase. In
this model, each velocity inlet contains only one phase, therefore velocity-inlet-air is left at
the default value of 0 for the secondary phases (liquid and gas), velocity-inlet-liquid is set
to a volume fraction of 1 for phase 2 (liquid) resulting in fractions of zero for gas and air,
and velocity-inlet-gas is set to a volume fraction of 1 for phase 3 (gas) resulting in fractions

of 0 for liquid and air
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5.2 - Theoretical Background
a,=0,0,,=0
o,=1,a,=0
o, =0,0,,=1
where a is volume fraction, the first subscript represents the phase in question and the
second subscript represents the velocity inlet in question, e.g. a is the volume fraction of
liquid at the air inlet which is zero.
The inlet flow is considered here as laminar and uniform along the radius of each inlet. The
turbulence settings at the inlets were intermittency = 0, turbulent intensity = 1% and length
scale = 0.2mm, where intermittency represents the probability that flow is turbulent in the
cell in question. The Fluent user's guide defines the turbulent intensity as the root mean
square of velocity fluctuations to the mean flow velocity. A value of 1% here represents low
turbulent intensity. Turbulent length scale represents the size of turbulent eddies, and can
be approximated using the formula for fully-developed duct flow, that is the diameter
multiplied by 0.07. In the case of our 1mm radius domain this would equate to 0.14mm,
however to obtain a closer approximation for the larger VADC chamber this was increased
to 0.2mm. This is a guess based on not only the diameter of the chamber at the inflow to
our analysis region, but also moderated by the size of the upstream inlet to the VADC
chamber which is around 2mm in diameter. At the pressure outlet, gauge pressure was set
to zero, and turbulent parameters for backflow were specified using the intermittency, k
and omega method, each being equal to 1. However these values are only used in the

case of backflow into the domain through the pressure outlet.

Y. =Y, =Y,=0
1,=1=1,=1
l,=1,=1,=0.2

y,=Lk,=10,=1

where Yis intermittency, 1 is turbulent intensity and | is turbulent length scale.

Wall boundary conditions were kept at default values, that is using the no-slip condition
and contact angles of 90°. The no slip condition represents the reduction of fluid velocity
with respect to the wall to zero as it approaches the wall. This can be expressed as

0

\%

xwall — Y rwall —
Wall conditions are expected to have little direct effect on the secondary phases behaviour
as the liquid and gas phases are not expected to contact the walls beyond their exit from
the capillaries. However the influence of the air phase on the secondary phases in the

confined region of the orifice will be affected by wall conditions.
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5.2 - Theoretical Background

The final boundary condition is for the axis to be defined as such, thus constructing a
theoretical 3d volume from our 2D profile. As the domain is defined as axisymmetric, this
can be expressed as
m_

where n is any physical property, vector or scalar quantity, in other words there is no
change in any of these quantities with respect to the angular coordinate around the axis. It
is assumed that this is the case due to the axial symmetry of the physical VADC device.
This is an approximation as there may be some effect of tangential swirling around the

orifice.

5.2.4 — Surface tension model

As described above, the surface tension model in Fluent is the continuum surface force
(CSF) model first proposed by Brackbill et al [203]. This model uses the surface gradients
in adjacent cells to derive the surface curvature, from which surface tension is computed.
Surface tension coefficients are specified for each pair of phases and contact angles

between each pair and the wall can also be entered.

©

Image removed due to copyright restrictions

Fig. 5.2 — Force considerations in the CSF model. Considering an element 8A of a surface S, the
tangential and normal forces due to surface tension dA can be computed from the tensile force

elements acting along its perimeter. From Brackbill et al [203].
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Curvature is calculated by the following equation [210]:

Kz—(V.ﬁ)zé—'[(%.V)mHV.n)] 5.32

where

n=Va, 5.33
and a is from the volume fraction of the respective phases. The surface tension term in the
momentum equation is then

o P +0,0,

P TP, 34
(1/2)p,+p, 53

FSF=0Knl

5.2.5 — Pressure-velocity coupling

There are a number of pressure-velocity coupling schemes available in Fluent, however
the scheme recommended for transient models [208] is the pressure implicit with splitting
of operators (PISO) scheme. As non-iterative time advancement (NITA) was used in this
simulation, fractional step was considered, as this is recommended for NITA, but this
scheme can result in instabilities in the case of VOF. PISO is a predictor-corrector type
scheme, related to the SIMPLE scheme. The SIMPLE scheme uses pressure and velocity
correction terms to obtain a mass conservation from an initial guess. This can result in
calculations being repeated before an acceptable result is obtained. The PISO scheme
improves efficiency by introducing neighbour correction and skewness correction.
Neighbour correction moves the iterative process inside the pressure equation, while
skewness correction improves convergence in distorted meshes by recalculating the

pressure correction gradient following the solution of the pressure equation.

5.3 — Geometry and meshing

The geometry of the VADC device, as described in chapter 3, was approximated using a
2D axisymmetric model in ANSYS DesignModeler. This is a means of reducing the
computational load for flow domains with rotational symmetry. A two-dimensional radial
profile of the chamber, capillaries, orifice and outflow region was sketched. The orifice was
approximated as a thin orifice of diameter 200 ym followed by a conical expansion, and
the capillary walls were approximated as thin walls (zero thickness). The spatial domain
was reduced to a volume with extents 1.5mm upstream and 1mm downstream of the
orifice in the axial direction, and 1mm from the axis in the radial direction. The resulting

profile is shown in Fig. 5.3.
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L=,

Fig. 5.3 - Radial profile approximating the VADC geometry. The lower edge of this profile represents

0 0.0004 0.0008 (m)
1

I
0.0002 0.0006

the axis of rotational symmetry. See Fig. 5.1 for complete details of boundaries.

The areas within each of the two capillaries and the remainder of the flow domain were
defined as three separate fluid bodies to enable each to be primed with the three

respective phases at the initialisation stage.

The geometry was then imported into the ANSYS Meshing application. The central axis,
being the line passing through the centre of the capillaries and orifice, was defined with the
“axis” named selection type. The volumes enclosed by the two capillaries were defined as
separate fluid zones. The upstream boundaries of the capillaries and air chamber were
defined as velocity inlets and the end and side boundaries of the outflow region were

defined as a pressure outlet as detailed in section 5.2.3.
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5.3 — Geometry and meshing

Model type 2D Axisymmetric
Inlets Velocity inlet x3
Outlet Pressure outlet
Relevance 100

Use Advanced Size Function

On: Curvature

Relevance Center

Fine

Mesh Refinement

2x10%m within 2x10*“m radius of orifice

1x10°m around central axis downstream

Nodes 32962
Elements 15960
Maximum Aspect Ratio 7.29
Maximum Skewness 0.94

Table 5.1 - Ansys meshing settings and statistics. Further settings shown in Appendix II.

Physics preference was set to CFD and solver preference to Fluent, with relevance of 100.

Use Advanced Size Function was set to On: Curvature, and Relevance Center to fine.

Other settings were kept at default values. The mesh was refined in the vicinity of the

orifice and along the axis downstream. This was carried out using vertex sizing with the

sphere of influence function defined with a radius of 2x10* m from the orifice edge, and

edge sizing defined along the central axis in the outflow region. Vertex sizing was carried

out with a cell size of 2x10° m and edge sizing with a cell size of 1x10® m in order to

resolve the jet breakup at small scales. The mesh was then generated, the result of which

is shown in Fig. 5.4.
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Fig. 5.4 - Mesh showing refinement in the vicinity of the orifice and the central axis in the outflow

region.

The resulting mesh included 32962 nodes and 15960 elements. Mesh quality was

assessed by a maximum aspect ratio of 7.2921 and a maximum skewness of 0.94.

5.4 - Simulation

Simulations were carried out using ANSYS Fluent 13.0 on a PC with a 3GHz dual core
processor and 4GB RAM. The mesh generated in DesignModeler was imported into
ANSYS Fluent. The explicit VOF solver was selected along with the Transitional SST
model to account for both laminar and turbulent regions in the flow domain, as described in
detail in section 5.2. Material properties were obtained from the ANSYS library, using air,
water and nitrogen to model the three phases. All phases were approximated as
incompressible in order to simplify, by setting density to a constant value. In order to
account for the effect of surfactant in the liquid phase, surface tension coefficients between
this phase and each of the gases were reduced to 0.03 n/m. In the operating conditions
dialog box, a reference pressure equal to atmospheric pressure was set at the far

downstream end of the outflow region. Gravitational effects were neglected as these
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5.4 - Simulation
effects are minimal at microfluidic scales.

In the boundary conditions tab, contact angles at all walls were set to 90° and the no-slip
condition applied. Inlet velocities were set to 0.4 m/s for air, 0.5 m/s for liquid and 0.6 m/s
for core gas. The gauge pressure at the pressure outlet was set to zero. Reference values

were computed from the fluid-air region.

The PISO pressure-velocity coupling scheme was used and in the spatial discretization
box, gradient was set to “Least Squares Cell Based”, pressure to “PRESTO!”, volume
fraction to “Compressive” and all others to “First Order Upwind”. The transient formulation
was set to First Order Impicit with non-iterative time advancement in order to reduce
computational time. Following initial unsuccessful attempts, the relaxation factors for

pressure and momentum were reduced to 0.4, with all others remaining at 1.

The simulation was initialised with initial values of zero, and volume fractions of 1 for the
liquid and gas phases were patched into the outer and inner capillary zones respectively.
This means that these capillaries were treated as being filled with the respective phases at
the beginning of the simulation. As the air phase was set to be the primary phase, its
properties were used in the remainder of the simulated domain by default. The calculation
was then run with an initial, fixed time step of 1x10”7 s before time steps were later

increased to 2x107 s.

5.5 - Results and Discussion

The simulation was initialised with velocity values at the inlets, 0.4 m/s for air, 0.5 m/s for
liquid and 0.6 m/s for core gas. The time step was set at a low value of 1x107 s for the first
1000 time steps before being increased to 2x107 s. The liquid and core gas fronts
progressed from the capillaries towards the orifice as expected, the liquid phase forming a
conical jet as seen in our experimental work within 5000 time steps (8.92 ms) as shown in
Fig. 5.5. This jet was relatively wide, occupying most of the orifice cross-section. Jet radius
was measured as 67 uym or diameter 134 um at its narrowest point just downstream of the
orifice. Jet dimensions were measured from phase plot images using ImageJ, calibrating
the measurement function by using the orifice radius as a reference dimension to obtain a

resolution of 461.54 pixels/pm.
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ANSYS FLUENT 13.0 (axi, pbns, vof, trans-sst, transient)

Fig. 5.5 — CFD plot showing conical multiphase jet at 8.92 ms. Air velocity = 0.4 m/s, liquid velocity
= 0.5 m/s, core gas velocity = 0.6 m/s. Air (phase 1) is represented blue, liquid (phase 2) green, and

core gas (phase 3) red.

5.5.1 — Study of jet diameter in relation to air velocity

Air and inlet velocity was then increased to 0.6 m/s. After 6000 time steps (1.092 ms) the
core gas ligament progressed through the orifice forming an annular jet. The characteristic
shape of the jet can be seen in Fig. 5.5 indicating that outer air flow is focusing the jet
towards the orifice representing the desired regime Ill. After 1.102 ms had elapsed, surface
waves could be observed between the core gas and liquid phases and the liquid and air
phases downstream of the orifice, indicating instability (Fig. 5.6), however jet breakup did
not occur in the modelled domain. The profile of velocity magnitude along the axis was
also plotted (Fig 5.7) to illustrate velocity variation along the length of the flow. High
velocity and turbulence regions were apparent in the region of the orifice edge and in the
core gas region of the jet near the orifice. Reynolds number reached a maximum of 6500
here confirming that the air surrounding the jet is turbulent, therefore turbulent eddies are
causing pressure fluctuations on the jet surface. The velocity profile along the axis

confirmed the maximum velocity at the orifice with a gradual increase from the outer
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capillary tip to this point followed by an initially gradual decrease thereafter.

2.00e+00
1.90e+00

1.00e-01
0.00e+00

Contours of Phase ID (mixture) (Time=1.1020e-03) Oct 29, 2013
ANSYS FLUENT 13.0 (axi, pbns, vof, trans-sst, transient)

Fig. 5.6 — CFD plot showing annular jet downstream of the orifice after 6050 time steps. Surface

instabilities apparent in the jet.
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Fig. 5.7 - Velocity magnitude profile plotted along the central axis. Outer capillary tip is located at

0.9mm from the inlet, and the orifice at 1.5mm.

Air inlet velocity was then increased in intervals to 95 m/s in order to investigate its effect
on jet diameter and breakup behaviour. Jet radii for the liquid phase and the gas phase
were measured at each interval, converted to diameters and plotted against the ratio of air
inlet velocity to that of the respective phase (Figs. 5.8 & 5.9). These diameters were
measured both at the orifice and at the next downstream point of minimum diameter.
These diameters were impossible to measure experimentally, however the empirical study
resulted in a mathematical model which related secondary bubble size as directly

proportional to the square of the ratio of the velocity differences at the two interfaces

. This would result in secondary bubble size reducing with outer air velocity.
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Fig. 5.8 - Relationship between velocity ratio and liquid jet diameter at the orifice and at the next
downstream point of minimum diameter.
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Fig. 5.9 - Relationship between velocity ratio and gas jet diameter at the orifice and at the next
downstream point of minimum diameter.

In the case of both gas and liquid diameter, the relation predicted from experimental results

that jet diameter decreases with air velocity is confirmed. In both cases the gradient is
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steeper at the lower end of the velocity range. The relation given above, ds proportional to

(ug_ul)z

>, gives a similar profile. Over the range of velocities studied, the liquid

(ua—ul)
diameters decreased by 73% at the orifice and 78% at the minimum, and the gas
diameters decreased by 77% at the orifice and 76% at the minimum. The gas diameter
curves are noticeably noisier than those for liquid diameter. These fluctuations are
attributed to greater instability at the gas-liquid interface as indicated by surface waves
observed in Fig. 5.6. Experimental observations suggest that the periodic nature of primary
bubble formation and transport through the orifice would lead to variations in the gas jet
diameter. Although such primary bubbles did not break off prior to passing through the
orifice in this computational study, the same instabilities may have caused gas diameter
fluctuations. The reduction in gradient at higher velocities implies that the jet diameter is
approaching a minimum value, and it is possible that this may represent a minimum bubble
diameter achievable by the device, or that further reductions would come about via a
mechanism of increased breakup frequency only. These plots agree well with experimental
results; the curves here bear a similarity to the experimentally-derived relationship
between secondary bubble diameter and outer Weber number as represented in Fig. 4.7.
This is expected as the outer Weber number is closely related to the outer air velocity u,

used on the x-axis of Figs 5.8 and 5.9.
A plot of phases at the maximum inlet velocity (95m/s) is given in Fig. 5.10. This

demonstrates the effect of air pressure in focusing the jet down to a narrow thread in

comparison with that shown in Fig 5.6.
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Fig. 5.10 — CFD plot showing annular jet in orifice region at air inlet velocity = 95 m/s.

5.5.2 - Study of gas breakup

Breakup frequency was studied at several values of air inlet velocity for constant liquid and
gas inlet velocity. This was carried out by examining phase plots recorded at intervals of 50
time steps (0.01ms) and recording a breakup event when the gas jet appeared
discontinuous. This temporal resolution was sufficient to capture gas breakup events since
the mean velocity magnitude on the axis within 0.9mm of the pressure outlet was at the
most 83.4 m/s. This corresponds to a time of 0.011 ms for a quantity of gas to traverse this
distance. Furthermore, this velocity magnitude includes not only the axial velocity but also
radial components which in a breakup mechanism are likely to be significant, therefore the

axial velocity is likely to be smaller and time spent in the domain greater.

According to results reported in chapter 4, the breakup frequency should increase with
outer air velocity via a mechanism of increased perturbations of the jet brought about by
turbulent stresses. The first stage of liquid breakup was initially observed to occur in the
modelled domain at an air inlet velocity of 2.5 m/s (first observed liquid ligament stripped

from main jet) and 3 m/s (first observed total discontinuity of main jet). This demonstrates
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that an increase in stresses exerted on the jet cause more efficient breakup at higher air

velocities as reported in chapter 4. Gas breakup frequency was recorded at 3 m/s, and 6
breakup events were recorded in 0.19 ms, equating to a breakup frequency of 31.6 kHz.
Breakup events were also recorded at air inlet velocities of 4 and 6.5 m/s, resulting in
frequencies of 33.3 kHz, and 47.4 kHz respectively. This rudimentary means of calculating
breakup frequency supports the hypothesis that increasing air velocity results in increased
breakup frequency, although a more accurate method of measuring this with a greater

number of data points will be required to obtain a clear picture of the relationship.

5.5.3 — Study of fluid velocities in the conical jet

In order to better understand the fluid behaviour in the chamber, radial profiles of velocity
magnitude were captured in four equidistant locations along the length of the fully-
established conical jet from the outer capillary tip to the orifice. The resulting profiles are

given in Figs. 5.11 — 5.14, and sampling locations of these profiles in Fig. 5.15.
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liquid-gas interface
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Fig. 5.11 - Profile 1: radial profile of velocity magnitude across liquid-gas cone at sampling location 1
(capillary tip).
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Fig. 5.12 - Profile 2: radial profile of velocity magnitude across liquid-gas cone at sampling location
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Fig. 5.13 - Profile 3: radial profile of velocity magnitude across liquid-gas cone at sampling location
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Fig. 5.14 - Profile 4: radial profile of velocity magnitude across liquid-gas cone at sampling location
4 (orifice).

Fig. 5.15 - Cone velocity profile sampling locations. Approximate cone shape represented by
dashed line.
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In these profiles, the axis is located at 0 mm, the inner capillary wall at 1.00e-01 mm, the

outer capillary wall 5.00e-01 mm and the orifice edge 1.00e-01 mm. In profile 1 (Fig. 5.11)
it can be seen that the greater inlet velocities of the air and gas phases are influencing the
liquid phase. The liquid phase enters the chamber between the 1.00e-01 and 5.00e-01
points with interfaces between the other phases at each of these radii, and its velocity is
significantly higher at these interfaces due to the influence of the adjacent gaseous flows.
The maximum velocity at the air-liquid interface is 4.5 m/s, whilst the velocity magnitude in

the main body of the liquid flow is around 0.5 m/s.

At profile 2 (Fig. 5.12) the width of the liquid phase has reduced. The steep rise in velocity
associated with the air-liquid interface is now located around 2.00e-01 mm and reaches a
maximum of around 160 m/s in the region occupied by air. The velocity magnitude in the
main body of the liquid phase has now also increased to around 5 m/s and the gas velocity

has increased from its inlet velocity of 0.6 m/s to around 7 m/s.

As the fluids approach the orifice, profile 3 (Fig. 5.13) shows that the steep gradient
associated with the air-liquid interface is now located at around 1.00e-01 mm with a
maximum velocity magnitude close to 600 m/s. This maximum is located close to the jet
with a gradual decrease towards the body of the air region, indicating that the air is

accelerating as it approaches the orifice.

Profile 4 (Fig. 5.14) covers only the 0.1 mm radius of the orifice itself. It can be seen that
the liquid and core gas streams have been accelerated to around 400 m/s and the liquid
radius has now reduced to around 0.025 mm. It is clear that the air has a great influence
on the other two phases, compressing and accelerating them towards the orifice. This

supports the principle of the air focusing the liquid and core gas as a “virtual aperture”.

In section 4.3, a relationship is established, describing secondary bubble diameter as
proportional to the square of the ratio of the difference between the velocities of the
phases at the two respective boundaries. In other words, the final microbubble diameter is
inversely proportional to the ratio between inner and outer Weber numbers. As these
numbers increase steeply with an increase in velocity difference between the phases at
the respective boundary, the fact that in Figs. 5.11 to 5.14 there is the greatest velocity

difference at the air-liquid interface predicts that in this case, the microbubble diameter is

110



5.5 - Results and Discussion
much smaller than the orifice diameter, ds << d.. The much reduced velocities recorded in

the central gas stream can be explained as a result of primary bubble breakoff. As seen in
Fig. 5.10, a primary bubble has just broken off from the main gas inlet stream, resulting in
a lower velocity in the remainder of the neck which is about to retreat towards the

capillaries due to surface tension.

5.6 — Conclusions of computational study

The computational study supports the findings from the experimental work. It is
demonstrated that the gas-in-liquid jet is focused down to a narrow thread by the action of
the surrounding air flow. Jet diameter reduces with air velocity and instabilities in the jet are
apparent. At higher velocities, jet breakup occurs and it is shown that breakup frequency
increases with air velocity. This confirms that the air velocity reduces microbubble diameter

by two related mechanisms.
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Chapter 6 — Conclusions and Further Work

6.1 - Conclusions

The VADC device is capable of producing microbubbles as small as one fortieth of
the diameter of the exit aperture. To our knowledge, this is the lowest value for ratio
of bubble diameter to aperture diameter achieved so far.

This has a distinct advantage over existing microfluidic technologies as the 100um
orifice is much less susceptible to congestion and blockages than the ~10um
channels otherwise required to generate bubbles suitable for medical use.

The VADC device can produce yields of at least 30 x 10° microbubbles/ml.

The gas breakup process takes place in a turbulent regime: 3100<Re<11500.
Three flow regimes occur in the device dependent upon input parameters and
resulting gas and air Weber numbers, with the desired regime Ill producing small
microbubbles with narrow size distribution, when Wey/We, < 0.4.

The narrow size distribution (polydispersity 15.4%), which is atypical of turbulent
breakup, is attributed to the influence of the narrow orifice, which constrains the
annular jet and causes high friction between the surrounding air and orifice
perimeter, resulting in short-wavelength pressure fluctuations.

Lipid-shelled microbubbles with PFB core and PEG 40 stearate as a stabiliser were
superior in stability to nitrogen core and PEG 1500 or 4000 stabilisers.

On a diagnostic ultrasound scanner, our microbubbles enhance contrast to a
similar level as seen in commercially-available contrast agents. In-house
microbubbles gave a mean pixel intensity of 55-70, while SonoVue gave around
80. In-house microbubbles were more resistant to destruction by diagnostic-level
ultrasound.

The direct observation method proved that cavitation behaviour in the microbubble
suspension can be induced at a significantly lower sound pressure level in
comparison with a non-microbubble-containing control sample: 2 - 2.5MPa
compared with 4.5 — 5 Mpa at 521 kHz.

The computational study carried out demonstrates that the annular jet emerging
from the orifice is strongly influenced by outer air flow parameters. Liquid and gas
diameters decrease with increasing air velocity, and breakup frequency increases
with increasing air velocity. These findings support the theoretical analysis based

on experimental observations.
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6.2 - Contribution to Knowledge
6.2 - Contribution to Knowledge

This novel device represents a significant step forward in the development of microbubble-
based targeted drug delivery. Previously reported fabrication methods were unable to
produce sufficiently small microbubbles with narrow size distribution, in a practical and
robust way. The main problem with existing microfluidic devices was the requirement for
very small internal geometry, which resulted in regular blocking due to suspended solids in
the production fluid, as well as the requirement for very high operating pressures. The key
difference between existing devices and the VADC device is the use of a turbulent breakup
mechanism rather than a laminar one. Laminar breakup generally results in highly
monodisperse populations of microbubbles or droplets, but the VADC device has been
demonstrated to produce acceptably narrow size distribution using a novel breakup
mechanism in a turbulent regime. Previous studies have utilised turbulent breakup of
viscous liquid droplets, but this study is the first to apply this type of mechanism to the
production of gas microbubbles. It is also the first study to apply a three-phase system
using outer air to focus an annular jet, to gas breakup rather than liquid-liquid. This
overcomes the blockage problems stemming from narrow channels and hence has the
potential to become a successful manufacturing method for drug-carrying microbubbles.
This could bring great benefits to patients through the reduction of side-effects and the

improvement in the efficacy of medication.

6.3 - Further Work

The VADC device has the potential to produce microbubble suspensions highly tailored to
specific applications, such as the attachment of drugs, drug-loaded liposomes or
nanoparticles, and work will need to be carried out to prove its capability in this area.
Successful liposome attachment may be invevstigated by confocal microscopy, followed by

studies on the effect of such loaded microbubbles on cell cultures.

The device will require some revision to make it more robust, and to improve user-
friendliness. Aluminium parts may be replaced with stonger and more chemically-resistant
materials to allow the use of different fluids. More transparent materials may also be used

for ease of use.

Another potential step forward would be transferring the VADC physical mode of

microbubble formation to a planar format. Planar microfluidic devices offer the benefit of
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6.3 - Further Work
ease of manufacture and allow closer visualisation of the internal flows, which would

facilitate further investigation of the physics occurring. Then techniques such as
microparticle image velocimetry could be used to obtain a more precise measurement of

internal flow velocities.
Further computational work may also be required to obtain a more in-depth understanding

of the physics involved. If greater computing power were available, then a full 3D model

with compressibility would no doubt provide greater insights into the phenomena occurring.
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Appendix | - VADC device dimensioned drawings
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Appendix Il - Additional CFD contour plots

0.00e+00

Contours of Velocity Magnitude (mixture) (m/s) (Time=1.1020e-03) Oct 29, 2013
ANSYS FLUENT 13.0 (axi, pbns, vof, trans-sst, transient)

Plot of velocity magnitude after 6050 time steps. Maximum of 222 m/s recorded around orifice edge.

<

5.89e-03

Contours of Turbulent Intensity (mixture) (%) (Time=1.1020e-03) Oct 29,2013
ANSYS FLUENT 13.0 (axi, pbns, vof, trans-sst, transient)

Plot of turbulent intensity after 6050 time steps.
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2.19e-04

Contours of Turbulent Reynolds Number (Re_y) (mixture) (Time=1.1020e-03) Oct 29, 2013
ANSYS FLUENT 13.0 (axi, pbns, vof, trans-sst, transient)

Plot of Reynolds number after 6050 time steps.

=

 —

0.00e+00

Contours of Velocity Magnitude (mixture) (m/s) (Time=2.9120e-03) Oct 29, 2013
ANSYS FLUENT 13.0 (axi, pbns, vof, trans-sst, transient)

Plot of velocity magnitude at inlet velocity = 95 m/s.
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3.62e-02

Contours of Turbulent Reynolds Number (Re_y) (mixture) (Time=2.9120e-03) Oct 29, 2013
ANSYS FLUENT 13.0 (axi, pbns, vof, trans-sst, transient)

Plot of Reynolds number at air inlet velocity = 95 m/s. Maximum Re is reached at the air-liquid
interface a distance downstream from the orifice.
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Abstract

Targeted delivery of therapeutic agents using ultrasound in combination with microbubbles has significant
potential for the treatment of genetic conditions and for anti-cancer applications. The role of the microbubble
in the approach is to act as both a drug-vehicle, and to be responsive to the application of focused ultrasound,
generally administered extra-corporeally. These functions are highly sensitive to the size, and size
distribution, of the microbubble population. Improved fabrication techniques are therefore critical to realizing
the potential of drug delivery via this modality. Specifically, generating microbubbles small enough to pass
through the vasculature, of a narrow size distribution to homogenize insonation response, and enabling the
encapsulation of viscous drugs into the microbubble architecture, are crucial factors. Previously reported
approaches to generating monodisperse microbubbles typically rely on small internal structures and
geometries, which are very susceptible to becoming congested and blocked. Here, we report on the
development of a new device with components on the order of 100 um, capable of producing stable
microbubbles below 5 pm in diameter.

146



Introduction
Microbubbles in medicine

Microbubble suspensions are well established in medicine through their use as contrast
agents during diagnostic imaging procedures. Recently research has extended to developing
the potential microbubbles have exhibited in a therapeutic context, as carriers for targeted
drug delivery. This potential application brings with it new demands for specific
microbubble characteristics, requiring more advanced manufacturing methods.

The ultrasound-mediated dynamics of a microbubble adjacent to a cell can result in
transient permeabilisation of the cell membrane (often referred to as ‘sonoporation),
sufficient to allow the delivery of drug molecules to the cytosol. This approach, together
with the use of focused ultrasound, constitutes a highly localized and minimally invasive
modality for drug delivery, whereby surrounding healthy tissue and cells are virtually
unaffected [8-10]. However the response of a microbubble to a given ultrasound exposure
is highly dependent on the microbubble diameter, and insonation frequency [3], hence the
need for a monodisperse population with strict control over size.

Microbubble fabrication

Existing commercially available microbubble agents typically consist of high molecular
weight gas cores, encapsulated by a stabilizing shell of lipids, polymers, proteins or
surfactants [1-5]. These bubbles are produced either by sonication [6] or mechanical
agitation of a suspension of the shell material in water, in the presence of the core gas. This
process is simple and inexpensive but results in microbubbles of a broad size distribution.
While larger bubbles (> 10 um ) can be removed to reduce the risk of embolism, the final
product remains highly polydisperse [7]. This is acceptable for diagnostic imaging contrast
agents, however for drug delivery applications, microbubbles of average size <10 um and
of a narrow size distribution are highly desirable.

Microfluidic techniques

Microfluidics-based methods of microbubble production are capable of producing highly
monodisperse populations, and are adaptable to commercial-scale operations due to ease of
manufacturing [11]. The two main types of microfluidic device used are T-junctions [12]
and flow-focusing devices. T-junction devices (Fig. 1a), as the name suggests, consist of a
straight channel (x, typical cross-section 100 x 33 um) etched into a polymer block, or
formed using capillaries, with a second channel (y) incident to it orthogonally. The liquid
phase can be introduced via the x channel and the gas via the y (Fig. 1(a)(i)), or vice versa
(Fig.1(a)(i1)). The mechanism of bubble formation varies depending on the configuration.
When the gas enters via the x channel, it first flows across the front of the y channel, at
which point the liquid flow impinges upon it, squeezing it against the opposite wall,
forming a neck and pinching
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Figure 1 — (a) Possible T-junction microfluidic device configurations, (b) Flow-focusing
device

off a bubble, which flows through the exit channel before the process repeats [13]. In the
alternative configuration, the gas emerges from the y channel into the liquid stream, the
pressure of which forces the protruding gas downstream. The liquid pressure at the
interface increases until a neck forms against the downstream edge of the y channel and a
bubble is sheared off [14]. Both mechanisms involve laminar flows. T-junctions produce
bubbles with very narrow size distribution (Table 1).

Flow-focusing devices (Fig. 1b) consist of three converging channels, the central channel
carrying the gas phase and the two outer channels carrying liquid. The flows meet and exit
through a narrow aperture. The action of the outer liquid focuses the gas flow into a cone,
passing through the aperture as a narrow thread which is broken up into small and uniform-
sized bubbles by a sudden increase in liquid pressure at the gas-liquid interface, caused by
the syringe pump trying to establish constant flow. [15, 16]. The flow in this breakup
mechanism is also laminar.

Therapeutic Microbubbles fabrication

Before microfluidic methods of microbubble production can be adopted commercially, a
number of production criteria should be demonstrated. Specifically, (i) a microbubble
concentration of 10°/ml is desirable for drug delivery applications [17], (ii) the system must
be capable of operating with viscous fluids [ 18] such as the drug doxorubicin in aqueous
solution, whose viscosity is dependent on concentration but can be as high as 9 ¢St [19],
(ii1) must demonstrate the facility of encapsulating a drug within the microbubble structure
[20] and finally (iv) must be practical to operate. The problem with the practicality of
existing methods lies in the requirement for high operating pressures and very small
geometry. Flow-focusing devices and T-junctions produce microbubbles of similar diameter
to the channel or aperture. The geometries necessary to produce bubbles below 10 um are
thus highly susceptible to blockage .
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Sonication [7]

T-junction [7]

Flow focusing [21]

Mean diameter 10.5 um 30 um 5 um
Standard deviation 18.5 um 0.3 pm 0.1 pm
Typical yield per ml 1x107 2x10° 1x10°

Table 1: Microbubble population size characteristics for various fabrication techniques

In this paper we present recent work on the development of a novel microfluidic device
which utilizes breakup of the composite gas-in-liquid jet in a turbulent regime. We
demonstrate the production of stable suspensions of microbubbles, of diameter <5 pum,
using relatively low pressures and an aperture with diameter 100 um. The fabrication
process bears similarities to the flow-focusing method in that a cone is formed, breaking up
as it passes through an aperture. However a second gas phase, air, is added outside the
liquid, and can be used to precisely control the diameter of the cone. Utada et al [22]
reported a three-phase system involving three immiscible liquids using laminar breakup to
form a double emulsion. Our approach is a three fluid system capable of producing
microbubbles. However, unlike their method, the outermost fluid (air) in our system acts to
induce turbulent break-up. The significant difference in viscosity between the liquid and the
core gas causes problems in encapsulating the gas inside the liquid. In contrast with the oil
used as the central fluid in [22], our core gas has a tendency to escape from the surrounding
liquid phase resulting in failed microbubble formation. Regulating the interfacial tension
between air, liquid and aperture material is important in overcoming this difficulty and
achieving successful encapsulation.

Methodology

The Virtual Aperture Dynamic Control (VADC) Device

The device consists of a pair of concentric capillaries within a pressurised acrylic chamber
(Fig. 2). The outer capillary carries the liquid phase and the inner carries the core gas. The
fluids emerge from the capillaries into the pressurised chamber, forming a two-phase flow
towards the adjacent 100 um aperture. The flow of the outer air exiting the chamber draws
the two-phase flow through the aperture, forming a characteristic “cone” shape (Figs.
2(inset) & 3) ending in a narrow thread much smaller than the aperture itself. The precise
diameter of the liquid and core gas streams are dependent on the pressure of the
surrounding air. In this way, surrounding air controls the diameter of the effective aperture
through which liquid-air jet is passing, or acts as a virtual aperture. This effect is termed
“Virtual Aperture Dynamic Control” (VADC). As this flow exits the device alongside the
surrounding air flow, the sharp pressure drop causes turbulent behaviour, breaking the core
gas stream into microbubbles.

149



—— Core gas in Concentric capillaries

Liquid in \
q —

Pressurised
chamber

Bubbles out—"_
Figure 2 — VADC device (not to scale)

Microbubble chemistry

The liquid phase consists of a suspension of phospholipid and surfactant at a ratio of 9:1
mol/mol in water. The lipid used is 1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC)
(Avanti Polar Lipids, Alabaster, AL) and the surfactant polyethyleneglycol-40-stearate
(Sigma-Aldrich, St. Louis, MO). These form a stabilising monolayer around the
microbubbles, extending their shelf life [1]. Experiments have been carried out using air,
nitrogen and perfluorobutane (F2 Chemicals, Preston, UK) as the core gas.

Core Gas

Air \t\‘-
B

Narrow liquid-gas
100 um aperture .ead

Figure 3 - Cone formation between capillaries and 100 um aperture (see also Fig.2 inset).
Here the capillaries are slightly misaligned to the right of the aperture, hence the cone
twists to the left to pass through.

The lipid DSPC and PEG-40-stearate are dissolved in chloroform, vacuum dried to form a
thin film and resuspended in distilled water. The lipid suspension is sonicated in an
ultrasonic cleaning bath for efficient and complete dispersion of the solids. The lipid
suspension is subsequently stirred overnight in 1 atmospheric pressure air surroundings to
achieve air saturation for preparing air-surrounded PFB microbubbles. The lipid
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suspension is introduced in the device via flexible tubing using a syringe pump, to control
flow rate. The core gas and air are supplied from cylinders using two-stage regulators.

A camera (pco.1600, PCO AG, Kelheim, Germany) attached to a PC is used to monitor and
record the formation and behaviour of the fluid cone. Bubbles are collected on a glass slide
for examination and measurement by optical microscope. Image processing software
Infinity Analyze (Lumenera Corporation, Ottawa, Canada) facilitates manual measurement
of bubbles on saved images.

Results

Microbubble sizes were analysed for various input parameters. It was found that the size
and yield of bubbles can be closely controlled by varying the inner gas (P,, Q,) and outer air
(P,, Qa) pressures and flow rates, and the liquid flow rate (F,). Microbubble diameter (D)
tends to decrease with increasing outer air pressure, or increasing liquid flow rate, but

g
Q,
proportional to microbubble diameter (Fig. 4). The most notable effect of increasing the
inner gas pressure, however, s to increase the number of bubbles produced.

increase slightly with increasing inner gas pressure. The flow ratio , 1s directly

The yields were assessed by placing a sample in a haemocytometer slide of volume 4 x 0.1
um and counting manually. At optimal operation the device is capable of producing around
30 million bubbles/ml, of median size <5 pm.

Samples were examined at regular intervals for various microbubble compositions in order
to determine the effect on bubble stability. Lipid monolayer-stabilised air bubbles
disappeared within one hour. When the core gas was changed to nitrogen, stability
increased to around 17 hours, with some bubbles remaining after up to 66 hours.
Perfluorobutane bubbles (Fig. 5) lasted up to two weeks when refrigerated, due to its slower
dissolution.

Discussion

Influence of outer air pressure

The outer air pressure P, represents the principal means of controlling the size of
microbubbles fabricated using this device. This is due to the pressure acting on the outer
surface of the liquid flow which compresses the enclosed air stream such that the 2-phase
flow becomes a fine thread. Analysis of images captured using the camera indicate that as
outer air pressure increases, the diameter of the inner air
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Figure 4 — graph showing flow ratio vs microbubble diameter

flow decreases. Secondly, the sudden drop in pressure as the two-phase thread exits the
device causes a signficant increase in velocity. This leads to turbulent behaviour, resulting
in air velocity fluctuations at the liquid surface, and hence pressure fluctuations causing
stresses which finally break the two-phase flow into droplets containing microbubbles.
Therefore the size of microbubbles is also dependent on the velocity at exit, thereby
providing an alternative mechanism by which the air pressure within the chamber affects
microbubble diameter.

There is a minimum value of outer gas pressure which will result in cone formation and
compress the two-phase thread sufficiently for it to pass through the aperture without
contacting the sides. At pressures below this threshold the output degrades from a
microbubble spray to drip formation at the aperture. This critical pressure value is also
strongly dependent on liquid flow rate. For example, when liquid flow rate is set at 0.2
ml/min the threshold pressure is 2.5 bar, whilst increasing the flow rate to 0.4 ml/min
causes the threshold pressure to increase to 3.5 bar.

Core gas pressure

Increasing the core gas pressure P; tends to increase the microbubble size. However,
adjustment of this value is restricted as liquid is forced up the inner gas capillary if the core
gas pressure is too low for a given outer air pressure, and flow of
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Figure 5 — Lipid-stabilised perfluorobutane bubbles. Scale bar represents 100 um.

the inner gas becomes impeded. Conversely, if the inner gas pressure is too high then the
gas bursts out from within the cone and controlled microbubble production is impossible.
For a given liquid flow rate there is a restricted range for the ratio of P,:P; that will give a
steady cone in the microbubble-producing regime. For a liquid flow rate of 0.4 ml/min, for
example, this ratio is limited to 1.5 — 1.7. Increasing the liquid flow rate tends to decrease
the available P,:P; values.

Conclusion

The VADC device is capable of producing microbubbles as small as one-twentieth the
diameter of the exit aperture. To our knowledge, this is the lowest value for ratio of bubble
diameter to aperture diameter achieved so far. This has a distinct advantage over existing
microfluidic technologies as the relatively large internal geometry is much less susceptible
to congestion and blockages. Moreover, it is capable of operating with more viscous fluids
and particulate suspensions than existing techniques, and can produce yields of at least 30 x
10° microbubbles/ml.

Current work is being undertaken to determine the theoretical relationship between input
parameters and microbubble size, and incorporating additional capillaries to the device to
facilitate multi-layer shells and drug encapsulation.
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