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It is generally accepted that platinum antitumour drags bind, preferentially, to Guanine N7 in DNA. Thus the kinetics of formation and the energetics of dissociation of platinum-nitrogen bonding have been investigated, using simple model bases, namely pyridine, pyrimidine, purine and some derivatives. Six complexes of the type cis- $\mathrm{PtCl}_{2} \mathrm{~L}_{0}$ where L is a N-heterocycle, have been successfully prepared and characterized. The kinetics of the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and the N heterocyclic bases in aqueous solution have been stadied. This was best achieved by pre-aquating the $\mathrm{PtCl}_{4}{ }^{2}$ and measuring the decrease in concentration of platinum or ligand by AA or UV spectroscopy respectively. It was found that the rate of reaction is second order, the rate being dependent on the concentration of both platinum coinplex and the ligand. The substitution of ligand takes place by direct replacement, involving an associative $\mathrm{S}_{\mathrm{w}} 2$ mechanism. It was found that the activation entropy and the activation energy for the reactions of platinum complexes in solution are strongly correlated.

The energetics of platinum-nitrogen bond dissociation were followed using thermogravimetric analysis. Quantitative data, which enabled calculation of the activation energy for the decomposition process involving the loss of one molecule of ligand was obtained from isothermal studies. No correlation was found between the solid state studies, involving bond breaking, and the syntheses of the complexes, probably because in solution the reaction is complicated by solvent effects.

Theoretical studies, which involved Molecular Orbital calculations on the $\mathbf{N}$-heterocyclic bases themselves, were also carried out in an attempt to correlate the kinetic and energetic parameters with the electronic structure of the ligand. Several correlations were attempted but only one was found. This was the relationship between the solid state decomposition energy and the LUMO energy of the quarternized base.
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## CHAPTER 1

## Introduction

### 1.1 Background to the Research Programme

Cancer rates among the top three causes of death in the West and although some cancer problems have been partially solved, there still remains groups of cancers that are increasing in occurrence, for example leukemia and lung cancer. Roe ${ }^{[1]}$ has defined cancer as a disease of multi-cellular organisms which is characterised by the seemingly uncontrollable multiplication and spread within the organism of apparently abnormal forms of the organisms own cells. The term cancer actually embodies hundreds of different types of neoplastic diseases ranging from localized skin cancers to whole body leukemias with representative cure rates being as high as $95 \%$ or as low as $0 \%$.

Cancer is caused by carcinogens which may be defined as substances that are capable of producing tumours in any test species by any route and at any dose level. This term includes quite inert materials such as gold, silver, sodium chloride and plastics, but in general it refers to the more widely recognised carcinogens summarised in Table 1.1.

TABLE 1.1

Classification of Agents Known to Cause Cancer

| Chemical |  |
| :--- | :--- |
| Aromatic hydrocarbons and amines <br> Aromatic heterocyclic ring compounds <br> 4 - Nitroquinoline oxide <br> Alkylating agents | Nitrosamines <br> Azo compounds |
| Physical <br> Urethanes <br> Ionizing radiation <br> Ultraviolet radiation | Others |

Central to the problem of curing cancer is an understanding of the ways in which normal cells and cancer cells differ. Cancer is essentially a problem of abnormal cell growth. Under the influence of chemicals in the environment, or radiation or of viruses, the DNA in normal cells may be transformed, possibly by a single alteration or by substitution of one of the constituent purine or pyrimidine bases, in such a way that the normal control mechanisms which restrict cell proliferation are removed.This process is reversible: repair enzymes can replace the altered section of DNA and restore the original structure; and the immune system of the body has a limited capacity to remove cancer cells. However, if this mechanism fails, the cancer cell may reproduce uncontrollably, invade surrounding tissue and eventually spread to different parts of the body to, form secondary growths or metastases. This makes cancer a particularly difficult disease to treat.

Current drug treatment aims to control the abnormal cellular reproduction. Often by interfering with the synthesis and replication of the DNA of the cancer cells.

## Structure of DNA

Deoxyribonucleic acid (DNA) is the protein material of which genes are made and carries the code for protein generation in a cell. Nucleic acids consist of nucleotides with the general formula (heterocyclic base) - (pentose sugar) - (phosphate), (Figure 1.1).

Only four principal heterocyclic bases are found in DNA, two of which are substituted pyrimidines, cytosine and thymine, and two are substituted purines, adenine and guanine (Figure 1.2).

In DNA the nucleotides are joined by condensation between the phosphate of one nucleotide and an -OH group of a pentose sugar on the next nucleotide (Figure 1.3).

A chain of nucleotides is an oligotide. The ester bonds use the 3 and $5-\mathrm{OH}$ groups of adjacent sugars and the two ends of a chain can then be described as either the 3 terminus or the 5 terminus depending on which OH group is free.

In the DNA molecule there are two oligonucleotide strands, intertwined with a right hand twist to form a double helix having the bases on the inside and the phosphates on the outside. The bases pair up by forming hydrogen bonds which hold the two strands together (Figure 1.4).

Adenine will always pair with thymine, and guanine with cytosine, so once one strand of the double helix is specified the other must also be. These two base sequences are therefore complementary. The two strands of the double helix run in opposite directions one 3 to 5 and the other 5 to 3.


Figure1.1 Structure of a Typical Nucleotide, AMP.


Figure 1.2
Structures of the Heterocyclic Bases of RNA.


Figure 1.3 Structure of a Polynucleotide.


Figure :1.4
Structure of a Segment of DNA.

In DNA replication each strand of the double helix acts as a template for the biosynthesis of a new chain. The new double helices therefore contain one new and one old strand.

Chemotherapy of cancer has been practised for eighty years but has remained fairly unsuccessful until the last three decades ${ }^{(2,3)}$. Even now the treatment is not always successful and the field is beset with innumerable difficulties. The anticancer drugs can interfere with the reproduction of normal cells, particularly those which are rapidly dividing, for instance bone marrow cells and intestinal mucosa cells. This leads to poor selectivity, that is toxicity towards normal cells as well as cancerous tissue. The cancer may respond well initially to drug treatment but then develop a resistant subset of cancer cells. The drugs may either fail to penetrate a tumour, possibly because of an inadequate blood supply to the tumour or the cancer cells may change by mutation so that the cell membrane becomes impermeable to the drug.

The poor selectivity of anticancer drugs which act by inhibiting cell division reflects the relatively slow rate of division of some human cancer cells. This is one reason why some cancers are much less responsive to drug treatment than others and also complicates the use of animal tumours as models for human cancer because the former tend to divide more rapidly. Because of the problems associated with the long doubling time in the major and most refractory human cancers, such as lung cancer, intestinal cancer and breast cancer, the cancers which have responded best to chemotherapy in the past have been those where the dividing time of the cells is rapid, such as choriocarcinoma - a rare form of cancer originating in the outermost membranes surrounding the foetus - and acute childhood leukemias.

The drugs used for cancer therapy can be categorised by (i) chemical class, (ii) mode of action or (iii) origin, ie whether derived from synthetic or natural sources. Such classes include antimetabolites, antihormonal agents, alkylating agents and platinum derivatives as well as numerous others such as plant products, vincristine, vinblastine and the podophyllotoxins and the antibiotics bleomycin and adriamycin. Whilst such drugs are sometimes used as single agents, it is more usual to administer them either in combination or sequentially, to avoid the onset of resistance.

Antimetabolites are drugs with structures very similar to those of the naturally occurring molecules essential for tumour growth. The tumour mistakenly builds its new cell using the administered antimetabolite and thus hinders further growth.

Certain cancers depend on circulating steroid hormones for their growth. Specifically the female sex hormones oestrone and oestradiol in breast cancer and the male testerone and dihydrotestosterone in prostatic cancer. Formerly these cancers were usually treated by surgery but in the 1970s the introduction of antihormonal drugs achieved the same effect by non-surgical means.

Alkylating agents were the earliest successful anticancer drugs. Although the largest category is the so called nitrogen mustards the mode of action of all members of this class is the same in their ability to cross-link opposing strands in the DNA double helix by bifunctional alkylation. The two alkylating functions react typically with the guanine bases in DNA binding opposing strands and preventing the separation needed for cell division to occur.

A relatively new and important group of drugs, drugs similar to the alkylating agents in that they act by bifunctional reaction with DNA, are those containing platinum. The parent member, cisdichlorodiammineplatinum (II) or cisplatin (Figure 1.5), was discovered by Rosenburg in 1969(4) when he found that platinum electrolysis products inhibited bacterial cell growth. Further experiments showed that is was not the electric field but cis-platinum complexes, especially cisplatin, that were responsible for the effect. These species were formed by tiny amounts of platinum from the electrodes reacting with the chloride and ammonia that were present in the electrolytic medium. Only the cis and not the trans isomer appeared to be effective. Because the compounds inhibited cell division their potential as anticancer drugs was investigated.

In subsequent studies the antitumour activity of cisplatin was studied in tumours induced in animals and the promising results led to the first clinical trails in $1972^{[3]}$.

In 1978 cisplatin was officially approved as a drug in the USA and in 1983 it was that country's biggest selling antitumour drug.

Although effective against a broad spectrum of tumours, this compound is almost universally used in the treatment of testicular and ovarian cancer as well as for teratoma (tumours in foetuses). Unfortunately a major drawback of cisplatin is its severe toxicity, even in low doses, towards the kidney and nervous system. This has led to the search for new anticancer platinum drugs with higher activity and lower toxicity. Consequently this has resulted in many platinum compounds being screened for antitumour activity and these tests have identified a number of common features required for antitumour activity"), as follows (see also Figure 1.б).

Two cis amine groups seem to be necessary for activity, this geometric restriction is automatically answered for bidentate amines such as ethylenediamine. The compound should possess moderately strongly bound leaving groups, such as chloride. However, some readily soluble platinum compounds with relatively strongly bound anions, such as citrate, oxalate, malonate or 1,1 cyclobutanedicarboxylate, as leaving groups are also active. Compounds with either strongly bound anions ( $\mathrm{NO}_{2}$; $\mathrm{SCN}^{-}$or $\mathrm{I}^{-}$) or labile anions ( $\mathrm{NO}_{3}$; or $\mathrm{ClO}_{4}$ ) are not antitumour active, and the latter are highly toxic. The amine ligands should have at least one $\mathrm{N}-\mathrm{H}$ group, ie the platinumbound nitrogen should possess a hydrogen-bond donor function.

All compounds with both amine ligands lacking such a property have been found to be inactive. The role of this N -H group in the biological activity is not yet understood, it could either be kinetic or thermodynamic. However, steric effects and a role in transport through the cell wall cannot be excluded.

A rational development of a more effective analogue of a drug requires a detailed knowledge of the drugs mechanism of action at the cellular level.

Early studies ${ }^{[7,9]}$ by several groups have shown that a specific interaction of cisplatin with DNA is an important event, which may eventually lead to cell killing.

It is to be stressed that although binding to DNA is evident, these observations do not necessarily prove that this binding is the only important reaction that leads to cell killing of the tumour cell.

Although DNA has many components with lone pairs of electrons where metal ions may bind (ie the phosphate groups, the sugar oxygen atoms and the heterocyclic bases), early studies ${ }^{[5.91}$ have made it clear that cisplatin preferentially binds at the nitrogen atoms of the nucleobases. All the bases (Figure 1.2) do have such nitrogens and have been found to co-ordinate transition metal ions. However binding at thymine can only occur after deprotonation at N3, which is not the case under physiological conditions.

To understand better the binding of cisplatin to DNA, investigations were started with studies of the binding of the nucleobases adenine (A), guanine (G) and cytosine (C). It appeared that adenine might co-ordinate to the cisplatin group through the N 7 atom and through the N 1 atom, whereas cytosine can co-ordinate through the N 3 atom. In guanine binding is possible at N 7 and, only under alkaline conditions, also at deprotonated N1. Of all these binding modes, those at the N7 atoms of guanine and adenine seem most likely in DNA, since the other sites of guanine, adenine and cytosine are involved in the base pairing of the double helix, and are less accessible for the cisplatin.

Detailed studies ${ }^{100}$ from about a decade ago have made clear that guanine N 7 has a strong kinetic preference, and subsequent investigations ${ }^{[1,12]}$ have shown that the so formed Pt -Guanine ( N 7 ) bond is a very stable one. This has led to the generally accepted view that also in DNA, cisplatin units bind to certain guanine N 7 sites.

However, the cisplatin unit has two reactive sites (the NH , ligands are not reactive enough under physiological conditions) and after binding to one guanine N7, a second reaction has to be expected. Therefore, because of the bifunctional nature of cisplatin, several types of DNA adducts can be found (these are shown schematically in Figure 1.7):

(1) Cisplatin

(2) Trans isomer

Figure 1.5
Structure of
diamminedichloroplatinum (II)

## Some promising 'second generation' drugs



(5) $J M-40$

## Besic requirements for activity


(6) $X=$ leaving group such as $\mathrm{Cl}^{-}, 1 / 2 \mathrm{SO}_{4}^{2-}$ or $1 / 2$ maionate

Figure 1.6 Basic Requirements for Activity and some Promising "Second Generation" Drugs.


Figure $1.7 \quad$ Schematic Representation of Cisplatin Bonding to DNA.
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Structures of the Heterocyclic Bases under Investigation.

- stabilization of the monofunctional binding through hydrogen bonding of the amine ligands and/or $\mathrm{H}_{2} \mathrm{O}$ or Cl
- chelation to a base in the opposite strand of double helical DNA, which may be a guanine or another base (interstrand cross-linking)
- chelation to a neighbouring guanine N7 in the same DNA strand (intrastrand crosslinking)
-. chelation to a guanine in the same DNA strand (not a next neighbour)
- chelation to another base next to the guanine in the same strand, likely candidates are adenine ( N 7 or N 1 ), and cytosine ( N 3 )
- chelation to a protein side chain residue.

Since Rosenburg̀s discovery that certain platinum complexes exhibit antitumour activity widescale research has been carried out on the synthesis of complexes of the type cis- $\mathrm{PL}_{2} \mathrm{Cl}_{2}$. Both the antitumour activity and the mutagenicity associated with these platinum complexes is derived from the ability of the heterocyclic bases to bind to the metal ${ }^{[11]}$. These bases represent natural multi-site ligands, but questions regarding the selectivity of base site, the identity of the type of attachment and the possible existence of isomeric forms of the metal-base complexes remain unanswered. In addition a clear pattern has yet to emerge which relates the structure and the physico-chemical properties of the various platinum anticancer drugs to their potency.

In order to gain more insight into the interactions of platinum with nucleic acids much work has gone into isolating and characterising the products formed by the reactions of platinum complexes with simpler model or natural heterocyclic bases ${ }^{[4,1,15]}$.

Since it is generally accepted that the platinum anticancer drugs bind, preferentially, to guanine N7 in DNA, the plan in the research described here has been to investigate the kinetics and energetics of platinum-nitrogen bonding. In order to achieve this the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and very simple model bases, namely pyridine, pyrimidine, purine and some derivatives (Figure 1.8) have been studied. The product materials, which are cis - platinum complexes of the form $\mathrm{PL}_{2} \mathrm{Cl}_{2}$, where $L$ is a nitrogen heterocycle, have been subjected to thermo-analytical studies. Complementary work using theoretical chemical techniques has been carried out on the nitrogen heterocycles themselves.

The aim of the studies is to elucidate the factors which govern the rate of formation and stability of $\mathrm{Pt}-\mathrm{N}$ bonds in such complexes. The information gained could be useful in the design of better anti-cancer platinum drugs.

### 1.2 Aims and Methodology

Square planar patinum (II) complexes, such as $\mathrm{PtCl}^{2}{ }^{2}$, generally undergo nucleophilic substitution reactions, the rate of which often depends upon the nature of the group in the trans position. This concept is known as the trans effect and has been used, with considerable success, as a guide in the synthesis of desired isomeric platinum complexes. (The trans effect is discussed more fully in Chapter 3.6).

There is a large amount of kinetic data on substitution reactions of platinum square planar complexes, all of which are best explained in terms of a bimolecular displacement mechanism. For reactions such as:

$$
\mathrm{PLA}_{3} \mathrm{X}^{++}+\mathrm{Y}^{-} \xrightarrow{\mathrm{H}, \mathrm{O}} \mathrm{PLA}, \mathrm{Y}^{++}+\mathrm{X}^{-}
$$

in aqueous solution a two term rate law:

$$
\text { Rate }=k_{1}\left[P t A, X^{-}\right]+k_{2}\left[P L A, X^{-}\right]\left[Y^{-}\right]
$$

is generally followed ${ }^{16,177}$, where $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ are the first order and second order rate constant respectively. Under pseudo-first order conditions containing excess $Y$, the experimental first order rate constant $\mathrm{K}_{\mathrm{ob}}$ is related to the individual rate: constants as shown by the equation:

$$
K_{0}=K_{1}+K_{2}[Y]
$$

This requires that a plot of $k_{w}$ versus [ $Y$ ] be linear with an intercept of $\mathbf{k}_{1}$ for the reagentindependent path and a slope of $k_{2}$ for the reagent path. Plots of this type are common for substitution reactions of square planar complexes. Such a plot is shown in Figure 1.9 for the reaction of $\mathrm{Pt}(\mathrm{j} y)_{2} \mathrm{Cl}_{2}$ with a wide variety of reagents.


Figure 1.9 Rates of Reaction of trans- $\mathrm{Pt}(\mathrm{py})_{2} \mathrm{Cl}_{2}$ in Methanol at $30^{\circ}$ as a Function of the Concentrations of Different Nucleophiles. ${ }^{\text {[18 }}$

In this study of the kinetics of substitution between $\mathrm{K}_{2} \mathrm{PLCl}_{4}$ and N -heterocyclic bases initial preparative work was carried out. $\mathrm{K}_{3} \mathrm{PtCl}_{4}$ was reacted with various ligands in aqueous solution using a method described by Kong and Rochon ${ }^{[19]}$, who found that reactions of pyridine derivatives with $\mathrm{K}_{3} \mathrm{PtCl}_{4}$ were accompanied by precipitation of sparingly soluble compounds. The use of reactions having this characteristic allowed development of methods to monitor the concentration of reactants remaining in solution as a reaction proceeds without any interference from the solid product.

Kukushkin et al ${ }^{[20]}$ carried out kinetic analysis on reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and pyridine derivatives using a potentiometric method. They established that all reactions were of second order overall, ie first order with respect to the platinum-containing ion, and first order with respect to the pyridine. The rate determining step in all instances was assumed to be the introduction of the first molecule of pyridine. In this present study several different methods were investigated in order to find the most amenable for determining the kinetics of formation of complexes of the type $\mathrm{PL}_{2} \mathrm{Cl}_{2}$, where L is a N -heterocyclic base. Initial studies were carried out on the reaction between $\mathrm{K}_{2} \mathrm{ptCl}$, and 2 -aminopyridine. Once a technique had been developed which was found to be consistent and reproducible reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and other ligands were studied with a view to determining any possible structure-activity relationships.

In addition to investigating the kinetics of formation of complexes of the type $\mathrm{PtL}_{2} \mathrm{Cl}_{2}$ the energetics of Pt-N bond dissociation was also studied using thermogravimetric analysis. Thermal analysis involves heating a known weight of complex with a linear heating program. As the temperature increases weight loss is observed, either as a single stage process or possibly as a multistage process. The percentage weight losses occurring at each stage can be determined and compared with theoretical weight losses and hence one can identify the removal of a particular ligand. The temperature of ligand loss and the order of ligand loss can give an insight into the relative stabilities of the Pt -ligand bonds.

More quantitative data can be obtained from isothermal studies. this involves heating the complex at a constant temperature and studying the decomposition of the samples as a function of time. Several experiments needed to be carried out at a series of different but constant temperatures. By studying the variation of weight of reactant with time for each individual experiment rate constants can be derived from appropriate rate equations. Comparison of the rate constants obtained for each isothermal condition will give an estimation of the Arrhenius parameters ${ }^{[21]}$ (this is discussed further in Chapter 4).

Theoretical studies on the N -heterocycles themselves have been carried out in an attempt to correlate the kinetic parameters with the electronic structure of the ligand. The trans substitution effect is known to depend on charge distribution. Information on the mechanism of substitution can sometimes be provided by the effect of charge on the complex on its rate
of reaction. Thus if a reaction involves primarily a separation of charge, as in a dissociative process, then for an analogous series of complexes the rate will decrease with a decrease of the charge of the complex. However, if the reaction is largely associative in type, the charge neutralisation process requires that an increase in positive charge on the complex be accompanied by an increase in rate of reaction. For a bimolecular displacement process, where dissociation and neutralisation are of comparable importance, there would be opposing effects and the rate of reaction would not be expected to change very much with changes of the charge on the complex ${ }^{[22]}$.

## CHAPTER 2

## Preparation and Characterisation of Complexes <br> of the Type Cis-Pt $\mathbf{L}_{\mathbf{2}} \mathbf{C l}_{\mathbf{2}}$

### 2.1 Preparation

In order to find out about the kinetics and energetics of platinum - nitrogen bond formation investigations have been carried out using simple models of the bases of DNA. The model systems chosen were required to mimic the in vivo complexation of platinum with the heterocyclic bases of DNA. Suitable analogues of the DNA bases, particularly cytosine and guanine, were considered to be variously substituted forms of pyridine, pyrimidine and purine which like the natural nucleobases are multi-site ligands.

The reaction between metal and base can be studied by looking at the rate of formation of complexation when a simple platinum complex, such as $\mathrm{K}_{2} \mathrm{PtCl}_{4}$, interacts with a model base in aqueous solution according to the equation:

$$
\mathrm{K}_{2} \mathrm{PtCl}_{4}+2 \text { (Base) } \rightarrow \mathrm{PtCl}_{2}(\text { Base })_{2}+2 \mathrm{KCl}
$$

One criterion for the choice of base was that it had to be soluble in some solvent, preferably aqueous solution.

The solubility of several heterocyclic bases were investigated in aqueous solution, mixed aqueous/alcohol solution, alcohol solution and acetonitryl. It was found that pyridine, pyrimidine, 2-aminopyridine, 2 -aminopyrimidine, 2 -amino, 4 -methylpyrimidine and purine were all soluble in aqueous solution and thus amenable to the type of investigation envisaged. However other bases such as 4 -methyl, 2-thiouracil, 4,6-dihydroxypyrimidine, 4 -amino, 2,6-dihydroxypyrimidine and 2,4,6-triaminopyrimidine were insoluble in all the above solvents and so rejected as possible model systems.

### 2.1.1 Reagents

Reagents used in the preparation of the platinum-base complexes were obtained commercially as follows:

| Potassium | tetrachloroplatinate (II) | $\left(\mathrm{K}_{2} \mathrm{PLCl}_{4}\right)$ | Johnson Mathey |
| :--- | :--- | :--- | :--- |
| 2-aminopyridine | $(2 \mathrm{AP}) \cdot$ Fluka Chemicals Ltd |  |  |
| 2-aminopyrimidine | $(2 \mathrm{APm})$ | Aldrich Chemicals Co Inc |  |
| pyridine | (Py) | Aldrich Chemicals Co Inc |  |
| pyrimidine | (Pm) | Aldrich Chemicals Co Inc |  |
| 2-amino, 4-methyl-pyrimidine | (AMPm) Aldrich Chemical Co Inc |  |  |
| purine | (Pu) Aldrich Chemical Co Inc |  |  |

Since all reagents were at least $97 \%$ pure they were all used direct from the manafacturer without any further purification.

### 2.1.2 Synthesis of Complexes of the Type cis- $\mathrm{Pt}(\mathrm{L})_{2} \mathrm{Cl}_{2}$

The complexes were all prepared using the method described by Kong and Rochon. ${ }^{[19]}$

$$
\mathrm{K}_{2} \mathrm{PtCl}_{4}+2 \mathrm{~L} \cdots-\cdots \mathrm{Pt}(\mathrm{~L})_{2} \mathrm{Cl}_{2}+2 \mathrm{KCl}
$$

In the typical case of the 2 -aminopyridine ligand, to an aqueous solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}(0.415 \mathrm{~g}$ in 10 $\mathrm{cm}^{3}$ of water) an aqueous solution of 2 -aminopyridine ( 0.141 g in $5 \mathrm{~cm}^{3}$ of water) was added. The resultant solution was left to stand at room temperature for five hours. The green precipitate was filtered and washed with water, methanol, and ether and then dried at 353 K in a vacuum oven overnight.

The concentrations of $\mathrm{K}_{2} \mathrm{PICl}_{4}$ and 2-aminopyridine used in the above reaction are nonstoichiometric, the molar ration being $1: 3$ respectively. In order to implement the elementary rate laws for kinetic analysis of this reaction it was considered preferable to have a quantitative relationship between the reactants and the products. Consequently the above preparative method was repeated but this time using stoichiometric quantities, ie a molar ratio of $1\left(\mathrm{~K}_{2} \mathrm{PtCl}_{4}\right): 2(2 \mathrm{AP})$ to ascertain that the same product would result in the kinetic studies.

X-ray power diffraction patterns were obtained for the products obtained both nonstoichometrically and stochiometrically. These were found to be identical to one another but different from the X -ray diffraction patterns of both $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-aminopyridine. This indicated that both preparative methods gave rise to the same product.
$\mathrm{K}_{2} \mathrm{PLCl}_{4}$ was reacted with the five other ligands, 2-aminopyrimidine, pyridine, pyrimidine, 2amino, 4 -methyl-pyrimidine and purine, using stoichiometric quantities. The amounts of reagent used for each reaction are given in Table 2.1.

TABLE 2.1

## Weight and Concentration of Each Reagent

| Complex | Amt $\mathrm{K}_{2} \mathrm{PtCl} / \mathrm{g}$ | Molarity <br> $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ | Amt Ligand/g | Molarity <br> ligand |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$ | 0.415 | 0.1 M | 0.188 | 0.2 M |
| $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$ | 0.415 | 0.1 M | 0.190 | 0.2 M |
| $\mathrm{Pt}(\mathrm{Py})_{2} \mathrm{Cl}_{2}$ | 0.415 | 0.1 M | 0.158 | 0.2 M |
| $\mathrm{Pt}(\mathrm{Pm})_{2} \mathrm{Cl}_{2}$ | 0.415 | 0.1 M | 0.160 | 0.2 M |
| $\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}$ | 0.415 | 0.1 M | 0.218 | 0.2 M |
| $\mathrm{Pt}(\mathrm{Pu})_{2} \mathrm{Cl}_{2}$ | 0.415 | 0.1 M | 0.240 | 0.2 M |

### 2.2 Characterisation

The products from the reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and ligand were characterised by thermogravimetric analysis, CHN analysis, infrared spectroscopy. The information obtained from these techniques would demonstrate characteristics of the product such as the empirical formula and whether it was present in the cis- or trans-configuration.

### 2.2.1 Equipment

Infrared Spectroscopy:

Perkin Elmer 683 IR spectrophotometer
Caesium iodide discs in range $4000 \mathrm{~cm}^{-1}-200 \mathrm{~cm}^{-1}$

## Thermogravimetric Analysis:

CIE microbalance and a Stanton Recroft heating programmer linked to a furnace using platinum/platinum, $13 \%$ rhodium thermocouple. Both microbalance and heating programmer were linked to a JJ Instruments CR 6525 twin pen recorder.

## CHN Analysis:

This was carried out courtesy of the Micro-Analytical Laboratory, Department of Chemistry, the University of Manchester.

### 2.2.2 Yields of Products

The percentage yield in five hours of reaction time was calculated for each product and the results are summarised in Table 2.2.

TABLE 2.2

Colour and Percentage Yield of Each Product

| $\operatorname{Product}$ | Colour | \%age <br> yield |
| :--- | :---: | :---: |
|  |  |  |
| $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$ | green | 53 |
| $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$ | bright yellow | 59 |
| $\mathrm{Pt}(\mathrm{Py})_{2} \mathrm{Cl}_{2}$ | pale yellow | 63 |
| $\mathrm{Pt}(\mathrm{Pm})_{2} \mathrm{Cl}_{2}$ | bright yellow | 64 |
| $\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}$ | brown | 51 |
| $\mathrm{Pt}(\mathrm{Pu})_{2} \mathrm{Cl}_{2}$ | pale yellow | 65 |

### 2.2.3 CHN Analysis

CHN analysis was carried out on the products obtained from the following three reactions:

$$
\begin{aligned}
& \mathrm{K}_{2} \mathrm{PtCl}_{4}+2 \mathrm{AP} \\
& \mathrm{~K}_{2} \mathrm{PtCl}_{4}+2 \mathrm{APm} \\
& \mathrm{~K}_{2} \mathrm{PtCl}_{4}+\mathrm{AMPm}
\end{aligned}
$$

The results are listed in Table 2.3.
TABLE 2.3

Comparison of Theorectical and Experimental Percentage Yields

| $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$ |  | $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$ |  | $\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Calculated | Found | Calculated | Found | Calculated | Found |
| $\%$ | $\%$ | $\%$ | $\%$ | $\%$ | $\%$ |
|  |  |  |  |  |  |
| C | 26.2 | 26.4 | 21.0 | 21.1 | 24.8 |
| H | 2.45 | 2.6 | 2.2 | 2.2 | 2.9 |
| N | 12.6 | 12.3 | 18.6 | 18.4 | 17.4 |
| Cl | 15.8 | 15.6 | 15.95 | 15.6 | 14.75 |

These results suggest that the molecular formula of the product is of the form $\mathrm{PLL}_{2} \mathrm{Cl}_{2}$.

### 2.2.4 Thermogravimetric Analysis

The technique involved the continuous weighing of a sample whilst heating using a linear temperature rise recording the weight loss as a function of temperature.

## Procedure

Thermogravimetric analysis was carried out in a static air air atmosphere and a platinum/platinum, $13 \%$ rhodium thermocouple. Approximately 10 mg of the product was heated on a CIE microbalance using a linear heating rate up to a maximum temperature of 653 K . The cold junction was also measured.

The temperature was obtained from chart paper by measuring the emf of the thermocouple and consulting a calibration table of emf and the corresponding temperature making due allowance for the cold junction.

## Results

Thermogravimetric analysis showed that the products decomposed in a stepwise manner. The decomposition curve for the platinum - 2-aminopyridine complex is shown in Figure 2.1 and the percentage weight losses are given in Table 2.4. The theoretically calculated percentages of Pt , 2 AP and Cl in a complex of molecular formula $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$ are also listed.
_...TABLE 2.4

Comparison of Theoretical and Experimental Weight Loss
from cis- $\mathbf{P t}$ (2-amino pyridine) $\mathbf{C l}_{\mathbf{2}}$

| Process | Temperture <br> Range/K | Percentage Weight Loss |  |
| :---: | :---: | :---: | :---: |
|  |  | Theoretical | Experimental |
| Loss of 1 mole of 2AP and 1 mole of Cl | 483-568 | 28.52 | 29.44 in 1st step <br> of TG curve |
| Loss of 1 mole of 2AP and 1 mole of Cl | 568-673 | 28.52 | 26.67 in 2nd step of TG curve |
| Loss of all Ligands leaving metallic Pt | > 673 | 56.11 | 57.04 total weight loss |

Ascan be seen from these results thermogravimetric analysis indicated that the molecular formula of the complex is $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$. The first two steps of the decomposition process involve the loss of the two ligands along with the loss of the two chlorine atoms, so that all that remains after 673 K corresponds to the theoretical percentage of platinum. X-ray power diffraction was carried out on the residue and confirmed it to be platinum. Table 2.5 lists the main $d$ spacings and relative intensities of the residues diffraction pattern along with those obtained for platinum from the ASTM power diffraction file.


Figure 2.1 Non-isothermal Decomposition of $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$

TABLE 2.5

Comparison of the Main d spacings obtained from the Residue and the ASTM
Powder Diffraction File for Platinum

| Relative intensity <br> $\mathrm{I} / \mathbf{I}_{1}$ | d spacings |  |
| :---: | :--- | :--- |
|  | ASTM file | Residue pattern |
|  |  |  |
| 53 | 2.265 | 2.25 |
| 31 | 1.962 | 1.95 |
| 33 | 1.387 | 1.38 |
| 39 | 1.1826 | 1.18 |
|  | 0.8008 | 0.79 |

Similar stepwise decomposition curves were obtained for the other five products indicating that the molecular formula after complexation between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and ligand is $\mathrm{Pt}(\mathrm{L})_{2} \mathrm{Cl}_{2}$. Apart from merely characterising the formula of the reaction product these results were also useful as a prestudy to thermogravimetric analysis which was considered to be kinetically important and was subsequently investigated more thoroughly.

### 2.2.5 Infrared Spectroscopy

Infrared spectra were obtained for each of the ligands and the corresponding complex formed by the reaction with $\mathrm{K}_{2} \mathrm{PtCl}_{4}$. Comparisons could then be made between the two corresponding spectra and predictions made as to how the platinum binds to the ligand. A band of particular interest int he spectra is the metal - ligand stretching band. This band is likely to be due to the $\mathrm{Pt}-\mathrm{N}$ bond since in these complexes it is thought that the metal binds to the ligand through a cyclic nitrogen atom. This band should arise around the region of 490 nm . Changes in the position of the $\mathrm{N}-\mathrm{H}$ and C-H stretching frequencies are also expected.

An IR spectrum of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was also obtained in order to find the position of the $\mathrm{Pt}-\mathrm{Cl}$ stretching frequency. This was found to appear in the region of 330 nm .

Tables 2.5 to 2.10 list the bands of importance for each ligand and its corresponding reaction product. The assignments were made by comparison with published data. ${ }^{\text {(11, 25, 24) }}$

TABLE 2.5

IR Absorption Frequencies of 2-aminopyridine and its Complex

| Band frequencies $\left(\mathrm{cm}^{-1}\right)$ |  | Assignments |
| :---: | :---: | :---: |
| 2-aminopyridine | Complex |  |
| 3410 | 3440 |  |
| 3300 | 3310 | $\mathrm{~N}-\mathrm{H}$ str |
| 3160 | 3060 | $\mathrm{~N}-\mathrm{H} \mathrm{str}$ |
| 3060 | 3060 | aromatic |
| 1625 | 1635 | $\mathrm{C}-\mathrm{H} \mathrm{str}$ |
| 1595 | 1590 | $\mathrm{~N}-\mathrm{H}$ str |
| 1555 | 1560 | aromatic |
| 1485 | 1490 | aromatic |
| 1160 | 1150 | aromatic |
| - | 450 | $\mathrm{C}-\mathrm{N} \mathrm{str}$ |
| - | 330 | $\mathrm{Pt}-\mathrm{N}$ |
|  |  | $\mathrm{Pt}-\mathrm{Cl}$ |

TABLE 2.6

IR Absorption Frequencies of 2-aminopyrimidine and its Complex

| Band frequencies $\left(\mathrm{cm}^{-1}\right)$ |  | Assignments |
| :---: | :---: | :---: |
| 2-aminopyridine | Complex |  |
| 2320 | 3420 |  |
| 3270 | 3310 | N-H str |
| 3120 | 3160 | N-H str |
| 2960 | 3080 | aromatic |
| 1620 | 1645 | C-H str |
| 1580 | 1580 | N-H str |
| 1560 | 1565 | aromatic |
| 1475 | 1475 | aromatic |
| 1130 | 1125 | aromatic |
| - | 450 | C-N str |
| - | 330 | Pt-N |
|  |  | Pt-Cl |

TABLE 2.7

IR Absorption Frequencies of Pyridine and its Complex

| Band frequencies $\left(\mathrm{cm}^{-1}\right)$ |  | Assignments |
| :---: | :---: | :---: |
| Pyridine | Complex |  |
| 3680 | 3700 |  |
| 3410 | 3490 | $\mathrm{~N}-\mathrm{H}$ str |
| 3120 | 3120 | $\mathrm{~N}-\mathrm{H}$ str |
| 3080 | 3085 | aromatic |
| 1630 | 1627 | C-H str |
| 1000 | 1605 | N-h str |
| 1580 | 1570 | aromatic |
| 1480 | 1480 | aromatic |
| 1160 | 1155 | aromatic |
| - | 450 | C-N str |
| - | 330 | Pt-N |
|  |  | Pt-Cl |

TABLE 2.8

IR Absorption Frequencies of Pyrimidine and its Complex

| Band frequencies ( $\mathrm{cm}^{-1}$ ) |  | Assignments |
| :---: | :---: | :---: |
| 2-amino-4methylpyrimidine | Complex |  |
| 3410 | --3470 | $\mathrm{N}-\mathrm{H}$ str |
| 3280 | 3360 | N -H str |
| 3000 | 2980 | aromatic |
| 2920 | 2900 | C-H str |
| 1585 | 1610 | N -H str |
| 1565 | 1550 | aromatic |
| 1475 | 1460 | aromatic |
| 1140 | 1150 | C-N str |
| - | 440 | $\mathrm{Pt}-\mathrm{N}$ |
| - | 335 | $\mathrm{Pt}-\mathrm{Cl}$ |

TABLE 2.10

## IR Absorption Frequencies of Purine and its Complex

| Band frequencies (cm- $)$ |  | Assignments |
| :--- | :---: | :---: |
| Purine | Complex |  |
| 3420 | 3500 |  |
| 3075 | 3090 | $\mathrm{~N}-\mathrm{H}$ str |
| 2910 | 2910 | N-H str |
| 2850 | 2800 | aromatic |
| 1615 | 1620 | C-H str |
| 1570 | 1570 | N-H str |
| 1500 | 1485 | aromatic |
| 1460 | 1420 | aromatic |
| 1140 | 1155 | aromatic |
| - | 450 | C-N str |
| - | 330 | Pt-N |

Generally the IR spectrum of the ligand was very similar to that of the corresponding complex. However, in all six cases there is evidence of additional bands in the regions of $450 \mathrm{~cm}^{-1}$ and 330 $\mathrm{cm}^{-1}$. These bands have been assigned $\mathrm{Pt}-\mathrm{N}$ and $\mathrm{Pt}-\mathrm{Cl}$ respectively, thus indicating that platinum and chloride are both present after complexation and that the platinum binds to the ligand through a nitrogen atom. In addition the observation that the IR spectra of the synthesised platinum complex showed absorption in the region around $450 \mathrm{~cm}^{-1}$ indicated, according to Osa et al, that the complex is present in its cis configuration.

In the IR spectra of the three complexes which have an amino side group present it was observed that the $\mathrm{N}-\mathrm{H}$ stretching frequency shifted to a higher frequency after complexation, indicating that the amino group is not involved in the bonding.

# CHAPTER 3 

Solution Studies

### 3.1 Introduction

Kinetic studies were carried out in aqueous solution, the aim being to determine the form of the rate equation and values for the rate constants for the reactions:

$$
\mathrm{PtCl}_{4}{ }^{2}+2 \mathrm{~L}--->\mathrm{PtCl}_{2} \mathrm{~L}_{2}+2 \mathrm{Cl}^{-}
$$

The activation energy could then be calculated for the formation of complexes of the type cis$\mathrm{PtL}_{2} \mathrm{Cl}_{2}$.

In order to measure the rate of a chemical reaction it is necessary to follow the change in concentration of reactant and/or product with time by a convenient method. Numerous methods are available and the choice of a suitable technique depends on the nature of the reactants and products and the length of the half life of the reaction. Because the reactions under investigation had a reasonably long half life coupled with the fact that both reactants were soluble and the product precipitates out of solution, it was deemed satisfactory to develop an incremental method involving the withdrawal of samples of the solution for analysis at various time intervals.

Several techniques were investigated in order to study the platinum or base concentration in the complexation studies, these included potentiometric titrations of Cl , High Performance Liquid Chromatography (HPLC) determination of peak area of the reacting ligand, ultraviolet spectroscopic (UV) measurement of the absorbance of ligand and atomic absorption spectroscopy (AA) for measurement of platinum absorbance.

Once a consistent and reproducible method had been developed the rate equation and rate constant could then be determined in one of two ways, either by a differential or by an integral method. A differential method is a direct one since the values of d (conc)/ d (time) are determined directly from plots of concentration vs time, the tangents to the curve at any time, $t$, giving the rate at that time. Graphs of concentration against time are plotted for a number of initial concentrations, $\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{C}_{3}$ etc and the tangents at the start of that reaction are drawn as in Figure 3.1a. This corresponds to the initial rate for that particular concentration. When the rate is measured at the start of a reaction it can be assumed that complications caused by the presence of secondary reactions do not occur. The logarithms of the initial rate is plotted against the logarithm of the initial concentration as in Figure 3.1 b and the rate constant and order determined from the intercept and slope respectively.


Figure 3.1a Concentration Time Curve for Different Initial Concentrations


Figure 3.1b Plot of $\log _{10}$ (initial rate) against $\log _{10}$ (initial concentration)

One advantage of this method over integration methods is that it is not dependent on a knowledge of the order of reaction.

For integration methods the experimental variation of concentration with time at constant temperature is compared to one of the integrated rate equations:

## Zero Order

$$
\frac{-d C}{d t}=k
$$

where | $\mathbf{C}$ | $=$ the concentration |
| ---: | :--- |
| $\mathbf{t}$ | $=$ time |
| $\mathbf{k}$ | $=$ the rate constant |

Integrating:

$$
-\int_{C_{0}}^{C_{t}} d C=\int_{0}^{t} d t
$$

where $C_{0}=$ the initial concentration

$$
C_{t}=\text { the concentration at time } t
$$

$$
C_{1}=C_{0}-k t
$$

## First Order

$$
-\mathrm{dC}=\mathrm{kC}
$$

dt

Integration gives:

$$
\ln (C)=\ln \left(C_{0}\right)-k t
$$

This equation can also be expressed in other forms:
by antilogging the above equation gives exponential decay

$$
C_{1}=C_{0} e^{\cdot x}
$$

or in the terms of extent of reaction, $\alpha$, where $(1-\alpha)$ is equal to the fraction remaining:

$$
\begin{aligned}
& 1-\alpha=\frac{C_{1}}{C_{0}} \\
& \text { but } \quad \ln \quad \mathrm{C}_{0}=\mathrm{kt} \text { therefore }-\ln \\
& \mathbf{C}_{\mathbf{C}}=\mathrm{kt} \\
& \text { C } \\
& \text { C. } \\
& \text { - } \ln (1-\alpha)=k t \\
& \text { or if } a=\text { initial concentration } \\
& x=\text { decrease in concentration } \\
& \text { then } a \cdot x=\text { concentration at time } t \\
& \ln \quad \mathrm{C}_{0}=\mathrm{kt} \\
& C_{1} \\
& \ln \quad \mathrm{a}=\mathrm{kt} \\
& \text { a-x }
\end{aligned}
$$

## Second Order

$$
\frac{d C}{d t}=\mathbf{k C}^{2}
$$

integrating gives:

$$
\begin{aligned}
& \frac{1}{C_{t}} \quad \frac{1}{C_{0}}=k t
\end{aligned}
$$

Therefore a plot of $C$ versus $t, \operatorname{lnC}_{1}$ versus $t$ or $1 / C_{1}$ versus $t$ will be linear if the reaction follows zero, first or second order rate laws respectively. The rate constant can be determined from the slope of the linear graph in each case.

Once the rate constant has been determined at two or more temperatures the activation energy can be calculated using the Arrhenius equation ${ }^{[24]}$. Arrhenius found that the rate constant is related to the temperature by an equation of the form:
$\mathrm{d}(\operatorname{lnk}) / \mathrm{dT}=\mathrm{E} / \mathrm{RT}^{2}$
Equation 3.1
where $\begin{aligned} \mathbf{k} & =\text { rate constant } \\ \mathbf{T} & =\text { temperature } \\ \mathbf{E} & =\text { activation energy } \\ \mathbf{R} & =\text { universal gas constant }\end{aligned}$

Equation 3.1 integrates to:

$$
\text { lnk }=E / R T+\text { Const }
$$

Equation 3.2
provided E is independent of temperature.

Equation 3.2 may be rewritten as:
$k=A e^{-8 R T}$
where A is a constant known as the pre-exponential factor for the reaction
$\mathrm{e}^{-\mathrm{BRT}}$ is recognised as the Boltzman distribution factor.

Therefore to determine the activation energy the value of the rate constant ( $\mathbf{k}$ ) must be evaluated at various temperatures, then from equation 3.2 a plot of lnk versus $1 / T$ should yield a straight line of slope $-E / R$ from which $E$ can be calculated.


Figure 3.2 Gibbs Energy Diagram for a Reaction

## Transition State Theory

According to the Arrhenius equation the rate of reaction at a given temperature is controlled entirely by the two quantities $E$ (the activation energy) and $A$ (the pre-exponential factor). First attempts at calculating the pre-exponential factor were based on the kinetic theory of collisions. However, the use of the hard-sphere kinetic theory led to many discrepancies and in 1935 Henry Eyring ${ }^{[26]}$ presented a much more satisfactory treatment of calculating the pre-exponential factor.

Eyring proposed what is now known as the theory of absolute reaction rate in which statistical thermodynamics is applied to the formation of the transition state. Absolute rate theory postulates that the rate of a chemical reaction is given by the rate of passage of the activated complex through the transition state. It is assumed that, although the transition state is mechanically unstable, it can be treated as a thermodynamically identifiable entity.

The theory is based on an equilibrium hypothesis. The transition state being made up of complexes that were previously either reactants or products. Equilibria therefore exists between the reactants $A$ and $B$ and the activated complex and between the products $C$ and $D$ and the activated complex X.*

$$
A+B=X^{*}=C+D
$$

It is possible to define $K^{*}$ as the equilibrium constant for the equilibrium between the reactants and the activated complex $\mathrm{X}^{*}$.

The Gibbs free energy, $\Delta G$, of such a system can be regarded as the difference between two terms, one of which exercises the sole control over the reaction in the forward reaction and the other in the reverse direction (Figure 3.2).

In going to the final state a reaction system must pass over Gibbs energy barrier and once at the top of this barrier the reaction can proceed without the expenditure of any additional Gibbs energy. The reaction from left to right will, therefore, depend solely on $\Delta G_{1}$, and that from right to left solely on $\Delta G^{*}{ }_{-1}$.

The equilibrium constant, $k$, for a chemical reaction is related to the Gibbs free energy change, $\Delta G$ by:

$$
\ln (k)=\quad-\Delta G
$$

Equation 3.3

This equilibrium constant $k$ is the ratio of the forward and reverse rate constants $k_{1} / k_{1}$ and therefore:

$$
\begin{array}{rlr}
\ln \left(K_{1}\right)-\ln \left(K_{.1}\right) & =\frac{\Delta G}{R T} \\
& =-\frac{\Delta G_{1}^{*}}{R T}+\frac{\Delta G^{*}-1}{R T} & \text { Equation } 3.4 \\
& \quad \text { Equation } 3.5
\end{array}
$$

This latter equation may be split into two separate equations:

$$
\ln \left(k_{1}\right)=\ln (v) \cdot \quad \Delta G^{*}
$$

Equation 3.6

$$
\ln \left(k_{-}\right)=\ln (v) \cdot \quad \Delta G^{*}-1
$$

Equation 3.7
where $v=a$ constant

Equation 3.6 may be written as

$$
k_{1}=v e^{-\alpha 01 / a r}
$$

Equation 3.8

Since Gibbs energy change may be expressed in terms of enthalpy and entropy change, DG = DH TDS, then equation (3.8) may be writtenas

$$
k_{1}=v e^{a \Delta \cdot L \pi} e^{-\Delta H \cdot t / \pi T}
$$

Equation 3.9

Eyring found, by use of statistical thermodynamics, that the constant $v$ is equal to $k T / h$ where $k$ is the Boltzman constant and $b$ is Planck's constant. The Eyring equation is therefore:

$$
k=\frac{k I}{h} e^{\operatorname{ASR}} e^{-\Delta H R T} \quad \text { Equation } 3.10
$$

Another convenient form of this equation is:

h
where $K^{*}=$ the equilibrium constant for the equilibrium between the ground state and the activated state.

Comparison of the Eyring equation:

$$
\ln (k)=\ln \frac{(k T)}{h}+\frac{\Delta S}{R}-\frac{\Delta H}{R T}
$$

Equation 3.12
with the Arrhenius equation

$$
\ln (k)=\ln (A) \cdot E / R T
$$

where $\ln (A)=\quad$ the intercept of a plot of $\ln (k)$ versus $1 / T$, it can be seen that the enthalpy of activation, $\Delta \mathrm{S}$, can be calculated from the intercept of the Arrhenius plot.

Since from equations (3.11) and (3.12)

$$
\begin{aligned}
& \ln (A)=\frac{\ln \frac{k T}{h}+\frac{\Delta S}{R}}{\Delta S=R[\ln (A)-\ln (k T / h)]}
\end{aligned}
$$

### 3.2 Choice of Experimental Method

Preliminary investigations were carried out into the use of potentiometric titrations, HPLC, UV and AA spectroscopy in order to determine the best method to monitor the kinetics of formation in solution conditions. Since the method which was to be developed would depend on the removal of the constituent to be analysed then, at specific time intervals, an aliquot would have to be withdrawn. This immediately leads to problems - a reaction will proceed at the same rate in the
test sample as it will in the original reaction medium. As the analysis procedure takes a certain amount of time, if a true measurement is to be obtained, then it is necessary to inhibit or quench the reaction and to ensure that the separation will not be accompanied by a modification in the properties of the constituents present. this was achieved by diluting the sample to such an extent that changes in its concentration could be considered negligible. This quenching of the reaction was an important factor when it came to deciding upon the most feasible method.

### 3.2.1 Potentiometric Titrations

In the reaction:

$$
\mathrm{PtCl}_{4}{ }^{2+}+2 \mathrm{~L} \cdots \mathrm{PtCl}_{2} \mathrm{~L}_{2}+2 \mathrm{Cl}-
$$

the rate of reaction might be measured by the rate of production of $\mathrm{Cl}^{-}$, since [ $\mathrm{Cl}^{-}$] can be easily measured by $\mathrm{AgNO}_{3}$ titration using an $\mathrm{Ag} / \mathrm{AgCl}$ electrode. Such a potentiometric method seemed feasible and had been used by Kukuskin et al ${ }^{[20]}$.

The cell used was:
$\mathrm{Ag} / \mathrm{AgCl} /$ Chloride ions in test solution//Calomel reference electrode

As incremental methods involve the removal of aliquots, with subsequent dilution the technique implemented must be able to consistently and reproducibly measure very low concentrations of the atom involved. However, preliminary results, involving the titration of low concentrations of NaCl with $\mathrm{AgNO}_{3}$, indicated that the $\mathrm{Ag} / \mathrm{AgCl}$ electrode was not sensitive enough to detect small changes in chloride concentration as the reaction proceeded. This led to problems in trying to decide a suitable dilution factor and it was concluded that large quantities of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ would have to be used in order to obtain any meaningful results. Consequently the potentiometric titration method was rejected as being impractical.

### 3.2.2 High Performance Liquid Chromatography (HPLC)

Reverse phase HPLC was also assessed as a possible method of monitoring the ligand concentration in the reaction mixture and hence the kinetics of the reaction. Peak area in HPLC is proportional to concentration. Hence the reaction can be followed by measuring the decrease
in peak area as a function of time. The HPLC analysis was carried out using a
Spectra Physics Liquid chromatogram. The components of the system consisted of an applied chromatography system linked to a Pye Unicam LC-3 variable wavelength UV detector. The chromatographic column ( 150 mm by 5 mm ID) was slurry packed at 200 bar with 5 m ODS Hypersil. Before this technique could be implemented, a number at experimental parameters had to be optimised, these included choosing the most suitable mobile phase, sensitivity range and wavelength. Using a solution of 2 -aminopyridine it was finally decided to use the following operating conditions:

| Mobile Phase | $:$ | $90 \% \mathrm{H}_{2} \mathrm{O}: 10 \%$ methanol |
| :--- | :--- | :--- |
| Wavelength | $:$ | 286 nm |
| Range | $:$ | 10 mv |
| Sensitivity Range | $:$ | 0.08 |

Several sample solutions of 2-aminopyridine (2AP) were injected and the retention time of the resultant peak measured. In each case the retention time was found to be $3.425 \pm 0.01$ minutes.

Having optimised the operating conditions and knowing the retention time of 2 AP , a trial run was carried out monitoring the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2 AP . It was found that the peak area due to 2AP did decrease with time but when peak area was plotted against time there was a wide scatter of points making it impossible to apply any of the rate laws. The experiment was repeated using exactly the same parameters and again the plot of peak area versus time was meaningless. It was thought that these inconsistencies could be due to the sampling technique, so it was decided to measure the peak area of a solution of 2AP over a period of time. The results obtained indicated that it was difficult to get reproducible result using HPLC. Since kinetic analysis relies totally on reproducibility and consistency it was decided to reject HPLC as a plausible method. In addition, for each ligand investigated, the operating parameters such as the mobile phase and wavelength would have to be reoptimised.

### 3.2.3 Spectroscopy

## Atomic Absorption Spectroscopy

Atomic absorption (AA) spectroscopy works on the principle that materials can be atomised in high temperature flames. If radiation of an atom's specific resonance wavelength is passed through the flame containing the atom in question then part of the light will be absorbed, the absorption being proportional to the number of ground state atoms present in the flame. Provided the system obeys the Beer - Lambert law then this absorbance will be proportional to the concentration of atoms in the flame and hence to the concentration of material in any solution being sprayed at a constant rate into the flame (the source of atoms).

The Beer - Lambert Law may be stated as:

```
    A = عcl
where A = Absorbance
\varepsilon = molar absorption coefficient (m'mol
c = concentration (molm.3)
l= path length (m)
```

For a given substance and flame $\mathcal{E}$ and 1 are constant.

AA spectroscopy was used to monitor the concentration of platinum in the reaction solution. A Perkin Elmer 2280 AA a spectrophotometer was used under the following conditions:

| Light source | $:$ | Platinum hollow cathode lamp |
| :--- | :--- | :--- |
| Flame type | $:$ | Air-acetylene oxidising |
| Wavelength | $:$ | 265.9 nm |
| Slit setting | $:$ | 0.7 nm |

For the standard conditions described above the sensitivity is about $2 \mu \mathrm{gml}^{-1} \mathrm{Pt}$ for $1 \%$ absorbance. A standard solution containing $50 \mu \mathrm{gml}^{-1}$ of Pt should typically give an absorbance reading of about 0.11 absorbance units.

It was found that the working range for Pt was linear up to concentrations of about $175 \mu \mathrm{gml}^{-1}$ in aqueous solution. Thus prior to AA analysis it was necessary to carry out large dilutions of the reacting mixture, in which the initial concentration of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was $83 \mathrm{mgml}^{-1}$.

## Ultraviolet Spectroscopy

Ultraviolet (UV) spectroscopy was carried out using a Perkin Elmer Lambda 1 UV/Vis spectrophotometer to measure the concentration of ligand remaining in the reaction mixture. Measurements were carried out at a fixed wavelength corresponding to the maximum absorbance of the particular ligand under investigation.

Using ultraviolet spectroscopy,provided the Beer - Lambert law applies and provided a region of the UV spectrum is chosen where the absorbance is due to a single component in the reaction mixture, then the reaction can be followed spectrophotometrically by the measurement of the absorbance due to the ligand at the wavelength as a function of time.

Again it was found that the sensitivity of the UV spectrophotometer required that large dilutions of the reaction mixture needed to be carried out in order to bring the absorbance value of the ligand into scale.

Preliminary investigations into the use of both AA and UV spectroscopy indicated that both techniques provided a suitable and comparatively straightforward method of monitoring the kinetics in solution of reactions of the type $\mathrm{K}_{2} \mathrm{PtCl}_{4}+$ ligand, since both methods were sufficiently sensitive to determine the concentrations of Pt or ligand at the dilutions required to freeze the reaction.

### 3.3 Development of Experimental Technique

Work was carried out on following the kinetics of formation in solution of reactions of the type $\mathrm{K}_{2} \mathrm{PLCl}_{4}+$ ligand by monitoring the decreases in platinum concentration and decrease in ligand concentration by Atomic Absorbtion and Ultraviolet spectroscopy respectively. A valid and reproducible methodology behind both types of analysis needed to be established to enable the kinetics of platinum - ligand interaction in solution to be monitored. The development of the technique depended on the facts that the reactants and any intermediates are soluble in aqueous solution and that the product precipitates out of solution.

### 3.3.1 Development of A tomic A bsorbtion Method

Before any developmental AA spectroscopy could be carried out a certain amount of preliminary work was required. This included deciding on what concentration of reactants was to be used and finding a suitable reaction vessel for the experimental analysis to be carried out in. It was also necessary to establish the linear range over which the absorbance of platinum was directly proportional to the concentration of $\mathrm{K}_{3} \mathrm{P}_{1} \mathrm{Cl}_{4}$. Finally a sampling methodology had to be devised and efforts made to establish its reproducibility.

To make the kinetic analysis easier it had already been decided that the reactants $\mathrm{K}_{3} \mathrm{PtCl}_{4}$ and ligand should be present in the stochiometric ratio 1:2 respectively. In order to decide upon the actual concentration of the reactants used in the kinetic analysis two factors were taken into account - the high cost of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and the length of the half-life of the reaction. Consequently three reactions were carried out using different concentrations of reactants in order to assess which would be the most suitable. The results are tabulated in Table 3.1.

TABLE 3.1

Comparison of Different Initial Concentrations on Rate of Formation of Product

| Reactant Concentration | Observation |  |
| :--- | :--- | :--- |
| $0.01 \mathrm{M} \mathrm{K}_{2} \mathrm{PtCl}_{4}$ | $: 0.02 \mathrm{M} 2$ 2-aminopyridine | No product |
| $0.1 \mathrm{M} \mathrm{K}_{2} \mathrm{PtCl}_{4}$ | $: 0.2 \mathrm{M}$ 2-aminopyridine | Reaction too slow |
| $0.2 \mathrm{M} \mathrm{K}_{2} \mathrm{PtCl}_{4}$ | $: 0.4 \mathrm{M}$ 2-aminopyridine | Reaction found to proceed at a suitable rate <br> to enable kinetic analysis |

The reaction vessel had several requirements to fulfil. It was required to have a volume of 5 ml , but was not required to be much than this. A vessel which was quite deep was preferred as this would allow settling of the precipitate whilst still giving considerable depth of supernatant to make sampling easy. The vessel opening was required to be of a size which would not hinder sampling which was probably going to be by a pipette or syringe of some kind. These considerations pointed towards the suitability of a narrow test tube which could be easily thermostated by immersion in a water bath. The fact that centrifugation was to be investigated at a later date led to the use of a 10 ml centrifuge tube as the reaction vessel.

It was important to determine over what concentration range the atomic absorption of platinum varied linearly with its concentration. To achieve this a calibration curve of absorbance versus the concentration of standard Spectrosol platinum solution was obtained. Several standard solutions of Spectrasol platinum were prepared, the concentration of which ranged from $200 \mu \mathrm{gml}^{-1}$ to 25 $\mu \mathrm{gml}^{-1}$, these solutions were aspirated and the absorbance measured. The resultant plot of absorbance versus concentration (figure 3.3) indicated that the absorbance of platinum is directly proportional to concentration over the concentration range $0-175 \mu \mathrm{gml}^{-1}$. These results gave some indication as to the dilution factors required to quench the aliquot withdrawn from the reacting solution and bring its absorbance value into the linear range.

It was also necessary to establish a range over which the concentration of the Spectrasol platinum solution is linear to absorbance so that the AA spectrophotometer could be calibrated before each experimental run. The importance of this lies in the fact that a single standard of any metal aspirated over a period of time may result in differing absorbance readings. This is due to minor changes in fuel-oxidant flow, lamp energy and flame composition, all of which can alter the sensitivity of the flame. The calibration procedure involved choosing a standard solution of Spectrasol platinum which gave a high reading in the linear range. It was decided to use the $150 \mu$ $\mathrm{gml}^{-1}$ solution which gave an absorbance reading of 0.3735 on the calibration plot of absorbance
versus concentration of Spectrasol platinum. A stock solution of Spectrasol platinum ( $150 \mu \mathrm{gml}$ ${ }^{1}$ ) would then be prepared before each experiment and would be aspirated immediately prior to each sample, thus acting as an external or calibration standard. Any variation in the absorbance readings due to drift in the sensitivity of the AA spectrophotometer could then be observed and compensated for by multiplying țe absorbance reading of the sample by the ratio :

## Absorbance reading Spectrasol Pi on calibration curye <br> Absorbance reading Spectrasol Pt at time t

Consequently data obtained over a long period of time could be compared directly knowing that any changes observed were genuine and not merely due to changes in the AA conditions.

Having determined the linear range of the AA spectrophotometer, it was then necessary to find the linear range of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$. Based on the above calibration plot it was decided that a hundred fold dilution of the reacting mixture should bring the absorption into the linear range. $\mathbf{A} 2 \times 10^{-8} \mathrm{M}$ solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ ( 100 fold dilution of initial reacting concentration) was prepared, aspirated and the absorbance found to be 0.235 . As this result fell towards the higher region of the linear range of the Spectrasol platinum solution it was decided that a dilution factor of one hundred would be sufficient to quench the reaction and bring the absorbance of the reacting $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ into the linear range. To ensure that the absorbance of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ varied linearly with concentration several other standard solution of $\mathrm{K}_{\mathbf{2}} \mathrm{PtCl}_{4}$ were prepared ranging in concentration from $2 \times 10^{-3} \mathrm{M}$ to $2 \times 10^{-4} \mathrm{M}$. These were aspirated, the absorbance measured and a graph of absorbance against concentration plotted (Figure 3.4).

The sampling method adopted had to fulfil the following three criteria. Firstly, because the reaction volume was so small the technique adopted had to be capable of accurately removing small microlitre aliquots of solution. As the reaction volume totalled only 5 ml and was to be monitored over two half-lives it was important not to alter this volume significantly during sampling. Since an aliquot needed to be withdrawn and then diluted to quench the reaction and bring the absorbance into the linear range, it was decided to remove aliquots of $200 \mu \mathrm{l}$ which could then be added to 20 ml of water in order to achieve the proposed 100 fold dilution. Secondly, sampling from the centre of the solution phase without disturbing the precipitate was required. Thirdly, and most importantly, the sampling method adopted was required to be reproducible to a high degree of accuracy. This would allow a large amount of certainty to be assigned to the absorbance data and so any changes in this data could be attributed to the change in experimental conditions.

Bearing the above criteria in mind is was decided to assess the reproducibility of a $200 \mu \mathrm{l}$ Gilson pipette. This was initially done by pipetting $200 \mu$ l samples of water into a previously weighed beaker which was then reweighed along with the aliquot of water. This procedure was repeated
twenty times and the standard deviation calculated, which was found to be a $1.64 \times 10^{-4}$, thus indicating that the Gilson reproducibly pipetted the amount required. Another test was also carried out, this time 0.415 g of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was dissolved in 5 ml of water. Four $200 \mu \mathrm{l}$ aliquots were withdrawn using a $200 \mu \mathrm{l}$ Gilson pipette. These were placed in four separate test tubes and a hundred fold dilution was performed on each. The samples were aspirated and the absorbance of each solution measured, the values of which are shown in table 3.2.

TABLE 3.2

Mean and Standard Deviation from Sampling with Gilson Pipette

| Solution | Absorbance |  |
| :---: | :---: | :---: |
|  | Mean | Std Dev |
|  | 1 | 0.0862 |

The standard deviation for the absorbance readings performed on the one solution reflected the reproducibility of the spectrophotometer, whereas the standard deviation of the mean readings for all four solutions reflected the reproducibility of the Gilson pipette.

The results showed that the absorbance values for each solution were all very similar to each other, indeed the standard deviation-fell within the variation in absorbance of the AA spectrophotometer itself. Therefore it can be concluded that this method of sampling is as reproducible as the instrumentation allows.

On the strength of the Gilson pipettes performance it was deemed not necessary to assess the reproducibility of other sampling techniques such as an Eppendorf pipette or a G C syringe. If any increases in reproducibility was actually possible with another method, it would not have been detectable due to the limitations of the AA spectrophotometer.

### 3.3.1.1 Trial Experiment I

- A preliminary run to establish the duration of the reaction was carried out, this also provided an opportunity to ensure that the dilution factor chosen was sufficient to quench the reaction.


Figure 3.3
Plot of Atomic Absorbance vs Concentration of SpectrasolPlatinum Solution.


Figure $3.4 \quad$ Plot of Atomic Absorbance vs Concentration of $\mathrm{K}_{\mathbf{P}} \mathrm{PtCl}$.

In order to eliminate errors involved in preparing two solutions solid ligand was added to the $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ solution. The ligand used in this and all the following trial experiments was 2 aminopyridine (2AP).

A 0.2 M solution of $\mathrm{K}_{3} \mathrm{Ptcl}_{4}$ ( 0.415 g in 5 ml of water) was prepared and 0.188 g of 2 AP added. and timing commenced. The reaction mixture was stirred and left to stand at room temperature and was sampled every thirty minutes over a period of three hours. The sampling procedure involved removing $200 \mu \mathrm{l}$ aliquots with a Gilson pipette and running this into 20 ml of water, thus resulting in a one hundred fold dilution of the original reacting mixture. Each of the samples were aspirated immediately and then put aside for aspiration again three hours later. This was done in order to establish quenching of the reaction.

Graphs of absorbance versus time were plotted(Figure 3.5).

The first point that was noted from these initial results was the small absorbance values compared to those expected. The sensitivity for Pt was approximately halved and this led to a subsequent halving of the dilution factor in all future experiments.

The plot of absorbance against time did not follow a smooth decay curve but was a scatter of points about the line. This was attributed to the Gilson pipette picking up precipitate, causing scattering of light in the flame and resuling in inconsistent absorbance readings. A reinforcing factor for this assumption was the occasional problems encountered due to the precipitate blocking the tip of the Gilson pipette. It was though that this problem could be alleviated by carrying the reaction out in a centrifuge.

The values of absorbance for the retained samples were more or less identical to those aspirated immediately and it was concluded from this that the hundred fold dilution factor was adequate to produce a quenched system.

### 3.3.1.2 Trial Experiment II

A repeat of the previous experiment was carried out but several modifications were made. The dilution factor was halved to give a fifty fold dilution, achieved by running the $200 \mu$ aliquot into 10 ml of water. The reaction was carried out in a bench top centrifuge, spinning continuously at maximum speed. The centrifuge was switched off one minute prior to sampling and allowed to come to rest. It was hoped that this procedure would clear the supernatant and alleviate the problems caused by the precipitate. Sampling was carried out every five minutes over the initial stages of the reaction. The quenching of the system was checked in the same way as with the previous experiment and the results plotted on agraph of absorbance versus time (Figure 3.6).

It can be seen from these results that the fifty fold dilution quenched the reaction sufficiently and hence it was adopted as the dilution in all future work.

The results indicated that there appeared to be some sort of induction period of the start of the reaction, the Pt concentration in solution remaining constant for up to 45 minutes. The cause of this induction had to be identified and eliminated before the data could be used for kinetic analysis.

The factors considered as possible causes were centrifuging, supersaturation or possible aquation of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ in solution.

Centrifuging could have interfered with what was some sort of diffusion control process, or by removing the precipitate from the bulk of the reaction so quickly that no sites of nucleation were present for the formation of further precipitate, hence slowing the reaction down and introducing an essentially steady state period as indicated by the results.

Rund ${ }^{[27]}$ found that before $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ undergoes substitution of chloride for ligand, the chloride is replaced by water in a solvolysis step. An incomplete, or not yet equilibrated aquation step would slow down the initial reaction and would indicate that a minimum period of aquation is required to eliminate the rate limiting step.

It was found easiest to test the effect of centrifuging by centrifuging just prior to sampling.

### 3.3.1.3 Effect of Centrifuging on the Induction Period

A repeat of the previous experiment was carried out but this time the reaction mixture was only centrifuged for one minute prior to sampling. The supernatant was cleared by this method but the diffusion control process, if present, would not be disturbed to any great extent.

Samples were taken at various time intervals, diluted, aspirated and a graph of absorbance versus time plotted (Figure 3.7)

The data obtained was not free from an induction period and this observation led to the conclusion that a diffusion control process was not responsible for the induction period. However it was decided to centrifuge for one minute prior to sampling in future experiments to clear the supernatant of finely divided, Pt-containing precipitate.


Figure 3.5
Plot of Atomic Absorbance vs Time for Trial Experiment I .


Figure 3.6
Plot of Atomic Absorbance vs Time for Trial Experiment II.

### 3.3.1.4 The Aquation of $\mathbf{K}_{\mathbf{2}} \mathbf{P t C l}_{4}$

From a consideration of Runds work it was now thought that the induction period was caused by incomplete aquation of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$. Rund found that the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and ligand proceeds, like most substitution reactions of platinum (II), by a direct path and also by a path that involves intermediate incorporation of a molecule of solvent. Flikkema and Hammond ${ }^{[2 n]}$ found that a chloride ligand of $\mathrm{PtCl}_{4}{ }^{2}$ in its aqueous solution was replaced reversibly by $\mathrm{H}_{2} \mathrm{O}$ with a reaction period of a few hours according to the reaction

$$
\mathrm{PtCl}_{4}^{2}+\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{PtCl}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}+2 \mathrm{Cl}^{-}
$$

They also found that the replacement of chloride by water was first order in $\mathrm{PtCl}_{4}{ }^{2 .}$. This first order term arising from the solvent path to the product involving the slow attack by solvent followed by rapid displacement of solvent by substituting ligand.

The above is consistent with the observation that the reactions under investigation had an induction period. It was considered that preparation of the $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ solution some time before the reaction with the hetero-cyclic base would eliminate the induction period and generate data amenable to investigation by initial rate and integral methods.

A 0.2 M solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was prepared and left to stand for two hours before the ligand was added, time zero was taken as the addition of ligand. The sampling and centrifuging processes, already developed, were adopted and the absorbance measured. A graph of absorbance versus time was plotted (Figure 3.7).

The data showed that an induction phase was still present but even with this short aquation time it was greatly reduced. These results looked quite promising and helped to confirm that the aquation of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was the cause of the induction period. It was hoped that the induction period could be greatly minimised, or even lost, by increasing the time allowed for the aquation.

To measure the length of the aquation period required UV spectroscopy was used. The shift in position of $\lambda_{\text {axa }}$ was studied with the change of $\mathrm{PtCl}^{2} \rightarrow \mathrm{PtCl}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$.

### 3.3.1.5 Investigation of Aquation of K2PtC14 by UV Spectroscopy

A dilute solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was prepared and its UV spectrum measured at various time intervals over a period of four days. It was found that after a period of forty eight hours the position of $\lambda_{\text {man }}$ changed quite significantly from 328 nm to 317 nm (Figure 3.8). Thereafter no further shifts were - observed and it may be assumed that the aquation reaction:


Figure3.7 Effect of (1) Centrifugation and (2) Aquation on Plot of Atemic Absorbance vs Time.


Figure $3.8 \quad$ Shift in the Position of $\lambda_{\text {man }}$ after 48 Hour Aquation Period.


Figure 3.9
Effect of 48 Hour Aquation on Plot of Atomic Absorbance vs Time.

$$
\mathrm{K}_{2} \mathrm{PtCl}_{4}+2 \mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{PtCl}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}+2 \mathrm{CL}^{-}
$$

was completed within forty eight hours. It may also be assumed that because of the very high water concentration the above hydrolysis reaction is $100 \%$ to the right at this stage.

### 3.3.1.6 Effect of $\mathbf{4 8}$ Hour Aquation on Induction Period

The experiment carried out in section 3.3.1.3 was repeated with the exception of the time allowed for aquation. A 0.2 M solution of $\mathrm{K}_{\mathbf{3}} \mathrm{PtCl}_{4}$ was prepared forty eight hours in advance before the addition of the solid ligand. The results are plotted on an absorbance versus time graph (Figure 3.9).

It can be seen from the results that the induction period has effectively been removed and a normal type of decay curve was obtained.

The development of the method had now reached a stage where the results were of the standard required for kinetic analysis.

## 3-3.1.7 Summary of Development Method

A 0.2 M solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was prepared forty eight hours in advance. The $\mathrm{K}_{4} \mathrm{PtCl}_{4}$ solution and ligand were then mixed, the ligand as a solid or liquid. This point corresponded to time zero. The reaction mixture was thermostated in a water bath at a constant temperature. One minute prior to sampling the reaction mixture was centrifuged. A $200 \mu \mathrm{l}$ aliquot was removed from the reacting mixture using a $200 \mu \mathrm{l}$ Gilson pipette. The aliquot was then added to 10 ml of water resulting in a fifty fold dilution. The diluted sample was aspirated, the absorbance measured, corrected with respect to standard spectrasol platinum solution and a graph of absorbance versus time plotted.

## Atomic Absorption Parameters

Atomic absorption measurements were carried out on a Perkin Elmer 2280 AA spectrophotometer using the following conditions:

| Wavelength | 265.9 nm |
| :--- | :--- |
| Slit setting | 0.7 nm |
| Light source | Hollow cathode lamp |
| Flame type | Air- acetylene oxidising (lean, blue) |

### 3.3.2 Development of Ultraviolet Spectroscopic Method

It was envisaged that the complementary AA and UV spectroscopic methods of monitoring the kinetics of formation in solution would eventually be carried out simultaneously. Consequently much of the experimental method already developed for AA was incorporated into the UV methodology. This included the preparation of a 0.2 M solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ forty eight hours in advance and centrifuging one minute prior to sampling. However it was still necessary to investigate certain factors, such as the dilution required, determination of the most suitable wavelength, and to check that the UV absorbance of the ligand varied linearly with its concentration.

As the UV technique was to involve measurement of the ligand at a fixed wavelength ( $\lambda$ ), the first problem was to find the most suitable value of $\lambda \mathrm{A} 0.4 \mathrm{M}$ solution of 2 -aminopyridine (2AP) was prepared and subsequent dilutions carried out until a UV spectrum was obtained which was on scale. It was found that the original 0.4 M solution, which corresponded to the concentration of 2 AP required for the reaction $\mathrm{K}_{2} \mathrm{PtCl}_{4}+2 \mathrm{AP}$, needed to be diluted one thousand times. The UV spectrum of 2AP, is given in Figure 3.10 and it can be seen that it gives rise to two peak maxima at 286 nm and 226 nm . As UV spectroscopy was to be implemented to monitor the decrease in ligand concentration, it was necessary to ensure that there was no contribution to the absorbance value from the $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ in solution. The same 1000 fold dilution of a 0.2 M solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was carried out and its UV spectrum obtained (Figure 3.11). It can be seen that although the $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ solution absorbs strongly at a wavelength less than 250 nm , at the required dilution the absorbance above 250 nm can be considered negligible. Consequently it was decided that provided the aliquot removed from the reaction mixture was diluted a thousand fold then the change in absorbance of 2AP could be monitored at the fixed wavelength of 286 nm .

UV spectra (Fig 3.12) were obtained for the other five ligands and the most suitable value of chosen in order to carry out fixed wavelength measurements (table 3.3).

TABLE 3.3

UV Wavelengths of Ligands

| Ligand | $2 A P$ | $2 A P m$ | Pm | Py | AMPm | Pu |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda / \mathrm{nm}$ | 286 | 291 | 245 | 255 | 286 | 267 |

The next stage was to ensure that the UV absorbance of the ligand varied linearly with its concentration. For each of the six ligands several standard solutions were prepared in the concentration range $0.4 \times 10^{4}-0.4 \times 10^{3}$, and the UV absorbance at each concentration measured. Graphs of UV absorbance versus concentration were plotted (Fig 3.13). The results prove that the

- Beer-Lambert Law is obeyed in each case and thus making it possible to monitor the kinetics by measuring the UV absorbance of the ligand.


Figure 3.10
UV Spectrum of 2-aminopyridine.



Figure 3.12 UV Spectra of (1) 2-aminopyrimidine (2) pyridine (3) pyrimidine (4) 2-amino-4-methylpyrimidine and (5) purine.


Figure 3.13
Plots of UV Absorbance vs Concentration of Ligand.

As has previously been mentioned a thousand fold dilution was required to bring the absorbance of the ligand on scale. This meant that a further modification was required to the sampling method already adopted for the AA technique. Here $200 \mu \mathrm{l}$ aliquots were removed and added to 10 ml of water ( 50 fold dilution), it was decided that, to obtain the necessary 1000 fold dilution to remove a 1 ml aliquot from the already quenched solution and add this to 20 ml of water. As two successive dilutions were now required it was thought necessary to test the reproducibility of such a method. A 0.4 M solution of each ligand was prepared and the above dilute procedure carried out. The UV absorbance of each dilute solution was measured four times and the absorbance values averages. This was repeated four times for each ligand and the standard deviation calculated (Table 3.4).

TABLE 3.4

Standard Deviations Calculated from UV Absorbance of Diluted Solutions of each Ligand.

| Std. Dev. of each <br> solution $\times 10^{4}$ |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Ligand | 1 | 2 | 3 | 4 | Std. Dev. of <br> four solutions <br> $\times 10^{4}$ |
| 2AP | 6.16 | 6.38 | 6.25 | 6.50 | 1.54 |
| 2APm | 6.08 | 5.99 | 5.82 | 6.11 | 1.32 |
| Py | 6.08 | 6.10 | 6.09 | 6.12 | 1.68 |
| Pm | 6.13 | 6.24 | 6.19 | 6.23 | 1.47 |
| AMPm | 6.41 | 6.32 | 6.38 | 6.37 | 1.90 |
| Pu | 6.11 | 6.19 | 6.09 | 6.13 | 1.92 |

The standard deviation for the absorbance readings performed on the one solution reflected the reproducibility of the spectrophotometer, whereas the standard deviation of the mean readings for all four solutions reflected the reproducibility of the sampling technique.

On the basis of the above results if was concluded that although the UV sampling method required an additional dilution step the results obtained were still reproducible.

One final check was carried out and that was to ensure that the absorbance of the ligand in solution did not vary with time. 0.4 M solutions of each ligand were prepared and the UV absorbance measured, after dilution, over a period of three hours. The results confirmed that the absorbance of ligand in solution did not vary with time.

A trial experiment to establish that UV spectroscopy was a valid method for monitoring kinetic parameters was carried out on the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2 AP . To an aged solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ ( $0.2 \mathrm{M}, 48$ hours) 0.188 g of 2 AP were added. At various time intervals $200 \mu \mathrm{l}$ aliquots were withdrawn and added to 10 ml water, a 1 ml aliquot was then removed from this solution and added to 20 ml of water. This latter solutions was magnetically stirred for a couple of minutes, the UV absorbance measured and a graph of absorbance versus time plotted (Fig 3.14). The data obtained gave rise to a similar decay curve to that obtained from the AA spectroscopic method.

### 3.4 Method of Simultaneous AA and UV Measurement

The reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and ligand was initiated by adding ligand to a thermostated aged solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ so that the molar ratio was $2: 1$ respectively.

Time zero was taken as the addition of the ligand. Aliquots ( $200 \mu \mathrm{l}$ ) were withdrawn at various time intervals after centrifuging for one minute and pipetted into 10 ml of water resulting in a 50 fold dilution. This sample was aspirated and the absorbance of $\mathrm{PtCl}_{4}{ }^{2-}$ remaining in the reacting solution recorded. Further dilution was carried out by pipetting 1 ml into 20 ml of water, and the absorbance of the ligand remaining in the reacting solution was measured by at a fixed UV wavelength.

The order of reaction was determined by monitoring a number of experiments, each time varying the initial concentration of the two reactants. All experiments were carried out at a fixed temperature of 313 K . Initial rate studies were carried out using the following variation in initial reactant concentration.

1) $0.2 \mathrm{M} \mathrm{K}_{2} \mathrm{PtCl}_{4} \quad: \quad 0.4 \mathrm{M}$ Ligand
2) $0.2 \mathrm{M} \mathrm{K}_{2} \mathrm{PtCl}^{4} \quad: \quad 0.3 \mathrm{M}$ Ligand
3) $0.2 \mathrm{M} \mathrm{K}_{2} \mathrm{PtCl}_{4} \quad . \quad-\quad$ : 0.8 M Ligand
4) $0.4 \mathrm{M} \mathrm{K}_{2} \mathrm{PtCl}_{4} \quad: \quad 0.4 \mathrm{M}$ Ligand

The reactions were followed for approximately thirty minutes and both the AA and UV absorbances measured. Graphs of absorbance versus time were plotted and the tangent to the initial slopes drawn. The gradient of this tangent corresponds to the rate constant for the initial stage of the reaction for that particular concentration. The $\log$ of this rate constant was then plotted against the $\log$ of the initial concentration of the ligand and the rate constant and order determined from the intercept and slope respectively.


Figure 3.14 Plot of UV Absorbance vs Time for Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-aminopyridine.

Having established the overall order of reaction, the rate constants were determined using integrated rate equations. In these cases the reaction was monitored by UV and AA specuroscopy over at least two half-lives and a plot of absorbance versus time plotted. The experimental variation of concentration versus times was then compared to the first and second order rate equations by plotting $\ln$ (Abs) versus time and $1 / A b s$ versus time respectively as necessary.

The slopes of these graphs yield the rate of reaction (k).

Experiments were carried out at several different but constant temperatures and the rate constant calculated for each temperature. The activation energy could then be calculated by applying the Arrhenius equation

$$
\begin{equation*}
\ln (k)=E / R T+\text { Constant } \tag{i}
\end{equation*}
$$

For each ligand investigated a graph of $\ln (k)$ versus $1 / \mathrm{Temp}$ was plotted and the activation energy determined from the slop $E_{m}=$ slope $\times R$.

The entropy of activation, $\Delta S$, was determined from the intercept of the Arrhenius plot, since the constant in equation (i) is represented by

```
Constant \(=\operatorname{Intercept}=\ln (k D)+\Delta S\).
```

(h) $R$
where $k=$ Boltzmann Constant
$T=$ Room temperature
$h=$ Planck's Constant
$R=$ Universal Gas Constant

Thus $\ln (k T / h)$ can be regarded as virtually constant and $\Delta S$ can therefore be determined from the equation:

$$
\Delta S=R\left(\text { Intercept }-\ln \frac{k D}{h}\right.
$$

### 3.5 Results

For the reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and each ligand the initial rate results and the integrated rate equation results are reported graphically. The rate constants have been calculated and Arrhenius plots drawn in order to determine the activation energy and entropy values for each reaction. The raw data for each experiment are appended.

### 3.5.1 Initial Rate Results

The initial rate studies were carried out using the following variation in initial reactant concentration:
(i) $0.2 \mathrm{~m} \mathrm{~K}_{2} \mathrm{PtCl}_{4} \quad$ : 0.4 m Ligand
(ii) $0.2 \mathrm{~m} \mathrm{~K}_{2} \mathrm{PtCl}_{4}: 0.8 \mathrm{~m}$ Ligand
(iii) $0.2 \mathrm{~m} \mathrm{~K}_{2} \mathrm{PtCl}_{4}$ : 0.3 m Ligand
(iv) $0.4 \mathrm{~m} \mathrm{~K}_{2} \mathrm{PtCl}_{4}$ : 0.4 m Ligand

The reactions were monitored using both AA and UV spectroscopy. The plots of absorbance against time are shown in Figures 3.15 to 3.23.

Tables 3.5 and 3.6 lists the gradients of the tangents to the initial slopes from the various initial reactant concentrations obtained from AA and UV spectroscopic methods respectively.

TABLE 3.5

Initial Rate Results from AA Spectroscopy.

| Ratio | Initial rate $\left(10^{3} / \mathrm{min}^{-1}\right)$ for each ligand |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{K}_{2} \mathrm{PICl}_{4}$ : Ligand | 2 AP | 2 APm | Py | AMPm | Pu |
| $1: 2$ | 1.54 | 2.43 | 11.45 | 2.47 | 5.86 |
| $1: 3$ | 1.10 | 1.89 | 8.57 | 1.86 | 4.44 |
| $1: 4$ | 3.30 | 4.77 | 22.75 | 4.79 | 11.60 |
| $2: 2$ | 3.35 | 4.95 | 22.21 | 4.77 | 11.60 |

TABLE 3.6

Initial Rate Results from UV Spectroscopy

| Ratio | Initial rate $\left(10^{3} / \mathrm{min}^{-1}\right)$ for each ligand |  |  |  |
| :---: | :---: | :---: | :---: | :--- |
| $\mathrm{K}_{2} \mathrm{PtCl}_{4}:$ Ligand | 2 APm | Py | AMPm | Pu |
|  |  |  |  |  |
| $1: 2$ | 15.88 | 26.72 | 14.32 | 37.35 |
| $1: 3$ | 11.79 | 20.09 | 10.75 | 27.94 |
| $1: 4$ | 30.25 | 56.64 | 28.13 | 72.17 |
| $2: 2$ | 30.32 | 56.45 | 28.10 | 75.57 |



Figure 3.15 Plots of Atomic Absorbance vs Time for Reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-aminopyridine with Different Initial Concentrations.


Figure 3.16
Plots of Atomic Absorbance vs Time for Reactions between $\mathrm{K}_{2} \mathrm{PlCl}_{4}$ and 2-aminopyrimidine with Different Initial Concentrations.


Figure 3.17
Plots of UV Absorbance vs Time for Reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-aminopyrimidine with Different lnitial Conceatrations.


Figure 3.18
Plots of Atomic Absorbance vs Time for Reactions between $\mathrm{K}_{\mathbf{2}} \mathrm{PtCl}_{4}$ and Pyridine with Different Initial Concentrations.


Figure 3.19
Plot of UV Absorbance vs Time for Reactions between $\mathrm{K}_{\mathbf{r}} \mathrm{PtCl}$, and pyridine with Different Initial Concenirations.


Figure 3.20
Plots of Atomic Absorbance vs Time for Reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2- amino-4-methylpyrimidine with Different Initial Concentrations.


Figure 3.21
Plots of UV Absorbance vs Time for Reactions between $\mathrm{K}_{7} \mathrm{PICl}_{4}$ and 2 -amino-4-methylpyrimidine with Different Initial Concentrations.


Figure 3.22
Plots of Atomic Absorbance vs Time for Reactions between $\mathrm{K}_{2} \mathrm{PtCl}$, and Purine with Different Initial Concentrations.


Figure 3.23
Plots of UV Absorbance vs Time for Reactions between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and purine with Different Initial Concentrations.


Figure 3.24 Typical Plots of $\log$ (Initial Rate) vs $\log$ (Initial Concentration) obtained from AA Studies.


Figure 3.25 Typical Plots of log (Initial Rate) vs log (Initial Concentration) obtained from UV studies.

Graphs of $\log$ (initial rate) versus $\log$ (initial concentration of ligand) were plotted (Typical plots are shown in Figures 3.24 and 3.25) and in each case the slope was found to be $1 \pm 0.09$.

It can also be seen from the above results that when the initial concentration of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ was doubled the initial rate of reaction also doubled.

These observations indicate that the reaction is first order with respect to the ligand and is also first order with respect to $\mathrm{K}_{2} \mathrm{PtCl}_{4}$. Thus the form of the rate equation is:

$$
\text { Rate }=\mathrm{k}\left[\mathrm{~K}_{2} \mathrm{PtCl}_{4}\right] \text { [Ligand] }
$$

### 3.5.2 Integrated Rate Equation Results

Since the overall order had been established from initial rates, second order rate constants were
 obtained at various temperatures allowed use of the Arrhenius equation to calculate the activation energy and entropy. Tables 3.7-3.12 show the variation in second order rate constants with temperature for each reaction investigated.

TABLE 3.7

> Second Order Rate Constants Obtained from the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}+2$ - aminopyridine

| Temperature $/ \mathrm{k}$ | Rate |  |
| :---: | :---: | :---: |
|  | Constant/min ${ }^{-1}$ |  |
| 303 | 0.0330 | UV |
|  | 0.0310 | 0.0122 |
|  |  | 0.0122 |
| 306 | 0.0392 | 0.0154 |
|  | 0.0387 | 0.0150 |
|  |  |  |
| 308 | 0.0454 | 0.0176 |
|  | 0.0453 | 0.0173 |
|  |  |  |
|  |  | 0.0677 |
|  | 0.0691 | 0.0257 |
|  |  | 0.0263 |
|  |  |  |

TABLE 3.8

Second Order Rate Constants obtained from the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}+\mathbf{2 - a m i n o p y r i m i d i n e}$

| Temperature/k | Rate | Constant/min ${ }^{-1}$ |
| :---: | :---: | :---: |
|  | AA | UV |
|  |  |  |
| 296 | - | 0.0129 |
| 298 | - | 0.0142 |
| 303 | 0.0872 | 0.0203 |
| 308 | 0.1303 | 0.0287 |
| 311 | 0.1430 | 0.0329 |
| 313 | 0.1708 | 0.0392 |
| 316 | 0.1995 | 0.0449 |
| 318 | 0.2110 | 0.0532 |

TABLE 3.9

Second Order Rate Constants obtained from the Reaction between $\mathrm{K}_{\mathbf{2}} \mathrm{PtCl}_{4}+$ Pyridine

| Temperature/k | Rate | Constant/min ${ }^{1}$ |
| :---: | :---: | :---: |
|  | AA | UV |
| 294.5 | 0.0356 | 0.0158 |
|  | 0.0356 | 0.0158 |
| 297.5 | 0.0744 | 0.0184 |
| 298 | 0.0458 | 0.0223 |
| 301.5 | 0.0620 | - |
|  | 0.0021 | 0.0248 |
| 306 | 0.0803 | 0.0427 |
|  | 0.0803 | 0.0427 |
| 308.5 | 0.1023 | 0.0525 |
|  | 0.1020 | 0.0524 |
| 312.5 | 0.1728 | 0.0844 |
| 313 | 0.0000 |  |
| 316 | 0.1784 | 0.0971 |
|  |  |  |

TABLE 3.10

Second Order Rate Constants obtained from the Reaction between $\mathrm{K}_{\mathbf{2}} \mathrm{PtCl}_{\mathbf{4}}$ + 2-amino-4-methylpyrimidine

| Temperature $/ \mathrm{k}$ | Rate | Constant/min ${ }^{-1}$ |
| :--- | :---: | :---: |
|  | AA | UV |
| 303 | 0.0230 | 0.0072 |
| 305.5 | 0.0297 | 0.0088 |
| 308 | 0.0410 | 0.0126 |
| 310 | 0.0517 | 0.0164 |
| 313 | 0.0716 | 0.0227 |
| 315 | 0.1057 | 0.0305 |
| 318 | 0.1287 | 0.0395 |

TABLE 3.11

Second Order Rate Constants Obtained from the Reaction between $\mathrm{K}_{\mathbf{2}} \mathrm{PtCl}_{\mathbf{4}}+$ purine

| Temperature $/ \mathbf{k}$ | Rate | Constant $/ \mathrm{min}^{-1}$ |
| :---: | :---: | :---: |
|  | AA | UV |
|  |  |  |
| 299 | 0.1533 | 0.0119 |
| 302 | 0.1690 | 0.0141 |
| 304 | 0.2101 | 0.0151 |
| 306 | 0.2224 | 0.0174 |
| 310 | 0.2735 | 0.0277 |
| 313 | 0.3318 | 0.0256 |

TABLE 3.12

Second Order Rate Constants Obtained from the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ + pyrimidine.

| Temperature $/ \mathbf{k}$ | Rate Constant/min |
| :---: | :---: |
| 283 | 0.0106 |
| 294 | 0.0303 |
| 298 | 0.0458 |
| 308 | 0.1365 |




Figure $3.27^{\circ} \quad$ Second Order Plots obtained for the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2 aminopyridine, monitored by UV.




Figure 3.30
Second Order Plots obtained for the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and pyridine, monitored by AAS.


Figure 3.31 Second Order Plots obtained for the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and pyridine, monitored by UV.


Figure 3.32 Second Order Plots obtained for the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-amino-4-methylpyrimidine, monitored by AAS.


Figure 3.33 Second Order Plan obtained for the Reaction between $\mathrm{K}_{\mathbf{2}} \mathrm{PtCl}_{4}$ and 2-amino-4-methylpyrimidine, monitored by UV.


Figure 3.34
Second Order Plots obtained for the Reaction between $\mathrm{K}_{2} \mathrm{P}_{1} \mathrm{Cl}_{4}$ and purine, monitored by AAS.


Figure 3.35
Second Order Plots obtained for the Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and Purine, monitored by UV.


Figure 3.36 Second Order Plots obtained for the Reaction between $\mathrm{K}_{2}$ PtCland Pyrimidine, monitored by UV.


Figure 3.37 Typical First Order Plot - Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2 - aminopyrimidine.

The reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-aminopyridine and that between $\mathrm{K}_{4} \mathrm{PlCl}_{4}$ and pyridine were monitored at the same temperature more than once to check the validity of the data obtained and to ensure the method was reproducible.

Figure 3.37 shows a typical first order plot for the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and ligand, here 1 n (Absorbance) has been plotted against time. This plot is not linear whereas the second order plots are (Figures 3.26-3.36), thus the integrated rate equation results confirm that the reaction is second order overall.

The Arrhenius equation was applied to the results obtained for each reaction by ploting the natural logarithm of the second order rate constant against the reciprocal of the absolute temperature (Figures 3.38-3.43). The activation energy and entropy were then calculated from the slope and intercept of the Arrhenius plot respectively (table 3.13).
$\ln K_{2}=-E+\ln (A)$
RT
where $\ln (\mathrm{A})=\ln (\mathrm{KI})+\Delta S$
(See Section 3.1)
h

Thus from a plot of $\ln \mathbf{k}$ vs $1 / T$ the activation energy, $E$, can be determined from the slope

```
since slope = -E
    R
    E= -R (slope) J mol
```

The intercept is given by the equation

where $\ln (\underline{x} T)$ is a constant h

The intercept on the Arrhenius plot at $1 / \mathrm{T}=0$ is given by $\ln \mathbf{k}_{\mathbf{2}}$.

To refer $\Delta S$ to a standard state of 1 moldm $m^{-3} k_{2}$ needs to be in the units $\mathrm{dm}^{3} \mathrm{~mol}^{-1} \mathrm{~s}^{-1}$. The values of $\mathbf{k}_{2}$ obtained in this experimental work are in the units $\mathrm{Abs}^{-1} \mathrm{~min}^{-1}$, since $1 / \mathrm{Abs}$ instead of $1 /$ concentration has been plotted against time. To convert the units of $\mathrm{k}_{2}$ from $\mathrm{Abs} \mathrm{min}^{-1}$ to $\mathrm{dm}^{\prime} \mathrm{mol}^{-}$ ' $s$ ' the absorbance value at time equal to zero needed to be found. Since this corresponded to the initial concentration of the reagents, which was known, the absorbance value at time equal to zero needed to be found. This was best obtained by extrapolating the second order plot of $1 / \mathrm{Abs}$ against time and the conversion of units was then achieved by:

$$
k_{2}=(x) A b s^{-1} \min ^{-1}
$$

$=(x) \times$ Absorbance at time $=0 \quad=(y) \mathrm{dm}^{3} \mathrm{~mol}^{-1} \mathrm{~S}^{-1}$ Initial concentration $\times 60$
$\therefore \Delta S=R\left(y-\ln \frac{(k T)}{h}\right) \mathrm{JK}^{-1} \mathrm{~mol}^{-1}$

### 3.5.3 Summary of Kinetics of Formation Results

TABLE 3.13

## Activiation Energies and Entropies, determined by Atomic Absorption (AA) and UItraviolet (UV) spectoscopy, for each Reaction.

| Reaction | Activation Energy/kJmol ${ }^{-1}$ |  | Activation Entropy/ $/ \mathrm{K}^{-1} \mathrm{~mol}^{-1}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | AA | UV | AA | UV |
| $\mathrm{K}_{3} \mathrm{Pt} \mathrm{Cl}_{4}+2 \mathrm{AP}$ | $58 \pm 1$ | $56 \pm 2$ | -114:8 | $-120 \pm 6$ |
|  | $57 \pm 2$ | $56 \pm 3$ |  |  |
| $\mathrm{K}_{2} \mathrm{PtCl}_{4}+2 \mathrm{AP}_{0}$ | $47 \pm 3$ | $50 \pm 0.8$ | $-140 \pm 9$ | $-137 \pm 10$ |
| $\mathrm{K}_{2} \mathrm{PtCl}_{4}+\mathrm{Py}$ | $60 \pm 2$ | $64 \pm 1$ | -98さ 11 | -86さ6 |
| ; | $62 \pm 6$ | $69 \pm 6$ |  |  |
| $\mathrm{K}_{2} \mathrm{PtCl}_{4}+\mathrm{Pm}$ | - | $74 \pm 1$ |  | $-69 \pm 9$ |
| $\mathrm{K}_{2} \mathrm{PtCl}_{4}+$ AMPm | $94 \pm 1$ | $94 \pm 2$ | $+6 \pm 10$ | +1 $\pm 10$ |
| $\mathrm{K}_{2} \mathrm{PtCl}_{4}+\mathrm{Pu}$ | $44 \pm 3$ | $44 \pm 2$ | $-144 \pm 12$ | $-152 \pm 8$ |



Figure 3.38 Arrhenius Plots for the Reaction between $\mathrm{K}_{9} \mathrm{PtCl}_{4}$ and 2-aminopyrimidine.


Figure 3.39
Arrhenius Plots for the Reaction between $K$ P $P_{\text {and }}$ 2-aminopyrimidine.


Figure $3.40 \quad$ Arrhenius Plots for the Reaction between $\mathrm{K}_{2} \mathrm{PlCL}_{1}$ and Pyridine.



Figure 3.42 Arrhenius Plots for the Reacrion berween $\mathrm{K}_{\mathrm{p}} \mathrm{PiCl}_{4}$ and Purinc.


Figure• 3.43
Arrhenius Plots for the Reaction between $\mathrm{K}_{9} \mathrm{PtCl}_{4}$ and Pyrimidine.

The kinetic data obtained from the reactions between an aged solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and each ligand indicated that the overall rate of reaction was second order, first order with respect to $\mathrm{PtCl}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ and first order with respect to the entering ligand. This observation is consistent with typical substitution reactions of square planar platinum (II) complexes ${ }^{[2])}$.

In theory it would appear that square planar substitution should involve a bimolecular displacement mechanism. For both steric and electronic reasons substitution reactions in these systems would seem to proceed most rapidly by an expansion of co-ordination number to include the entering ligand. The platinum metal is exposed for attack both above and below the plane. Furthermore these low spin ${ }^{8}$ systems have vacant $p_{z}$ orbitals of relatively low energy which can help accommodate the pair of electrons donated by the entering ligand. Evidence ${ }^{[30]}$ suggest that the transition state for Pt (II) substitution reactions involves a five co-ordinated species which acts as an active intermediate and thus the energy reaction profile may be represented by Figure 3.44.


Reaction coordinate $\longrightarrow$
(a)
(b)

Figure 3.44 Reaction Profiles for a Displacement Mechanism

In the situation represented by Fig 3.44a the rate determining step is the addition of the nucleophile accompanied by structural rearrangement. However, the bond to the leaving group is still intact, the mechanism is in the SN2 (lim) category. For a reaction represented by Fig 3.44b the addition of the nucleophile is reversible and the rate determining step is the
loss of the leaving group, accompanied by rearrangement. The mechanism is SN2 since both bond making and bond breaking occur. In either case the rates would show the characteristic behaviour of displacement mechanisms in that the nature and concentration of the entering group would exert a major effect on the rate of reaction.

M N Hughes ${ }^{[3]]}$ suggested that such reactions proceed by an associative mechanism, reaction rate being dependent on the nature and concentration of the entering ligand. The kinetics being of the form

$$
\text { rate } \quad=k_{1}\left[M A_{3} X\right]+k_{2}\left[M A_{3} X\right][Y]
$$

where $M A_{3} X$ represents the platinum complex and $Y$ the entering ligand, $k_{1}$ and $k_{2}$ are the first order and second order rate constants respectively.

This two-term rate law requires a two path reaction mechanism as shown in Figure 3.45.


Figure 3.45 Two Path Mechanism for the Reaction of a Square Planar Complex, $\mathrm{MA}_{2} \mathrm{X}$ with Y

The rate constant $k_{1}$ is due to the slow displacement of $X$ by the solvent, which is then rapidly replaced by Y . A direct nucleophilic replacement of X and Y is responsible for $\mathbf{k}_{\mathbf{2}}$.

For a rate law with first and second order terms, the first order term will make the larger proportionate contribution to the rate when the ligand concentration is small. The good second order graphs for the data and the invariance of the second order rate constants with changes in the reactant concentrations point to a first order path that is either absent or abnormally ineffective in generating the product. In the reactions studied this first order path was essentially eliminated by allowing the $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ solution to age for forty eight hours before adding the ligand. Thus the rate equation for the reactions was then considered to be

```
rate = k[PLCl2(H2O)
```

Square planar substitution reactions of Pt (II) complexes is often considered in terms of the trans effect. Basalo and Pearson ${ }^{1301}$ defined the trans effect as the effect of a co-ordinated group upon the rate of substitution reactions of ligands opposite to it in a metal complex. The trans effect can be illustrated by considering the methods of synthesis of cis- and trans- $\mathrm{Pt}_{( }\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}$ ( Fig igre 3.46).

b)


Figure 3.46 Synthesis of cis- and trans- $\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}$

The second stage in each of the above reactions is the one of interest because a preferential replacement of groups trans to Cl . is indicated. Thus in reaction (a) the second ammonia enters a cis position because the trans-directing influence of chloride ion is greater than that of ammonia,
which means that the least reactive chloro group in $\mathrm{Pt}\left(\mathrm{NH}_{3}\right) \mathrm{Cl}^{3}$ - is the one opposite ammonia. In reaction (b) the chloride ion replaces the most labile ammonia in $\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{3} \mathrm{Cl}^{+}$which is the one opposite the chloro group, thus resulting in the formation of trans $-\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}$. The success of these reactions depends upon the greater trans effect of the ligand Cl compared to $\mathrm{NH}_{3}$, and the fact that the $\mathrm{Pt}-\mathrm{N}$ bond strength is greater than the $\mathrm{Pt}-\mathrm{Cl}$ bond strength.

The chemistry of Pt (II) complexes has many examples of the role of the trans effect in the synthesis of its compounds and in their chemical reactions. Extensive observations have provided qualitative information on the trans directing influence of various ligands, and the approximate order of decreasing trans effect is
$\mathrm{CO}, \mathrm{CN}^{-}, \mathrm{C}_{2} \mathrm{H}_{4}>\mathrm{PR}_{3}, \mathrm{H}^{-}>\mathrm{CH}_{3}, \mathrm{SC}\left(\mathrm{NH}_{2}\right)_{2}>\mathrm{C}_{6} \mathrm{H}_{5}, \mathrm{NO}_{2}, \mathrm{I}^{\prime}, \mathrm{SCN}>\mathrm{Br}, \mathrm{Cl}^{-}>\mathrm{Py}, \mathrm{H}_{2} \mathrm{O}, \mathrm{OH}, \mathrm{NH}_{3}$.

In the reactions studied the intermediate obtained after aquation of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ is $c i s-\mathrm{PtCl}_{2}\left(\mathrm{H}_{2}\right)_{2}$ and it is envisaged that the reaction with the ligand will then proceed as follows


The first replacement of $\mathrm{H}_{2} \mathrm{O}$ by L takes place in accordance with the trans effect since $\mathrm{H}_{2} \mathrm{O}$ is more labile than $\mathrm{Cl}^{-}$. Although the trans effect is still relevant for the second substitution step it is proposed that the differences in activation energy obtained for the series of ligands investigated are due to the cis effect. An exhaustive investigation ${ }^{[2])}$ has been made on rates of hydrolysis of a series of complexes from $\mathrm{PtCl}_{4}{ }^{2-}$ through to $\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{3} \mathrm{Cl}^{+}$. The results suggest that in these systems, for which the ligands are weakly trans directive, the cis neighbour has a somewhat greater influence on the kinetics than the trans neighbour to the leaving group. Since the complexes studied in this present work involve $\mathrm{Cl}^{-}$and derivatives of pyridine and pyrimidine ligands, all of which exhibit a weak trans directing effect, it is considered that the cis effect will then play a major role in the kinetics.

Since in this work it is the second stage of the above reaction which was measured by the formation of the solid product cis- $\mathrm{PtCl}_{2} \mathrm{~L}_{2}$ then the $\mathrm{Cl}^{-}$in the trans position to the entering ligand is constant throughout the series of reactions investigated as is the nature of the leaving group, $\mathrm{H}_{2} \mathrm{O}$. This it is essentially the effect of the nature of the entering nucleophile on cis substitution that has been measured and could account for the variation in rate constant and hence activation energies observed for the six different ligands.

According to the transition state theory of reaction rates a good estimate of the speed with which a chemical reaction occurs can be made by a knowledge of the properties of the activated complex which consists of the aggregate of several reactant molecules in the configuration of highest: potential energy. The less energy required to form the activated complex, the faster the reaction to form the activated complex, the faster the reaction will proceed, though special non-energy factors can sometimes slow down a reaction. The entropy between the activated complex and the reactants, is such a factor. The entropy of activation is defined by the equation.


```
    h
```

$E_{0}$ is the Arrhenius activation energy, while $\Delta H$, the enthalpy of activation in solution, is given by $\Delta H=E_{e}-R T$. The entropy of activation is interpreted as being the difference in entropy between the transition state and the ground state of the reactants. It is determined largely by the loss of translation and rotational freedom as several particles come together in the activated complex. Important changes in vibrational freedom may also occur if the activated complex is more or less tightly orgainzed than the reactants.

In solutions where charged particles are involved, solvation effects often dominate the entropy of activation ${ }^{[3]}$. If ions are formed from neutral molecules, for example, solvent molecules are strongly orientated or 'frozen' around the ions and their entropy is lost. Hence, $\Delta \mathrm{S}$, becomes more negative, the effect being greater the larger the charge. If ions come together in the transition state with a neutralization of charge, then solvation molecules are released and the entropy of activation becomes more positive. From both theory and experiment, these solvation effects on the entropy are larger for non-polar solvents than for water.

The values obtained in these studies for the activation energies for the ligand substitution reactions with various heterocyclic ligands are all of the same order of magnitude and similar to those reported for similar reactions of four co-ordinated square planar platinum complexes. The strongly negative entropy ( $\Delta \mathrm{S}$ ) values (table 3.13) obtained for all the reactions except that involving 2-amino-4-methylpyrimidine, support an associative mechanism, the more negative the value the more ordering implied. This again is in accordance with values reported in the literature [38. x.

An associative mechanism is one in which the rate determining step involves interaction of the reactants to form the activated complex in the transition state, in such cases $\Delta S$ has a negative value. If the rate determining step involves bond breaking then the value of $\Delta S$ is positive and the reaction proceeds by a dissociative mechanism. Thus it is not the. numerical value but the sign. of $\Delta S$ which is significant.

Nucleophilic substitution reactions may be classified according to Table 3.14.

TABLE 3.14

## Classification of Nucleophilic Substitution Reactions

|  | $S_{\mathrm{N}}$ (lim) | $\mathrm{S}_{\mathrm{N} 1}$ | $S_{\mathrm{N} 2}$ | $S_{\mathrm{N}}$ 2(lim) |
| :--- | :---: | :---: | :---: | :---: |
| Degree of Bond <br> Breaking in <br> Rate Step | Large | Large | Appreciable | None |
| Degree of Bond <br> Making in Rate <br> Step | None | None-Small | Appreciable | Large |
| Evidence for <br> Intermediate <br> of Reduced <br> Coordination | Definite | Indefinite | None | None |
| Number |  |  |  |  |
| Evidence for | None | None | Indefinite | Definite |
| Intermediate of <br> Expanded Co- <br> ordination Number |  |  |  |  |

Thus, consideration of the experimental results obtained in these studies and the above table indicates that the reactions studied proceed by an $S_{x} 2$ associative mechanism. This correlates with evidence ${ }^{[80]}$ which suggests that the transition state of platinum (II) substitution reactions involve a five co-ordinate species and that such reactions proceed by an $\mathrm{S}_{\mathrm{N}} 2$ mechanism.

The reaction between $\mathrm{K}_{2} \mathrm{PLCl}_{4}$ and 2 -amino-4-methylpyrimidine was the only one studied which took place by a dissociative mechanism, $\Delta S=+6$ (AA analysis), $\Delta S=+1$ (UV analysis). This at first seemed to be very unusual since entropies of activation for platinum (II) susbstitution reactions are usually negative, however, fairly recently positive $\Delta S$ values have been observed [35. 36].

Steric reasons may be responsible for this change in mechanism. Kukushkin and Ukrainstev ${ }^{[20]}$ found that methyl derivatives of pyridine reacted much slower than pyridine itself and assumed the chief reason for this decrease in rate was due to steric hindrance. In these studies the value of the activation energy for the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-amino-4-methylpyrimidine was nearly double that found for the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-aminopyrimidine. Since, as will be shown later, the activation energy varies directly with entropy (Figure 3.47) then it is conceivable that the positive value of $\Delta S$ may be due to steric effects. One other difference observed in this reaction compared to the others was that the 2-amino-4-methylpyrimidine (AMP ${ }_{\mathrm{F}}$ ) ligand did not totally dissolve, in which case it may be necessary to consider the enthalpy of solution ( $\Delta \mathrm{H}_{\text {aol }}$ ) and entropy of solution ( $\Delta \mathrm{S}_{\mathrm{cof}}$ ).

For a reactant for example X , which is only partially soluble the concentration in the saturated solution at a given temperature will be fixed. Thus the second order rate law

$$
\text { Rate }=\mathrm{k}\left[\mathrm{PtCl}_{4}{ }^{2 \cdot}\right][\mathrm{X}]
$$

becomes

$$
\text { Rate }=\mathbf{k}^{1}\left[\mathrm{PtCl}_{4}{ }^{2}\right]
$$

where $\mathbf{k}^{1}$ is a pseudo-first order rate constant. In this case the reaction will obey first order kinetics so long as the solution remains saturated with X . In practice this may be virtually the whole period of the reaction provided the rate of dissolution of $X$ is maintained equal to the rate of reaction, for example by stirring.

The way k increases with temperature depends not only on the activation parameters but also on the way the concentration of $X$ varies with temperature. The effect of temperature on solubility is given by ${ }^{[37]}$
$\frac{\mathrm{d} \ln \mathrm{C}}{\mathrm{dT}}=\underset{\mathrm{RT}^{2}}{\mathrm{~L}_{\mathrm{t}}}$
where $L_{t}$ is the so-called 'final heat of solution', that is hypothetically the enthalpy change when one mole of solute dissolves in a saturated solution. In practice $L_{\text {d }}$ is often found to vary with temperature but over small temperature ranges (such as used on the experiments reported here) may be regarded as constant.

When $L_{s}$ is positive (increasing the temperature increases solubility) the reaction rate in a psuedofirst order process of the type we are considering here will increase with increasing temperature at a greater rate than if the reaction were conducted with an unsaturated solution. Since equation (i) has the same form as the Arrhenius equation it is clear that:

where $E_{\text {oppomat }}$ is the measured activation energy. If second order kinetics are observed then the concentration of $\mathbf{X}$ is declining in the normal fashion during reaction. This could be due to either:
(a) Although only partially soluble, X is very largely in solution at the start of the reaction and only a small fraction of undissolved $X$ remains to enter solution as the reaction proceeds.
(b) The residual solid X remains undissolved in the solid state throughout the reaction possibly prevented from dissolving by the formation of a layer of product (which is highly insoluble) on the surface of the particles of X . In this case incomplete reaction of the $\mathrm{PtCl}_{4}{ }^{2}$ would be observed. In addition as the temperature increases the less this effect will be since the higher the temperature the more X will dissolve.

In case (a) the effect of temperature on solubility might be neglected since the reaction becomes unsaturated soon after the start of the reaction.

In case (b) however, the variation of solubility may not be neglected as the initial concentration of $X$ will vary.

In the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-amino-4-methylpyrimidine the reaction did not go to completion and this points to case (b) being correct. It was observed that the higher the temperature the futher the reaction progressed, for example see table 3.15 , this fact also points to case (b).

TABLE 3.15

> Comparison of atomic absorption values, 90 minutes after start of reaction between $\mathrm{K}_{3} \mathrm{PtCl}_{4}$ and 2-amino-4-methylpyrimidine, at different temperatures.

| Temperature $/ \mathrm{k}$ | 303 | 305.5 | 308 | 310 | 313 | 316 | 318 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Absorbance | 0.2149 | 0.2035 | 0.1772 | 0.1486 | 0.1190 | 0.0912 | 0.0704 |

In this type of situation the validity of using second order rate equations in the form that applies to stochiometric reaction mixtures may be questioned. However, this latter point can be answered by pointing to the good linearity of the plots of 1 /absorbance versus time (figures 3.32 and 3.33 ).


Figure 3.47 Relationship between the Activation Parameters of Reactions between Platinum Complex lons and Nitrogen Heterocycles.

It was found that a plot of activiation energy versus entropy was approximately linear with a slope of 230 K (Figure 3.47). This correlation was also observed in the published data of others ${ }^{[20,0,0,4,38,10,411}$. Such a correlation requires explanation. We have investigated the mathematics of the transition state theory equation, from which both the activated energies and entropies were calculated. This investigation indicated that there should be a linear relationship between these two activation parameters.

The equation

$$
\begin{equation*}
\dot{k}=\frac{\mathbf{K I}}{h} \quad e^{-\Delta M A T} e^{\Delta A R} \tag{1}
\end{equation*}
$$

is derived from the equation $\Delta G=\Delta H-T \Delta S$ which suggests that $\Delta H$ varies linearly with $\Delta S$, the slope of which would be equal to $T$.

This can be explained by considering equation (1)
$\ln k=\ln \left(\frac{K}{h}\right)-\frac{\Delta}{R T}+\frac{\Delta S}{R}$
$\therefore R T \ln \frac{(K h)}{k T}=-\Delta H+T \Delta S$

The term on the left hand side can be regarded as virtually independent of temperature provided a small range of temperature is used in the kinetic investigations. Although the rate constant, $\mathbf{k}$, is not constant when considering a variety of reactions it does not vary significantly from reaction to reaction to provide any considerable difference to the magnitude of the left hand side. For example at $T=300 \mathrm{~K}$ and $k=1$ and 100 this term equates to $8438 \mathrm{Jmol}^{-1}$ and $-8791 \mathrm{Jmol}^{-1}$ respectively. Thus there is a $\pm 9 \mathrm{kJmol}^{-1}$ variation in the intercept (when $\Delta \mathrm{S}=0$ ) in about 100 kJmol ${ }^{-1}$ ie there is an approximate $10 \%$ variation in the term on the left hand side. Thus a plot of $\Delta \mathrm{H}$ vs $\Delta \mathrm{S}$ will be linear for a wide variety of reactions, the slope of the line being about the experimental temperature range used.

Consequently whatever factor governs the rate of reaction, be it steric effects, electronic effects or both, should correlate with either $\Delta H$ and $\Delta S$ since these correlate with each other.

The results obtained in this study were compared with similar kinetic studies carried out on amines and in partiuclar on lutidines and picolines. The activation energy and entropy values for various aliphatic and secondary heterocyclic amines were obtained from Kukushkin and Ukrainstev ${ }^{[42]}$. This data was converted into standard units and plotted on Figure 3.47 and found to be in agreement with the correlation between the activation energy and entropy already established.

Comparison of the data on the kinetics of the reaction of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ with aliphatic amines containing additional $\mathrm{NH}_{2}$ groups showed that with an increase in the number of amino groups the reaction rate increases. This agrees with an earlier suggestion that an increase in the number of nucleophilic groups in the aliphatic amine leads to an increase in reaction rate. It was also seen that steric hindrance due to methyl groups leads to a marked decrease in reaction rate.

These observations also apply to the reactions under investigation in these studies since the reaction involving 2 -aminopyridine and 2 -aminopyrimidine have much lower activation energies than pyridine or pyrimidine. The reaction between $\mathrm{K}_{2} \mathrm{PICl}_{4}$ and 2-amino-4-methylprimidine has the highest value for the activation energy possibly because it is the only ligand studied which contains methyl groups. The values of the activation energy and entropy for 2,3-2.4- and 3.5lutidine were calcualted using rate constants from published data, unfortunately there was insufficient data to calculate these kinetic parameters for the picolines.

Kukushkin and Ukrainstev ${ }^{1201}$ found that the rate of reaction of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ with 3 - and 4 -picoline were approximately equal and were considerably greater than the rate of reaction of $\mathrm{K}_{3} \mathrm{PtCl}_{4}$ and 2 -picoline. The rates of reaction of $\mathrm{K}_{3} \mathrm{PtCl}_{4}$ and the lutidines were almost equal and much less than the rate of reaction involving the picolines.

Kukushkin and Ukrainstev concluded that steric hindrance created by the methyl groups was responsible for the observed results.

The value of the activation energy and entropy calculated from published data for the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and lutidine were similar to that obtained for the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-amino-4-methylpyrimidine. However, the value of $\Delta S$ for the former reaction was calculated as $-30 \mathrm{kJmol}^{-1}$ and therefore the reaction proceeded by an associative mechanism. This evidence suggests that steric hindrance is not the reason for the positive valve of $\Delta S$ obtained for the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and 2-amino-4-methylpyrimidine, but that the insolubility of this ligand caused the reaction to change from being associative to dissociative in character.

Thus it can be concluded at this stage that in reactions of tetrachloroplatinate (II) with N heterocyclic base derivatives allowance must be made for steric hindrance created by side chain substituents. However, this is clearly not the only factor involved and it may be necessary to consider the change in electron density at the nitrogen atom for each different ligand.

## CHAPTER 4

## Solid State Studies

Another method of studying the platinum-base bonding is by thermal analysis, in which the energetics of the complex undergoing solid state reactions are being dealt with. The aim being to determine the activation energy for the thermal decomposition processes in which the $\mathrm{Pt}-\mathrm{N}$ bond is broken. This may be related to bond strength. The activation energy can be determined using either isothermal or non-isothermal techniques.

### 4.1 Background Theory of Isothermal Analysis

Isothermal analysis involves looking at the variation of amount of reactant and/or product with time. In order to do this several experiments need to be carried out at different but constant temperatures. The rate coefficient can then be derived by applying an appropriate rate equation and from the temperature dependence of the rate coefficient the Arrhenius parameters can be estimated.

As a measure of the reactant amount at a particular time and temperature it is convenient to use the dimensionless exient of reaction, $\alpha$, where $\alpha$ is equal to zero at the start of the reaction of interest and is equal to one at the end. In isothermal studies of a decomposition reaction of the type
$A(s) \cdots B(s)+C(g)$
kinetic analysis then involves the identification of the function of $\alpha$, such that:

$$
\mathrm{fn}(\alpha)=\mathrm{k}(\mathrm{~T}) \mathrm{t}
$$

$\begin{aligned} & \text { where } k(T)= \text { the conventional rate constant for the decomposition reaction and is a function } \\ & \text { of temperature. }\end{aligned}$

There is no theoretical restriction on the form of the function of $\alpha$ although it is sometimes based on the concept of a simple order of reaction. Decompositions of solids are also often satisfactorily described by a limited number of expressions based on nucleation of product phase and the rate and geometry of advance of the reactant/solid product interface socalled topochemical processes. Some of these expressions are listed in Table 4.1.

## TABLE 4.1

## Summary of Solid State Kinetic Parameters

| Mec | nism | * $g(\alpha)=k(T) t$ |
| :---: | :---: | :---: |
| Nucleation Controlled |  |  |
|  | Power Law | $\alpha=\mathbf{k r}{ }^{\text {c }}$ |
| Growth Controlled |  |  |
|  | ContractingSphere | $\left[1-(1-\alpha)^{1 /}\right]=k t$ |
|  | Exponentlaw | $\alpha=k e^{\text {s }}$ |
|  | First order decay law | 1- $\alpha=e^{-4 \boldsymbol{u}}$ |
|  | Two dimensional growth | $\left[1-(1-\alpha)^{1 / t}\right]=\mathrm{kt}$ |
|  | Prout and Tompkins law | $\log \frac{\alpha}{1-\alpha}=k t$ |
|  |  | $\log \frac{\alpha}{1-\alpha}=k \log t$ |
| Nucleation-Growth Controlled |  |  |
|  | Avarmi-Erofeev law | $1-\alpha=\exp (-\mathrm{kt})^{\text {a }}$ |
| Diffusion Controlled -.. -. |  |  |
|  | One dimensional (parabolic) | $\alpha^{2}=\frac{k}{x^{2}} t$ |
|  | Two dimensional | $\alpha+(1-\alpha) \ln (1-\alpha)=k t$ |
| 10. | Three dimensional | $\left[1-(1-\alpha)^{1 / 3}\right]^{2}=k t$ |

* $g(\alpha)$ is the algebraic function of the physical model according to which the solid reaction is assumed to occur.
$K(T)$ is the rate constant for the process at a temperatore, $T$.

Figure 4.1 shows typical $\alpha$ versus time plots for isothermal reactions.


Notes: $\mathbf{A}=$ deceleratory throughout, ie the rate progressively decreases as reaction is carried out.
$B \quad=\quad$ short initial nucleation period during which the reaction rate increases and thereafter the reaction rate is decelerating

C = shows a more pronounced induction period followed by a deceleratory period.
$\mathrm{D}=$ more complex reaction which consists of two stages the first being of type A .

In topochemical processes, which give rise to these types of $\alpha$ versus time plots, the reaction takes place at a reactant/product interface, the shape and size of which governs the rate of reaction at a constant temperature. The exact form of the $\alpha$ versus time plot, then, is determined by the changing geometry of the decomposing system, especially the geometry of the reaction interface. In most homogeneous reactions the whole range of the process fits one kinetic expression. But in heterogeneous reactions one expression may hold for the critical few percent of the decomposition, to be followed by a second in the acceleratory stage of the reaction and a third or even fourth expression may be found to describe the reaction in the deceleratory stage of decomposition.

The following mechanistic stages will generally be present.

The reactant/product interface is usually established at a limited number of points (nuclei) on the surface of the reactant crystal by the formation of micro crystals of product. The reaction thereafter proceeds within the strained contact area of reaction/product interface. The strains result from the difference between reactant and product molar volumes.

The reaction initially takes place at those points where there is a favourable energy change, generally this occurs at surface defects such as the corners of the reactant crystal which because of an imbalance of forces will preferentially form product. This results in the formation of germ nuclei which are intrinsically unstable. At this point, after the evolution of gaseous product, the solid product is present with the same structure as the reactant and can either reabsorb the gaseous product and change back to reactant or can crystallise into product by rearrangement of the lattice. Which of these occur preferentially depends on the energetics of the system. Involved with this is strain energy which has been introduced into the lattice as the product is formed. As a result of strain a small amount of product may shatter and a common feature of topochemical reactions is to find that as the reaction proceeds the surface area of the product is much greater than that of the starting material. Once the germ nuclei have started to grow and passed the critical stage the reaction passes into an acceleratory period. Growth of the nucleus is the movement of the reactant/product interface in a direction normal to its surface due to the thermal decomposition reaction occurring in a very highly strained region of contact between the adjoining phases. The basic assumption made here is that the rate of progress of the interface linearly through we reactant material is constant at constant temperature.


Figure 4.2 Schematic Diagram of Nuclei Growth.

Eventually the interfaces arising from the growth of two or more nuclei will start to overlap and while they will still be moving the point has been reached where the total size of the interface will decrease with time due to the overlapping of the growing nuclei (figure 4.2). Further reaction results in a progressive decrease in the area of reactant/product interface, so that the reaction is now deceleratory.

The $\alpha$ versus time curve thus has three major parts. The number of rate laws covering all of the sigmoid versus time curve is enormous and each part of the curve is usually treated separately to find the individual rate laws. These may be divided into three groups which depend on the location of the maximum rate of decomposition (d/dt).
(a) before (d $\alpha / \mathrm{dt})$ max
(b) each side of (d $\alpha / \mathrm{dt}) \max )$

with nuclei growth $\quad$| laws concerned with both growth and |
| :--- |
| interference |

All of the above are dependent on the nucleation law.

There are a large number of rate laws for the nucleation process and these include instantaneous nucleation and first order nucleation. In this latter case the rate of formation of growth nuclei is proportional to the number of potential nuclei forming sites remaining which is fixed at the start of the reaction.

## Rate of nucleation $\mathbf{d N} / \mathrm{dt}=\mathbf{k}(\mathbf{N}, \mathrm{N})$

where $N_{1}=$ number of possible sites at which nuclei may form $\mathrm{N}=$ nuclei present at time t

The above equation may be rewritten as:

$$
\mathrm{dN} / \mathrm{dt}=k N_{1} e^{\mathrm{T}}
$$

From this it may be seen that for reaction in solids where $k$ is small, the rate of nucleus formation is approximately constant during the initial period of reaction, ie

$$
d N / d t=k N_{1}
$$

For systems where $k$ is large, all possible nuclei are formed rapidly at the beginning of the reaction and so further nucleation does not occur, ie instantaneous nucleation.

Nucleation can also be dealt with by power laws. Here the number of nuclei at a given time depends on $t^{t}$, where the integer $n$ depends on the mechanism of nucleation. This arises because the number of potential nuclei forming sites is not constant or fixed at the start of the reaction. New potential sites are created by strain in the lattice, where the crystals are under strain due to volume changes thus creating new high energy regions where nuclei can form.

In the acceleratory region of the curve the rate increases as the area of reactant/product interface increases and again there are a multitude of possible rate laws. Here the rate law is determined by the nucleation pattern and most importantly by the geometry of the reacting system. Potential nucleus forming sites may be engulfed by the advancing reaction interface, adding further to the complexities.

In the decay region other rate laws apply and again the geometry is important, but the previous pattern of events will also affect the rate law. It has been shown ${ }^{[4]]}$ that particle size distribution can have a considerable influence on the reaction kinetics. Most isothermal rate laws have been derived assuming uniform particle size.

### 4.1.1 Isothermal Analysis

In these studies the isothermal analysis, then, involved studying the variation of amount of reactant with time at a constant temperature. The platinum complexes with heterocyclic bases were found to be thermally unstable and in each case an early stage of the thermal decomposition resulted in the loss of one ligand molecule. The determination of the kinetic data involved a series of thermogravimetric runs in which the platinum-ligand complexes were decomposed under isothermal conditions. Several experiments were carried out on each platinum-ligand product over a range of different but constant temperatures. In order to obtain the necessary precision to enable calculation of the activation energy five isothermal runs were required. For each isothermal run the rate constant, for the appropriate step involving the loss of one ligand of the decomposition process, was derived by applying the appropriate topocbemical kinetic equation.

This was achieved by first fixing the $\alpha=0$ to $\alpha=1$ scale, in which $\alpha=0$ at the start of the decomposition stage of interest and $\alpha=1$ was the point at which the isothermal thermogravimetric curve began to flatten out. The initial and final weights at $\alpha=0$ and $\alpha=1$ respectively were entered into the spreadsheet and the most suitable isothermal expression found by plotting, on screen, the various functions of $\alpha$ versus time graphs. Hence the most suitable isothermal rate law for the decomposition could be determined. The Arrhenius equation was then applied and the activation energy calculated, for each platinum-ligand product, from the slope of the resulting $\ln (k)$ versus $1 /$ Temperature plot.

### 4.2 Background Theory of Non-isothermal Analysis

The use of isothermal methods is probably the most sound in determining kinetic parameters but it is very tedious and time consuming. However, there has been considerable interest in the use of non-isothermal methods. The advantage of this is that all the information can be obtained from one single continuous experiment and so is economical with respect to both time and sample. Also there is no uncertainty at the start, such as is found in isothermal analysis when processes can take place during the period of heating to reaction temperature.

A non-isothermal technique generally utilises a linearly varying temperature with time at a constant heating rate. In thermogravimetric analysis records of the loss of mass from the sample during heating as a function of temperature are obtained. In most non-isothermal analysis it is assumed that the reaction is taking place at conditions far removed from equilibrium so that any influence of reverse reaction can be ignored.

With isothermal methods a mechanism is assumed and by substitution of experimental data into the various rate equations the best fitting mechanism can be determined. However, this type of procedure is more complicated when the method of rising temperature is used.

The theoretical treatment of the kinetics of decomposition under rising temperature conditions rests largely on the combination of the following three equations.
(a) the differential form of the isothermal rate law

$$
\begin{equation*}
\mathrm{d} \alpha / \mathrm{dt}=\mathrm{k} \mathrm{fn}(\alpha) \tag{1}
\end{equation*}
$$

(b) The laws describing the temperature coefficient of the rate, usually described by the Arrhenius equation
$k=A e^{-B M T}$
where $k=$ the specific rate constant
$A=$ the pre-exponential factor
$\mathrm{E}=$ the activation energy
$\mathrm{T}=$ the temperature
$R=$ the gas constant
(c) The equation describing the imposed temperature against time which can be represented by:

$$
\begin{equation*}
T=T_{0}+B t \tag{3}
\end{equation*}
$$

where $\mathrm{T}_{0}=$ the initial temperature and a linear heating rate has been assumed with a heating rate of $\beta$

Thus the temperature programmed reaction profile is:

$$
\begin{equation*}
d \alpha / d t=f n(\alpha) A e\left[-E / R\left(T_{0}+B T\right)\right] \tag{4}
\end{equation*}
$$

The d $\alpha / \mathrm{dt}$ versus temperature curve contains information which should yield $\mathrm{fn}(\alpha)$, the activation energy and the pre-exponential factor.

The combination of these three equations will enable the kinetic parameters to be established, however, this combination does carry certain implications. The Arrhenius equation is almost invariably assumed to hold over the entire temperature range. This assumption may not hold and the most common deviation is the occurrence of two or more linear plots when ploting $\ln (k)$ against $1 /$ temperature. Another matter which is essential to the calculation is the correct choice of the specific reaction rate incorporated in the Arrhenius expression. It has been found that the activation energy and pre-exponential values for solid state decompositions are environmentally dependent and that the values calculated from rising temperature experiments should not necessarily agree with those obtained from traditional isothermal methods.

A number of methods of interpreting non-isothermal data from heterogeneous reactions and many solutions to the problems of determining the activation energy, the pre-exponential factor and the function of $\alpha$, have been proposed. Sestak has classified these proposals on the basis of the mathematical methods employed or the region of the $\alpha$ - temperature curve which is being examined as:
(a) differential methods
(b) integral methods
(c) approximation methods

One example of a differential method is that proposed by Freeman and Carroll ${ }^{[4]}$ in which it is assumed that the reaction can be described by a simple order of reaction

$$
\begin{equation*}
\underline{d} \underline{\alpha}=k(1-\alpha)^{2} \tag{5}
\end{equation*}
$$

when | $\alpha$ | $=\quad$ extent of reaction |
| ---: | :--- | ---: |
| $n$ | $=$ order of reaction |

Substituting equation (5) into the Arrhenius equation:


Differentiating equation (6)

$$
\begin{equation*}
\frac{\Delta \ln (\Delta a \ln )}{\Delta \ln (1-\alpha)} \quad=\frac{-E}{R} \quad \frac{\Delta(1 / r)}{\Delta \ln (1-\alpha)}+n \tag{7}
\end{equation*}
$$

Thus the slope of a plot of the left hand side of equation (7) versus
$\Delta(1 / T)$ will enable $\Delta \ln (1-\alpha)$
the calculation of the activation energy.

Integral methods make use of the integrated form of equation 1.

$$
\begin{equation*}
\int_{0}^{\alpha} \frac{d \alpha}{(1-\alpha)}=\int_{T \text { at } t=0}^{T a t t} A e-E / k\left(T_{0}+t\right) d t \tag{8}
\end{equation*}
$$

the solution of equation 8 consists of an infinite series of which, usually, the first two terms serve for all calculations of interest. These methods were used by Doyle ${ }^{[4]}$ and also by Coats and Redfern ${ }^{[4] 1}$ who proposed the following equation.

$$
\ln \left[\frac{1-(1-\alpha)^{(1-\nu)}}{T^{2}(1-n)}\right]=\ln \left(\frac{A R}{B E}\left[\begin{array}{c}
1-2 R T  \tag{9}\\
E
\end{array}\right]\right)-\frac{E}{R T}
$$

The $\left.\ln \left(\begin{array}{cc}A B \\ B E\end{array} c \frac{1}{1} \begin{array}{c}-2 R I \\ E\end{array}\right]\right)$ term is usually regarded
as constant over the temperature range of a peak.

Hence if the left hand side is plotted against $1 / T$ using various values of $n$ (the order of reaction) until a straight line is obtained, the value of the activation energy can then be calculated from the slope.

In order to remove the uncertainty in the isothermal rate law Ingraham and Marrier ${ }^{[47]}$ proposed an approximation method for interpreting non-isothermal data. A cylindrical pellet of the reacting solid is formed and when the reaction occurs it does so by nucleating on the circular faces and following a contracting cylinder topochemical rate law. They put forward a modified kinetic equation which takes into consideration the temperature dependence of the pre-exponential factor

$$
\begin{equation*}
d \alpha / d t=A T e^{n \alpha T} f(\alpha) \tag{10}
\end{equation*}
$$

Another method of removing uncertainties is that developed by Gentry, Hurst and Jones ${ }^{[4]}$ in which non-isothermal experiments are carried out at different heating rates. The method was actually developed for temperature programmed reduction (tpr) reactions but should be equally applicable to any topochemical process.

For a reaction of the type Solid + Gas $\rightarrow$ Products in which gas flows over the solid at a constant rater, Gentry, Hunt and Jones derived the following equation. In doing sa they assumed that the variation of rate constant with temperature can be described by the Arrhenius equation and that the temperature increases linearly' with time.
$2 \ln \left(T_{n}\right)-\ln B+\ln (G)_{m}=E / R T_{m}+$ constant
$\begin{aligned} \text { where } \mathrm{Tm} & =\text { the temperature at which rate is a maximum } \\ B & =\text { the heating rate } \\ (G)= & \text { the composition of the gas phase in tpr which in this study can be regarded } \\ & \text { as a constant. }\end{aligned}$

In order to derive the activation energy values of $\mathrm{T}_{\mathbf{z}}$ are measured at different heating rates. From a graph of the left hand side of equation (11) the activation energy can be calculated from the slope.

## Doyles Method

Doyle eliminated the necessity for assumptions about the form of the function of $\alpha$ by extending experiments to include an additional isothermal run. This run is then compared at equivalent $\alpha$ values $\alpha_{i}$ with the non-isothermal run. Under isothermal conditions ( $T=T_{0}$ )

$$
\alpha=\alpha_{i} \text { at } T=T_{1} \text { and } f n \alpha_{i}=A e^{\cdot B / X T} L_{i}
$$

At a constant heating rate $\phi$ :
$\alpha=\alpha_{i}$ at $T=T_{1}$ and
fn $\alpha_{i}=A E p\left(x_{i}\right)$
$\mathbf{R} \boldsymbol{\phi}$
where $x_{1}=E / R T$
so that $A e^{-R / R T_{4}}=\frac{A E p\left(x_{i}\right)}{R \phi}$
hence $t_{i}=\frac{E}{R \phi} e^{8 / R T_{0}} p\left(x_{i}\right)$
and $\ln t_{i}=\ln \left(\frac{E}{R \phi}\right)+\frac{E}{R T_{0}}+\ln p\left(x_{1}\right)$
Evaluation of $p\left(x_{1}\right)$ still requires an estimate of the activation energy. This could in principle be done by trial and error but if $x$ is sufficiently large ( $>20$ ) and the temperature interval for the nonisothermal scan is restricted $(<100 K)$ then $\log p\left(x_{i}\right)$ is an approximate linear function of $x$, ie of $1 / T_{i}$

$$
\log x=a+b x
$$

Doyle gives values of:

$$
\begin{aligned}
& \mathrm{a}=-2.315 \\
& \mathrm{~b}=0.4567
\end{aligned}
$$

so that $\log p\left(x_{1}\right) \approx-2.315-\frac{0.4567 E}{R}\left(\frac{1}{T}\right)$
and hence:


A plot of $\ln t_{i}$ against $\left(1 / T_{i}\right)$ should thus be linear with a slope $m=0.4567 \mathrm{E}$
R
from which a value for the activation energy can be estimated.

The advantage of not having to assume a form of the function of $\alpha$ has been gained at the expense of additional experimentation. Doyles method does have the disadvantage that the evaluation of $p\left(x_{i}\right)$ involves approximations and that allowance has to be made in measuring $t_{1}$ for the period required for the sample to reach the isothermal reaction temperature $T$.

### 4.3 Method

Before any accurate thermogravimetric analysis could be carried out certain experimental conditions had to be decided upon. This involved selecting the most suitable furnace atmosphere and the most appropriate weight and particle size of the sample.

The nature of the surrounding atmosphere can have a profound effect on the temperature of a decomposition stage. Normally the function of the atmosphere is to remove the gaseous product evolved during thermogravimetry in order to ensure that the nature of the surrounding gas remains as constant as possible throughout the experiment. The most common atmospheres employed in thermogravimetry are:
(a) static air (air flows around the furnace by convection only)
(b) dynamic air where air is passed through the furnace at a measured rate
(c) dynamic inert often nitrogen gas which provides a non-reactive atmosphere capable of transporting product vapours away from the sample.

Preliminary experiments were carried out employing all three types of atmosphere. Using a static air atmosphere the time taken for the complex to decompose isothermally over a range of temperatures from 545 K to 570 K was well in excess of forty eight hours. This was thought to be due to the build up of product gas around the sample which inhibited the decomposition process. It was found that when a nitrogen atmosphere was used there was a tendency of the evolved ligands to condense on the sample container hang down rod, evident by a brown tarry film, which consequently resulted in inaccurate weight changes being recorded. Thus a dynamic air atmosphere was chosen to carry out the thermogravimetric analysis since it did not give rise to any of the practical problems associated with the static air and nitrogen atmospheres.

The weight and particle size of a sample also governs the thermogravimetric results. Large particle size can often create deviations from linearity in the temperature rise so consequently each sample was finely ground before any thermogravimetric experiments were carried out. A large volume of sample in the crucible is also a disadvantage since not all of the sample will necessarily be at the same temperature. In addition a large volume can also impede the diffusion of evolved gas. Consequently different parts of the sample may be at significantly different temperatures and will have reached different stages of decomposition at any given instant. The resulting thermal and reaction gradients across the sample will lead to the production of a poorly defined thermogravimetric curve. Use of a small volume of sample will minimise these effects, although too small a sample may result in a loss of precision. In these studies it was found that samples of approximately 5 to 10 mg proved to be the optimum.

## Experimental Procedure

Thermogravimetric analysis was carried out using the METTLER TA 3000 system, the instrument layout of which is shown schematically in figure 4.3.


Figure 4.3 Schematic Representation of METTLER TA 3000 System

Non-isothermal thermogravimetric analysis involved accurately weighing the sample using the balance. The experimental parameters such as temperature range, heating rate and initial weight
were then entered into the TA processor. The sample was transferred to the sample holder and the furnace raised while still at room temperature.

Isothermal thermogravimetric analysis involved weighing the sample and inputting the experimental parameters such as isothermal temperature, length of time of isothermal analysis and initial weight. The sample was transferred to the sample holder and the furnace preheated to the required experimental temperature before being raised. Typical input data for both isothermal and non-isothermal thermogravimetric analysis are given in the appendix.

Once the thermogravimetric analysis experiment was completed the results were temporarily stored in the TA processor. The raw data was then transferred to the Epson microcomputer for permanent storage and evaluation.

### 4.4 Treatment of Data

The evaluation of each isothermal experiment was carried out using a spreadsheet program. The raw data stored in the TA72 system was copied to the DOS partition on the hard disc. Changing to an alternative operating system allowed conversion of raw data to an ASCII file containing a specified number of data points. Each point had recorded values of time, temperature, weight and weight change. Typically the raw data which consists of 6000 points would be compressed to 100 points. After loading the spreadsheet program the compressed ASCII file data could be imported, parsed and manipulated. Various spreadsheets were developed as the work progressed designed to evaluate the various isothermal kinetic expressions relative to solid state chemistry studies and allowed graphical and statistical evaluation of the validity of these in any particular experiment.

After importing and parsing, the raw data contained in cells Al-D. 14 (figure 4.4) are then manipulated by the area of the spreadsheet designed to interpret the information kinetically. This area of the spreadsheet is contained in cells A200-N316, (figure 4.5). The time is given in cells A200-A316. Cells B200-B316 is denoted $f$ which is the fraction decomposed
ie. final weight-weight at times
final weight - initial weight
where initial weight and final weight are given in G8 and G9 respectively. These are variable parameters which the user can select by discretionary interpretation of the original raw data which may cover a wider weight loss range than is actually required. For example in the interpretation of data from thermal analysis of a compound where it was the second stage of decomposition which was of interest the initial weight would not be the initial experimental weight but rather the weight at the end of the first step. The values contained in column $B$ are utilised throughout the rest of the spreadsheet.

Columns C - M correspond to the formula of various isothermal rate laws. If Row 203 (figure 4) is considered then the formulae would be as listed in table 4.2.

TABLE 4.2

## Isothermal Rate Laws and Corresponding <br> Spreadsheet Formulae

| Cell | Formula | Rate Law |
| :---: | :---: | :---: |
| C203 | @ $\ln (\mathrm{B} 203)$ | In f |
| D203 | @ $\ln (\mathrm{A} 203)$ | Int |
| E203 | +B203/(1-B203) | f/1-f 2nd OrderLaw |
| F203 | @ $\ln (E 203)$ | In [t/(1-n) Prout Tompkins Log Law |
| G203 | @ $\ln [-\ln (1-\mathrm{B} 203)]$ | $\ln [-\ln (1-\mathrm{f}) \mathrm{Erofeev}$ Equation |
| H203 | 1-(1-B203) 0.3333 | 1-(1-i) ${ }^{1 / 3}$ Contracting Sphere |
| 1203 | @ $\ln (1-\mathrm{B} 203) *(-1)$ | -In (1-п) First Order Decay Law |
| J203 | 1/B203 | 1/f Reciprocal Law |
| K203 | 1/[(SLS200-1)* (1-B203) (SLS200-1)] | $1 /(n-1)(1-f)^{-1}{ }^{+}$where $n$ is the 'order of reaction', a parameter which can be chosen by the user to give a best fit and is entered in L 200 eg in Figure 4.5 the value is given as 3 |
| M203 | +A203/SNS200 | $V t_{a s}$ Reduced Time Scale where $t_{a s}$ is the half time of reaction chosen by the user from columns $A$ and $B$ and entered as a parameter in N200. |

$+\quad$ This variable rate law was derived from the equation:

$$
\begin{aligned}
& \text { rate }=\frac{\text { df }}{\mathrm{dt}} \propto(1-f)^{\mathbf{n}} \\
& \therefore \quad \frac{\mathrm{df}}{\mathrm{dt}}=\mathrm{k}(1-\mathrm{f})^{2} \\
& \therefore \frac{\mathrm{df}}{(1-f)^{n}}=k d t
\end{aligned}
$$

Integration using tables of standard integrals gives

$$
\frac{1}{(n-1)(1-f)^{2-1}}=k t
$$

Figure 4.6 shows how the application of regression analysis was carried out on the spreadsheet. The spreadsheet incorporated a limited linear regression facility which will give the slope, intercept and correlation coefficient of any given ranges. These data were placed, by the user, in cells A307, A306 and A308 respectively. The regression analysis has been extended to include the standard deviation of the slope (useful in assessing errors in rate constants) by inserting appropriate formula in cells K307, K308, K309, H307, H308, H309 and F307.

Standard deviation is given by the equation


Thus the formulae were entered into the spreadsheet as follows:

```
F1:Help 2:Edit 3:Macro 4:Abs Ready ! 5:Goto 6:Hindow 9:Calc FlO:Graph
A1: 'EXP00022.001 File
```



```
        0 285 9.968 -0.00022
        429 285 9.82-0.00022
        858 285 - 9.724-0.00022
        1287 285 9.644-0.00022
    1716 285 9.552-0.00022
    2145 285 9.46-0.00022
    Free:80 % [329k] Auto [ITISO100.WKS] . . . 12:23:11 pm
```




Figure 4.5 Spreadsheet Cells A200-N218.


| Cell | Spreadsheet Formula | Mathematical Formula |
| :---: | :---: | :---: |
| H307 | @ sum (Range of x ) | $\Sigma x_{1}$ |
| H308 | @ sum (Range of y ) | $\Sigma y_{1}$ |
| H309 | @ count (Range of x ) | n |
| K307 | +B309-(H307* H307/H309) | $\Sigma \mathrm{x}_{1}{ }^{2}-\left(\Sigma_{z_{i}}\right)^{2} / \mathrm{n}=\mathrm{S}_{\mathrm{xa}}$ |
| K308 | +B310-(H308 * H308/H309) | $\Sigma y_{t}{ }^{2}-\left(\Sigma y_{i}\right)^{2} / \mathrm{n}=S_{n}$ |
| K309 | +(K308-(B307* B307*K307))/(H309-2) | $S_{x y}-B^{2} S_{x} / \mathrm{n}-2=\mathrm{Sr}^{2}$ |
| F309 | @ SQRT (K309/K307) | $\mathrm{Sr}^{2} / \mathrm{S}_{\mathrm{Lu}}=\mathrm{SB}$ |

$\Sigma x_{1}{ }^{2}$ and $\Sigma y_{1}{ }^{2}$ were already incorporated in the spreadsheet and placed, by the user, in cells B309 and B310 respectively.

### 4.5 Results

For each of the six complexes formed by the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and ligand the thermogravimetric analysis results are reported. In each case non-isothermal and isothermal experiments were carried out, the appropriate topochemical rate law applied and the activation energy for the decomposition calculated.

### 4.5.1 cis-Pt(2-aminopyrimidine) $\mathbf{C l}_{2}$

The non-isothermal thermogravimetric curve (Figure 4.7), obtained using a linear heating rate of $5 \mathrm{Kmin}^{-1}$, indicated that this complex decomposed in two distinct steps. The first of which corresponded to the loss of one molecule of 2 -aminopyrimidine, that is there was a $20.8 \%$ weight loss. The theoretical percentages of 2 -aminopyrimidine, platinum and chloride present in the complex were calculated.


Figure 4.7
Non-isothermal Decomposition of $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$.

TABLE 4.3

> Comparison of Theoretical and Experimental weight Losses from cis - pt (2-aminopyrimidine $\mathbf{I}_{\mathbf{2}} \mathrm{C1}_{\mathbf{2}}$

| Process |  | Percentage Weight Loss |  |
| :---: | :---: | :---: | :---: |
|  |  | Theoretical | Experimental |
| 1. | Loss of one mole of 2 aminopyrimidine | 20.8 | $\begin{aligned} & 20.8 \text { in } 1 \mathrm{st} \\ & \text { step of } \mathrm{TG} \end{aligned}$ |
| 2. | Loss of two moles of Cl atoms and one mole of 2 -aminopyrimidine | 36.4 | 36.1 in 2 nd step of TG |
| 3. | Loss of all ligands leaving metallic platinum | 42.8 | $\begin{gathered} 43.1 \text { total loss } \\ \text { at } 590^{\circ} \mathrm{C} \end{gathered}$ |

Consequently it was decided to carry out isothermal analysis only on the first stage of decomposition reaction since this involved the loss of one ligand molecule and hence involved platinum-nitrogen bond breaking.

The differential thermogravimetric curve indicated that the temperature at which the rate law is at a maximum in this decomposition step is 545 K . Five isothermal experiments were carried out at different but constant temperatures ranging from 548 K to 568 K . Figure 4.8 shows the typical results obtained from this isothermal analysis. In each case the thermogravimetric curve flattened out at around an approximately $21 \%$ weight loss and this point was taken as $\alpha=1$ in the subsequent evaluation.

The evaluation was carried out using the spreadsheet. For each of the five isothermal experiments a graph of $\alpha$ versus time was plotted and found to be of the form shown in Figure 4.9. Since these $\alpha$ versus time plots were linear for the whole range of the decomposition step, ie from $\alpha=0$ to $\alpha$ $=1$ and since $\mathrm{fn}(\alpha)=\mathbf{k t}$, then the rate constant, $\mathbf{k}$, for this decomposition reaction can be determined directly from the gradient of this plot (Table 4.4).


Figure 4.8 Isothermal Decomposition, involving Loss of One Molecule of 2-aminopyrimidine from $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$.


Figure $4.9 \quad$ Typical Plot of $\alpha$ vs Time for First Stage of the Decomposition Reaction of


Figure 4.10
Arrhenius Plot for the First Stage of the Decomposition Reaction of $\mathrm{Pl}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$

TABLE 4.4

> Rate Constants Obtained at each Isothermal Temperature Corresponding to the loss of one mole of 2-aminopyrimidine

| Temperature/k | Rate constan $/ 10^{s} \mathrm{~s}^{-1}$ |
| :---: | :---: |
| 548 | 6.09 |
| 553 | 7.60 |
| 558 | 11.7 |
| 563 | 12.7 |
| 568 | 16.4 |

A graph of $\ln (\mathrm{k})$ against $1 /$ temp figure 4.10 was plotted and the activation energy calculated from the slope as $129 \pm 9 \mathrm{kJmol}^{-1}$

## Doyles' Method

Doyle eliminated the necessity for assumptions about the form of the function of $\alpha$ by comparing experimental results from the isothermal analysis with equivalent $\alpha$ values obtained from a nonisothermal analysis experiment. Doyle derived the following equation:

$$
\log (L)=m(1 / T)+C
$$

where 4 time corresponding to $\alpha$ in the isothermal run $T_{1}=$ temperature corresponding to $\alpha$ in the non-isothermal run
C $=$ constant
$m=0.4567 E / R$

Non-isothermal analysis was carried out on the $\operatorname{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$ complex at a heating rate of $1 \mathrm{Kmin}^{-1}$. this was compared with equivalent values of $\alpha$ from the isothermal experiments at 553 $\mathrm{K}, 558 \mathrm{~K}$ and 563 K . The evaluation of both isothermal and non-isothermal curves was achieved using the step evaluation function of the TA72 graphware. Table 4.5 summarises the results when the non-isothermal data was compared with the isothermal data obtained at a temperature of 553 K

TABLE 4.5

Comparison of Time (Isothermal Analysis) with Temperature (Non-Isothermal Analysis) at Equivalent and Values

| $\alpha$ | Time ( t ) | $\log (\mathrm{t})$ | Temperature (T) $/ \mathrm{K}$ | $1 / \mathrm{T} / 10^{3} \mathrm{~K}^{\cdot 1}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 0.1 | 19.42 | 1.29 | 574 | 1.74 |
| 0.2 | 49.55 | 1.70 | 592 | 1.69 |
| 0.3 | 75.02 | 1.88 | 599 | 1.67 |
| 0.5 | 123.94 | 2.09 | 608 | 1.64 |
| 0.75 | 181.59 | 2.26 | 619 | 1.62 |

A graph of $\log \left(\mathfrak{L}_{\mathrm{L}}\right)$ versus $1 / \mathrm{T}_{1}$ was plotted (Figure 4.11), the activation energy was calculated from the slope and found to be $146 \pm 3 \mathrm{kJmol}^{-1}$.

Similar graphs of $\log \left(\mathrm{t}_{\mathrm{i}}\right)$ versus $1 / \mathrm{T}_{i}$ were plotted using data from the isothermal curves obtained at temperatures of 558 K and 568 K . The activation energy was calculated in each case and found to be $146 \pm 3 \mathrm{kJmol}^{-1}$ and $145 \pm 2 \mathrm{kJmol}^{-1}$ respectively. Doyles method was also applied by comparing equivalent values obtained using a non-isothermal heating rate of $2 \mathrm{Kmin}^{-1}$ and the isothermal at 253 K . Again the activation energy was found to be $147 \mathrm{kJmol}^{-1}$.

These results indicated that Doyles method is consistent within itself. As a further check of the reproducibility of Doyles method the value of the actual intercept can be compared with that calculated by the equation:

$$
\text { intercept }=\log (E / R)+\frac{E}{2.303 R . T_{0}} \cdot 2.315
$$

where To: $=$ the temperature of the isothermal run.

This value should correspond to the actual intercept from the plot of $\log \left(t_{t}\right)$ versus $1 / T_{1}$.

Actual intercept $=15.30$
Calculated intercept $=\log \frac{146 \times 10^{3}}{8.314}+\frac{146 \times 10^{3}}{2.303(8.314) 533}-2.315$
$=\quad 15.72$


Figure4.11 Doyles Plot for the First Stage of the Decomposition Reaction of


Figure 4.12
Gentry, Hurst and Jones Plot for the First Stage of the Decomposition
Reaction of $\mathrm{Pl}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$.

These results appear to confirm that the theory of Doyles method applies. However, the fact that there is an unacceptable difference in the value of the activation energy compared with that obtained isothermally ( $129 \mathrm{kJmol}^{-1}$ ) places doubt upon the validity of Doyles method in estimating the activation energy for the decomposition of the types of complexes under investigation.

## Application of Gentry, Hurst and Jones' Method

Non-isothermal analysis was carried out using heating rates of $1,5,10,20$ and $30 \mathrm{kmin}^{-1}$. The first step of the decomposition reaction was analysed by the method of Gentry, Hurst and Jones. which can be adapted from its original purposes in temperature programmed reduction experiments to give.

$$
2 \ln \left(T_{n}\right)-\ln B=E / R T_{m}+\text { constant }
$$

```
where Tm = temperature at which rate law is a maximum
    B = heating rate
```

A graph of $\left[2 \ln \left(\mathrm{~T}_{\mathrm{n}}\right)-\ln (B)\right]$ versus $1 / \mathrm{T}_{-}$was plotted (Figure 4.12), from which it can be seen that there is a wide scatter of points and the data does not give rise to a satisfactory linear plot. However, the best straight line through the data resulted in an activation energy of $413 \mathrm{kJmol}^{-1}$ compared to $129 \mathrm{kJmol}^{-1}$ obtained isothermally. These results indicated that the Gentry, Hurst and Jones method is not acceptable for calculating the activation energy of decomposition for complexes of the type under investigation.

### 4.5.2 cis-Pt(2-amino-4-methylpyrimindine) $\mathbf{C l}_{\mathbf{2}}$

The theoretical percentages of platinum, 2-amino-4-methylpyrimidine and chloride in the complex were calculated for comparison with experimental weight losses in order to identify decomposition processes.

TABLE 4.6

Comparison of Theoretical and Experimental Weight Losses from cis - $\mathbf{P t}$ (2-amino-4-methylpyrimidine) $\mathbf{C 1}_{\mathbf{2}}$


The non-isothermal thermogravimetric curve (Figure 4.13) obtained for the decomposition of this complex again gave rise to two distinct steps, the first of which corresponded to a $22 \%$ loss in weight which is equivalent to the theoretical percentage of one molecule of 2-amino-4methylpyrimidine. Consequently isothermal analysis was carried out on this first step of the decomposition over a range of temperatures between 548 K and 568 K . Figure 4.14 shows the typical isothermal curves obtained.

Using the spreadsheet it was found from reduced time plots that for all five isothermal experiments the $\alpha$ versus time curves were of the same type as shown in Figure 4.15. On investigation it can be seen that the plot of $\alpha$ versus time is linear for approximately the first eighty percent of this first decomposition step. Thus the rate can be determined directly from the slope of this line. The results from each of the five isothermal experiments are summarised in Table 4.7.


Figure 4.13
Non-isothermal Decomposition of $\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}$.


Figure 4.14 Isothermal Decomposition, Involving the Loss of One Molecule of 2-amino-4-methylpyrimidine from $\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}$.


Figure 4.15 Typical Plot of a vs Time for the First Stage of the Decomposition Reaction


Figure 4.16 Arrhenius Plot for the First Stage of the Decomposition Reaction of $\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}$.

TABLE 4.7

Rate Constants obtained at each Isothermal Temperature
Corresponding to the Loss of one Mole of
2-amino-4-methylpyrimidine

| Temperature/K | Rate/10 $5^{-1}$ |
| :---: | :---: |
| 548 | 3.1 |
| 553 | 4.08 |
| 558 | 6.1 |
| 563 | 7.7 |
| 568 | 10.5 |

The activation energy for this decomposition process was calculated from the slope of the Arrhenius plot (Figure 4.16) and found to be $161 \pm 8 \mathrm{kJmol}^{-1}$.

## Doyles' Method

Doyles'method was applied using data from a non-isothermal at a heating rate of $1 \mathrm{Kmin}^{-1}$ and comparing it with equivalent $\alpha$ values from the isothermal run at 558 K (Table 4.8).

TABLE 4.8

## Comparison of Time (Isothermal analysis) and Temperature (Non-Isothermal analysis) at Equivalent $\alpha$ Values

| $\alpha$ | Time ( $\left.t_{1}\right)$ | $\log \left(t_{1}\right)$ | $\operatorname{Temp}\left(T_{1}\right) / K$ | $1 / T_{\downarrow} / 10^{3} \mathrm{~K}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | 16.06 | 1.206 | 586 |  |
| 0.2 | 45.87 | 1.662 | 603 | 1.707 |
| 0.3 | 73.07 | 1.864 | 612 | 1.659 |
| 0.5 | 123.96 | 2.093 | 624 | 1.633 |
| 0.75 | 198.04 | 2.297 | 633 | 1.602 |

- A graph of $\log \left(t_{1}\right)$ versus $1 / T_{1}$ was plotted (Figure 4.17) and from the slope the activation energy was calculated as $147 \mathrm{~kJ} \mathrm{~mol}^{-1}$.


Figure 4.17 Doyles Plot for the First Stage of the Decomposition Reaction of


Figure 4.18 Geniry, Hurst and Jones Plot for the First Stage of the Decomposition Reaction of $\mathrm{Pl}\left(\mathrm{AMPm}_{2} \mathrm{Cl}_{2}\right.$.

## Application of Gentry, Hurst and Jones Method

Non-isothermal analysis was carried out at heating rates of $1,10,20$ and $50 \mathrm{Kmin}^{-1}$. Gentry, Hurst and Hones method for interpreting non-isothermal results was applied to the data and a graph of [ $2 \ln \left(\mathrm{~T}_{\mathrm{m}}\right)-\ln$ ] vs $1 / \mathrm{T}_{\mathrm{a}}$ was plotted (Figure 4.18). Again there was a wide scatter of points and a satisfactory linear plot was not obtained. The activation energy, calculated by the best straight line through the points, was found to be $358 \mathrm{kJmol}^{-4}$ which is not compatible with that obtained isothermally ( $161 \mathrm{kJmol}^{-}$).

It was thus decided to reject the Gentry, Hurst and Jones method as a means of interpreting nonisothermal data since it produced unacceptable results for both complexes so far investigated. This was not too surprising since the method was developed specifically for temperature programmed reduction reactions using hydrogen which is an extremely highly diffusive gas. In these studies it is evolution of the ligand which is occurring and so consequently the diffusion rate for the larger molecule will be much slower and could result in the onset of a diffusion control process when the chemical rate is high. This is particularly true at higher heating rates.

### 4.5.3 cis-Pt(pyridine) $\mathbf{C l}_{3}$

The differential thermogravimetric curve (Figure 4.19) from the non-isothermal experiment carried out using a linear heating rate of $2 \mathrm{Kmin}^{-1}$ indicated that there were four stages of decomposition. The weight loss for steps one and two were found to be $4.1 \%$ and $17.9 \%$ respectively. It was thought that the first step in the decomposition process may be due to the loss of a molecule of water. Consequently in the calculation of the theoretical weight percentages the formula of the complex was taken to be $\mathrm{Pt}(\mathrm{Py})_{2} \mathrm{Cl}_{2} \mathrm{H}_{2} \mathrm{O}$.

TABLE 4.9

Comparison of Theoretical and Experimental Weight Losses
from cis- $\mathbf{P t}$ (pyridine), $\mathrm{Cl}_{\mathbf{2}}$


Thus from these theoretical values it was predicted that the first step did correspond to the loss of a water molecule and that the second corresponded to the loss of a pyridine molecule.

In order to verify that water was involved in the initial decomposition Mass Spectrometry was utilised. This technique involved the setting up of a small reaction tube and programable heater on the spectrometer sample inlet system. A small quantity ( 100 mg ) of the complex was heated in the reaction tube and the change in the $\mathrm{m} / \mathrm{e} 18$ peak intensity was monitored during the course of heating.

On heating the sample at a temperature of approximately 423 K a small peak at $\mathrm{m} / \mathrm{e}=18$ was detected, the intensity of which did increase. However, the appearance of this peak was not convincing confirmatory evidence for the presence of bound water in the complex for the following reasons:

- the peak was smaller than expected.
- the origin of the peak may have been absorbed water on the tube surface, desorbing on heating.
- the glassware above the furnace would have been at a lower temperature and therefore any water vapour present may have condensed or absorbed onto the glass walls.

As a result of the inherent practical problems it was decided that it was not worthwhile pursuing this technique, but rather to concentrate on experiments designed to study the second decomposition step which is unequivocally loss of one molecule of pyridine.

Isothermal decompositions were carried out on the second step of the decomposition reaction since this involved the loss of a ligand molecule. The procedure adopted involved rapidly raising the temperature from a starting temperature of 308 K to the required isothermal temperature (which ranged from 491 K to 508 K ) using a linear heating rate of $100 \mathrm{Kmin}^{-2}$ in order to remove any traces of water present over this heating period.

This was preferred to the normal procedure of plunging the sample into a preheated furnace which would probably result in simultaneous reactions involving both first and second steps of decomposition.

The isothermal analysis of the second stage of the decomposition then proceeded as normal. Typical isothermal curves obtained for the second step of the decomposition are shown in Figure 4.20.

It was found that for each of the seven isothermal experiments the $\alpha$ versus time plots (Figure 4.21) yielded a straight line for approximately the first $85 \%$ of the decomposition reaction. The rate constants were calculated directly from the slope and the results are tabulated below


Figure 4.19 . Non-isothermal Decomposition of $\mathrm{Pl}(\mathrm{Py})_{2} \mathrm{Cl}_{2}$.

TABLE 4.10
Rate Constants obtained at each Isothermal Temperature corresponding to the loss of One mole of Pyridine

| Temperature/K | Rate constant $/ 10^{s} \mathrm{~s}^{-1}$ |
| :---: | :---: |
| 487 | 5.85 |
| 491 | 4.84 |
| 493 | 9.14 |
| 498 | 10.1 |
| 503 | 26.5 |
| 505 | 37.1 |
| 508 |  |

An Arrhenius plot was plotted (Figure 4.22) and the activation energy calculated as $173 \pm 9 \mathrm{kJmol}^{-1}$.

The kinetics of the decay portion of the isothermal curve was also investigated. However the decay portion of the curve is not well defined in the higher temperature range, and the runs at $498 \mathrm{~K}, 503 \mathrm{~K}, 505 \mathrm{~K}$ and 508 K were omitted from decay region analysis.

From the shape of the isothermal curves it was thought that the decay region might obey the first order decay law, in which case $-\ln (1-\alpha)=\mathbf{k t}$ in which $\alpha$ the fraction reacted is a fraction of the decay region.

The first order decay law was found to be obeyed and the rate constants were determined from the slope of the plot of $-\ln (1-\alpha)$ vs time (Figure 4.23). The results are summarised in Table 4.11.

TABLE 4.11

## Rate Constants obtained at each Isothermal Temperature corresponding to the Decay Portion of the $\alpha$ vs time plot

| Temperature/K | Rate constant/10s $\mathrm{s}^{-1}$ |
| :---: | :---: |
| 487 | 2.89 |
| 489 | 3.36 |
| 491 | 3.98 |
| 493 | 5.11 |

An Arrhenius graph was plotted (Figure 4.24) and the activation energy found to be $194 \mathrm{kJmol}^{-1}$


Figure 4.20
Isothermal Decomposition, Involving Loss of One Molecule of Pyridine from $\mathrm{Pt}(\mathrm{Py})_{2} \mathrm{Cl}_{2}$.


Figure 4.21 . Typical Plot of $\alpha$ vs Time for the Loss of One Molecule of Pyridine.


Figure 4.22
Arrhenius Plot for the Decomposition Reaction Involving the Loss of One Molecule of Pyridine.


Figure $4.23 \quad$ Typical Plot of $\cdot \ln (1-\alpha)$ vs Time for the Decay Region of the

Figure 4.24
Arrhenius Plot for the Decay Region of the Decomposition Step Involving the Loss of One Molecule of Pyridine.

The difference in activation energy between the linear and decay portions of the isothermal curve, 173 and $194 \mathrm{KJmol}^{-1}$ respectively, indicate a change in the mechanism of decomposition once the reaction has undergone $85 \%$ of decomposition. It is interesting to note that the first order rate law is only obeyed at lower temperatures, the isothermal runs at higher temperatures gave nonreproducible results. This may point to a temperature dependence of the first order decay law being obeyed.

## Doyles Method

Doyles method was applied using non-isothermal data obtained at a linear heating rate of 2 Kmin ${ }^{1}$ and isothermal data taken from the experiment at temperature 478 K (Table 4.12).

TABLE 4.12

## Comparison of Time (Isothermal Analysis) and Temperature (Non-Isothermal Analysis) at Equivalent $\alpha$ Values

| $\alpha$ | Time $\left(\mathrm{t}_{1}\right)$ | $\log \left(\mathrm{t}_{1}\right)$ | Temp $\left(\mathrm{T}_{1}\right) / \mathrm{K}$ | $1 / \mathrm{T}_{1} / 10^{3} \mathrm{~K}^{-1}$ |
| :--- | :---: | :---: | :---: | :--- |
|  |  |  | 5.79 | 19.27 |
| 0.37 | 5495 | 3.74 | 519 | 19.21 |
| 0.41 | 6273 | 3.80 | 521 | 19.06 |
| 0.50 | 7749 | 3.89 | 525 | 18.94 |
| 0.60 | 9594 | 3.98 | 528 | 18.88 |
| 0.70 | 11439 | 4.06 | 530 | 532 |
| 0.80 | 13284 | 4.12 | 18.80 |  |

A graph of $\log \left(t_{1}\right)$ vs $1 / T_{1}$ was plotted (figure 4.25) and the activation energy calculated as 146 $\mathrm{kJmol}^{-1}$.

For each of the three complexes studied so far Doyles method has given an activation energy of $146 \pm 2 \mathrm{kJmol}^{-1}$ thus making it impossible to distinguish binding between different ligands. In addition the value of the activations energies do not correlate with the respective energies determined isothermally. Thus for the type of complexes under investigation Doyles method was rejected as a valid means of calculating the kinetic parameters.


Figure 4.25 Doyles plot for the Decomposition Reaction Involving the Loss of One Molecule of Pyridine.

### 4.5.4 cis- $\mathrm{Pt}\left(2\right.$-aminopyridine) $\mathbf{C l}_{\mathbf{2}}$

The theoretical percentages of platinum, 2-aminopyridine and chloride present in the complex were calculated for comparison with experimental weight losses in order to identify decomposition processes.

TABLE 4.13

## Comparison of Theoretical and Experimental Weight Losses from cis - Pt (2-aminopyridine) $\mathbf{Z}_{\mathbf{2}} \mathbf{C l}_{\mathbf{2}}$

|  | Process | Percentage Weight Loss |  |
| :---: | :---: | :---: | :---: |
|  |  | Theoretical | Experimental |
| 1. | Loss of one mole of 2-aminopyridine | 20.7 | 20.6 in 1st step of TG curve |
| 2. | Loss of two moles of Cl atoms and one mole of 2 -aminopyridine | 36.3 | 36.3 in 2nd step of TG curve |
| 3. | Loss of all ligands leaving metallic platinum | 42.95 | 43.1 total <br> loss at $500^{\circ} \mathrm{C}$ |

The non-isothermal thermogravimetric curve (Figure 4.26) obtained for this complex indicated that it decomposed in two distinct steps, the first of which corresponded to a weight loss of $\mathbf{2 0 . 6 \%}$ which is equivalent to the calculated theoretical percentage of one molecule of 2-aminopyridine.

Isothermal analysis were carried out on this first stage of the decomposition reaction at a range of constant but different temperatures between 531 K and 543 K . Figure 4.27 shows the typical isothermal thermogravimetric curves obtained.

Plots of $\alpha$ versus time (figure 4.28) were not linear and indicated that most of the decomposition reaction took place between $\alpha=0.6$ to $\alpha=1.0$. Various topochemical rate laws were applied to the raw data and it was found that the most appropriate was the Prout-Tompkins plots in which $\ln [\alpha /(1-\alpha)]=k t$ (Figure 4.29).

The Prout-Tompkins plots were linear only over the range $\alpha=0.5$ to $\alpha=0.95$. Using regression analysis the rate constants were calculated from the slope of the linear portion of the ProutTompkins plot obtained for each of the five isothermal experiments. The results are summarised in Table 4.14.


Figure 4.26 Non-isothermal Decomposition of $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$


Figure 4.27
Isothermal Decomposition, Involving the Loss of One Molecule of 2aminopyridine from $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$.


Figure 4.28
Typical Plot of $\alpha$ vs Time for the First Stage of the Decomposition Reaction of $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$.


Figure 4.29
Prout-Tompkins Plot for the First Stage of the Decomposition Reaction of $\mathrm{Pl}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$.

TABLE 4.14

Rate Constants obtained at each Isothermal Temperature
Corresponding to the Loss of one Mole of 2-aminopyridine

| Temperature/K | Rate constan $/ 10^{s} s^{-1}$ |
| :---: | :---: |
| 531 | 2.03 |
| 534 | 2.49 |
| 537 | 2.86 |
| 540 | 3.35 |
| 543 | 3.98 |

This complex appears to be a material which does not obey any of the common solid state reaction rate laws over a wide range of $\alpha$ values. However, a linear Arrhenius plot was obtained (Figure 4.30) using the Prout Tompkins rate constants and the activation energy calculated as $137 \pm 10$ $\mathbf{k J m o l}{ }^{\mathbf{1}}$.


Figure 4.30 Arrhenius Plot from Isothermal Studies of the First Stage of Decomposition of $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$


Figure 4.31
Non-isothermal Decomposition of $\mathrm{Pt}(\mathrm{PM})_{2} \mathrm{Cl}_{2}$.

### 4.5.5 cis-Pt(pyrimidine) $\mathbf{C l}_{\mathbf{2}}$

The differential curve obtained from the non-isothermal analysis, carried out a heating rate of $2 \mathrm{Kmin}^{-1}$, indicated three distinct stages of decomposition (figure 4.31). The percentage weight losses for steps one and two were found to be $8.9 \%$ and $18.1 \%$ respectively. Comparison with the calculated theoretical percentages of pyrimidine and chloride in the complex suggested that the first step was due to the loss of chloride and the second stage due to the loss of a molecule of pyrimidine.

TABLE 4.15

## Comparison of Theoretical and Experimental Weight Losses

 from cis - $\mathbf{P t}$ (Pyrimidine) $\mathbf{C 1}_{\mathbf{2}}$| Process |  | Percentage Weight Loss |  |
| :---: | :---: | :---: | :---: |
|  |  | Theoretical | Experimental |
| 1. | Loss of one mole of Cl atoms | 8.3 | $\begin{gathered} 8.9 \text { in 1st } \\ \text { step of TG curve } \end{gathered}$ |
| 2. | Loss of one mole of pyrimidine | 18.7 | 18.1 in 2nd step of TG curve |
| 3. | Loss of one mole of chlorine and one mole of pyrimidine | 27.0 | 26.9 in 3rd step of TG curve |
| 4. | Loss of all ligands leaving metallic platinum | 45.8 | $\begin{gathered} 46.1 \text { total loss } \\ \text { at } 500^{\circ} \mathrm{C} \end{gathered}$ |

In order to verify the assumption that the first step did correspond to the loss of chloride a simple experiment was carried out. A test tube containing the solid cis $-\mathrm{Pt}(\mathrm{Pm})_{2} \mathrm{Cl}_{2}$ complex was heated to approximately 503 K . Moist blue litmus paper was placed at the top of the tube and a change in colour of the litmus paper to red was observed as the complex decomposed. This was taken to indicate that $\mathbf{H C l}$ gas had evolved and not $\mathrm{Cl}_{2}$ gas, as in the latter case the litmus would have bleached.

It was concluded from these experiments that the decomposition of this complex involved, first the los of HCl followed immediately by the loss of a molecule of pyrimidine. Consequently the energetics of the second step of the decomposition reaction was of interest since the breaking of - the platinum-nitrogen bond is involved.


Figure 4.32
Isothermal Decomposition, Involving the Loss of One Molecule of Pyrimidine from $\mathrm{Pl}(\mathrm{Pm})_{2} \mathrm{Cl}_{2}$.


Figure 4.33 Typical Plot of a vs Time for the Loss of One Molecule of Pyrimidine.


Figure 4.34
Typical Plot of $1 /(1-\alpha)$ vs Time for the Loss of One-Molecule of Pyrimidine.

Based on the fact that the first stage of the decomposition was the loss of HCl the procedure adopted for the isothermal analysis involved rapidly raising the temperature from 308 K to the required isothermal temperature (which ranged from 538 K to 553 K ) using a linear heating rate of $100 \mathrm{Kmin}^{-1}$. Isothermal analysis of the second step then followed, and typical plots are shown in Figure 4.32.

Plots of $\alpha$ versus time were not linear (figure 4.33), various topochemical rate laws were applied and it was found that a second order rate law gave rise to a plot which was linear over the whole range of $\alpha=0$ to $\alpha=1$. The rate law obeyed in this case is $1 /(1-\alpha)=\mathrm{kt}$, and from a plot of $1 /(1-\alpha)$ versus time (Figure 4.34) the rate constant was calculated, the results are summarised in Table 4.16.

TABLE 4.16

## Rate Constants obtained at each Isothermal Temperature Corresponding to the loss of one mole of pyrimidine

| Temperature (K) | Rate $\left(10^{3} / \mathrm{s}\right)$ |
| :---: | :---: |
| 538 | 2.22 |
| 543 | 2.87 |
| 548 | 3.63 |
| 553 | 4.15 |
| 558 | 5.27 |
| 563 | 6.02 |

An Arrhenius graph was plotted (Figure 4.35) and the activation energy found to be $102 \mathrm{kJmol}^{-1}$.


Figure 4.35
Arrhenius Plot for the Decomposition Reaction Involving the Loss of one Molecule of Pyrimidine.


Figure 4.36
Non-isothermal Decomposition of $\mathrm{Pt}(\mathrm{Pu})_{2} \mathrm{Cl}_{2}$.

The non-isothermal thermogravimetric curve (figure 4.36) for this complex was difficult to interpret since $\mathrm{Pt}(\mathrm{Pu})_{2} \mathrm{Cl}_{2}$ did not decompose in a distinct stepwise manner. However, the first stage at a temperature of 554 K corresponded approximately to the loss of one chloride ligand. The main weight loss step which follows corresponded to the loss of two molecules of purine and one of chloride leaving a residual weight of $39.9 \%$ which is equivalent to the theoretical percentage of platinum present in the complex $\mathrm{Pt}\left(\mathrm{Pu}_{2} \mathrm{Cl}_{2}\right.$. However, it was impossible to assign any part of this decomposition step purely to the loss of a purine molecule and consequently isothermal analysis was not attempted.

### 4.5.7 Summary of Results

TABLE 4.17

## Summary of Typical TG Data

| $\mathrm{X}=$ | Step Nr | Step Range/ ${ }^{\circ} \mathrm{C}$ | Process | Obs \%wt loss | Thcor \%wt loss |
| :---: | :---: | :---: | :---: | :---: | :---: |
| py | 1 | 170-225 | $-\mathrm{H}_{2} \mathrm{O}$ | 4.1 | 4.1 |
|  | 2 | 225-300 | -py | 17.9 | 17.9 |
|  | 3 | 335-500 | -(py) $\mathrm{Cl}_{2}$ | 33.2 | 33.9 |
| pm | 1 | 150-260 | -Cl | 8.9 | 8.3 |
|  | 2 | 260-400 | -pm | 18.1 | 18.7 |
|  | 3 | 400-500 | -(pm)C1 | 26.9 | 27.0 |
| apy | 1 | 250-340 | -apy | 20.6 | 20.7 |
|  | 2 | 340-500 | -(apy) $\mathrm{Cl}_{2}$ | 36.3 | 36.3 |
| apm | 1 | 250-380 | -apm | 20.8 | 20.8 |
|  | 2 | 380-590 | -(apm) $\mathrm{Cl}_{2}$ | 36.1 | 36.4 |
| ampm | 1 | 250-390 | -ampm | 22.5 | 22.5 |
|  | 2 | 390-500 | $-(\mathrm{ampm}) \mathrm{Cl}_{2}$ | 36.9 | 37.1 |
| pu | 1 | 170-405 | -C1 | 7.7 | 7.0 |
|  | 2 | 405-570 | -(pu) ${ }_{2} \mathrm{Cl}$ | 52.4 | 54.4 |

TABLE 4.18

## Activiation Energy Data from Isothermal TG

| $\mathrm{X}=$ | TG step $\mathbf{N r}$ | Rate Law | Valid $\alpha$ range | $\mathrm{E} / \mathrm{kJ} \mathrm{mol}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| py | 2 | $\alpha=\mathbf{k t}$ | $0-0.85$ | $173 \pm 9$ |
| pm | 2 | $1 /(1-\alpha)=\mathbf{k t}$ | $0-1.0$ | $102 \pm 6$ |
| apy | 1 | $\ln (\alpha /(1-\alpha))=\mathbf{k t}$ | $0.6-1.0$ | $137 \pm 10$ |
| apm | 1 | $\alpha=\mathbf{k t}$ | $0-0.75$ | $129 \pm 9$ |
| ampm | 1 | $\alpha=\mathbf{k t}$ | $0-0.8$ | $161 \pm 8$ |

### 4.6 Discussion

The use of non-isothermal analysis to establish the kinetic parameters for the solid state decomposition of the complexes under investigation proved to be unsuccessful. The use of both Doyle's method and that of Gentry, Hurst and Jones for interpreting non-isothermal data resulted in unacceptable differences in the values of the activation energies from those obtained isothermally. It thus appeared that the decomposition reactions of these types of complexes were not amenable to non-isothermal analysis and it was decided to reject these methods as a way of determining the kinetic parameters of interest.

The use of isothermal thermogravimetric analysis, however, proved to be more successful in that linear Arrhenius plots were readily obtained and an activation energy for the decomposition process involving the loss of one ligand molecule was obtained for each of the complexes studied except $\mathrm{Pt}(\mathrm{Pu})_{2} \mathrm{Cl}_{2}$. Significant differences between the values of the activation energies were observed making it possible to distinguish binding between the platinum and the different ligands. In order to calculate the activation eaergy of decomposition it was found that different topochemical rate laws applied to different complexes. However, these rate laws are determined by topochemical factors which are not particularly relevant to this study as it is the differences in activation energy which is of interest.

It was found that for the $\mathrm{Pt}(\mathrm{Pm})_{2} \mathrm{Cl}_{2}$ complex the pyrimidine ligand was bound so tightly that a molecule of HCl was lost preferentially. This loss appeared to destabilise the remaining weighs complex and the decomposition step involving the loss of a pyrimidine molecule took place with the lowest activation energy. The loss of a water molecule, (presumably not complexed) as in the case of the $\mathrm{Pt}(\mathrm{Py})_{2} \mathrm{Cl}_{2}$ complex, did not have the same effect on the decomposition step of interest, ie the loss of a molecule of pyridine, took place with the highest energy.

Leaving the $\mathrm{Pt}(\mathrm{Pm})_{2} \mathrm{Cl}_{2}$ complex aside because of its peculiar decomposition behaviour the ranking order in terms of increasing activation energy for the remaining complexes is as follows:

$$
\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}<\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}<\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}<\mathrm{Pt}(\mathrm{Py})_{2} \mathrm{Cl}_{2}
$$

Steric hindrance does not appear to have much effect on the decomposition since the least bulky ligand, pyridine, gives rise to the highest activation energy and the most bulky ligand, 2-amino-4-methylpyrimidine the second highest energy.

If the effect of the electron withdrawing properties of nitrogen is considered then the above increase in activation energy can be explained. The presence of additional nitrogen atoms, other than that involved in bonding, will result in electron density being withdrawn away from the nitrogen atom involved in bonding, weakening the platinum-nitrogen interaction and resulting in a lower energy being required to break the bond. The 2 -aminopyrimidine ligand has two such additional nitrogen atoms and consequently has the lowest activation energy. On this simple basis it would be expected that the $\mathrm{Pt}(\mathrm{AMPm})_{2} \mathrm{Cl}_{2}$ complex would have a similar activation energy to the $\mathrm{Pl}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$ complex since it too has two additional nitrogen atoms. However, the methyl group gives rise to an electron donating effect which counteracts the electron withdrawing properties of the nitrogen atoms resulting in this complex requiring a higher energy for decomposition than either the $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$ or $\mathrm{Pt}(2 \mathrm{AP})_{2} \mathrm{Cl}_{2}$ complexes. Because pyridine has no additional nitrogen atoms then it will form the strongest bond with platinum and consequently the $\mathrm{Pt}(\mathrm{Py})_{2} \mathrm{Cl}_{2}$ requires the greatest energy for decomposition.

Leading on from this simple explanation the $\mathrm{Pt}(\mathrm{Pm})_{2} \mathrm{Cl}_{2}$ complex would be expected to have an activation energy around the middle of the above sequence, but because HCl is lost preferentially the pyrimidine must be more tightly bound than any of the other ligands and would therefore have the highest activation energy. This observation seems to confound the simple theory that the strength of the platinum-nitrogen bond depends on the presence of electron withdrawing or donating groups. The decomposition behaviour of the $\mathrm{Pt}(\mathrm{Pu})_{2} \mathrm{Cl}_{2}$ does not fit the above theory either. However, there is a similarity between the pyrimidine and purine ligands in that they both have additional ring nitrogen atoms which are equally available for co-ordination with the platinum metal. This along with the absence of steric hindrance makes it possible for the platinum to co-ordinate to another nitrogen atom during the course of the solid state decomposition. Thus it can be envisaged that for the pyrimidine and purine complexes it is easier to lose chloride and link or polymerise rather than break the platinum-nitrogen bond preferentially, this is shown schematically in Figure 4.37.


Figure 4.37 Schematic Representation of loss of C 1 and possible formation of a $\mathrm{Pt}-\mathrm{N}$ Bond

This is only a very tenuous suggestion and in order to find out more about the decomposition of these two complexes a detailed study of the structures of the reaction intermediates and of the kinetics of the solid state reaction, in particular the loss of HCl in first step, would need to be carried out.

### 4.7 Differential Scanning Calorimetry

Differential Scanning Calorimetry (DSC) measures the differential energy required to keep both the sample and a reference material at the same temperature. thus, when an endothermic transition occurs, the energy absorbed by the sample is compensated by an increased energy input to the sample in order to maintain a zero temperature difference. Because the energy input is precisely equivalent in magnitude to the energy absorbed in the transition direct calorimetric measurement of the energy of the transition is obtained from this balancing energy. The DSC curve is recorded with the chart abscissa indicating the transition temperature and peak area measures the total energy transfer to or from the sample.

To obtain reliable results from DSC certain requirements in terms of sample and heating rate need to be considered. The sample should be in powder form and the smaller the size of the sample the better, although care must be taken as if too small a sample is used this can result in unacceptable losses of sensitivity. For comparison purposes it is important that the sample and the reference material should have similar thermal conductivities. The most widely used reference material is alumina which must be analytical reagent quality.

In order to maximise the rate of heat in/output during the course of the chemical/physical process optimum heating rates are required. A low heating rate will result in ill defined broad peaks whereas a high heating rate will produce much better defined sharp peaks.


Figure 4.38 DSC Curve for Decomposition of $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$.


Figure 4.39
Plot of Enthalpy Change vs Heating Rate.

## Results

DSC was carried out on the $\mathrm{Pt}(2 \mathrm{APm})_{2} \mathrm{Cl}_{2}$ complex at linear heating rates of 5,10 and $20 \mathrm{Kmin}^{-1}$ (Figure 4.38). In each case an endothermic peak was observed at around 612 K to 623 K which corresponded to the temperature of the first stage of the decomposition reaction on the equivalent non-isothermal differential thermogravimetric curve. AH was evaluated from the peak area, which is proportional to the amount of heat absorbed, using the TA72 processor and a graph of $\Delta \mathrm{H}$ versus heating rate was plotted (Figure 4.39).

TABLE 4.19

## Comparison of Temperatures for the First Stage of Decomposition from DSC and DTG ad the value of $\Delta H$ at these Temperatures

| Heating rate/Kmin |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Temperature/K | $\Delta \mathrm{H} / \mathrm{Jg}^{-1}$ | DTG <br> Temperature/K |
| 5 | 613.7 | 125.3 | 607.26 |
| 10 | 617.8 | $132.5^{-}$ | 610.13 |
| 20 | 625.9 | 160.6 | 617.76 |

From these results it can be seen that the change in enthalpy is highly dependent on the heating rate, as the latter increases so does the value of $\Delta \mathrm{H}$.

The plot of $\Delta H$ versus heating rate was not linear and so it was impossible to extrapolate in order to determine the absolute enthalpy change for this decomposition process, that is the loss of one molecule of 2 -aminopyrimidine.

Problems were also encountered instrumentally, in that the evolved vapours caused gumming of the sample cell rendering its dismantling and cleaning impossible.

In other cases severe baseline drift was observed making precise area measurements impossible and therefore this study was abandoned.

# CHAPTER 5 

## Theoretical Studies

### 5.1 Introduction

Chemical systems can be subject to calculations of a sufficiently sophisticated nature to have introduced into the range of methods available to the experimentalist a new tool, namely 'computational chemistry'. It is now possible to compute some properties of many molecules with an accuracy that rivals or even exceeds experimental methods. These properties include molecular structure, heat of formation, ionization potential, charge densities and nature of bonding. The reducing real costs of computers and the ready availability of software has resulted in an upsurge of interest in computational methods as complimenting experimental studies.

The methods used in computational chemistry include Molecular Graphics, Molecular Mechanics and Molecular Orbital Theory. Molecular graphics allows the rapid building and manipulation of structures and the creation of geometry data in a form which permits easy input to molecular mechanics and quantum mechanics packages. Molecular mechanics is a technique in which a molecule is modelled as a set of atoms held together by 'springs' known as the force field. The various components of the force field are represented by mathematical equations showing the relationship between potential energy and some geometry parameter such as bond length, angle, etc. The minimisation of potential energy with respect to the various geometric parameters creates stable conformers of the given molecule. This is a purely empirical method which is dependent on the introduction of the appropriate geometry and force field parameters.

The various molecular orbital theories are based on quantum mechanics. The starting point is the electronic Schrodinger equation which on solution yields the electronic wave functions and eigen values (electronic energy levels) for the system. Knowledge of the wave function (eigenfunction) of a system allows computation of virtually any property of the system. The Born-Oppenheimer approximation is generally used in molecular calculations so that total energies are obtained from the minimisation of the electronic energy and the internuclear repulsion energy, which have a fixed value for a given molecular geometry.

Molecular orbital calculations performed at differing geometries can yield optimum molecular geometries. The methodology generally adopted consists of:
(1) Use molecular graphics to construct the molecule of interest.
(2) Optimise the geometry by a molecular mechanics method.
(3) Carry out molecular orbital calculation at the optimum geometry.

The exact details of a particular calculation are very dependent on the nature and size of the molecule. Large molecules containing very heavy atoms do not lend themselves to the most sophisticated molecular orbital calculation methods, and in these cases one may be limited to carrying out only molecular mechanic calculations on the whole molecule and a more restricted molecular orbital calculation on some smaller part of the molecule.

### 5.2 Introduction to Molecular Mechanics

Molecular mechanics, or force field calculations are based on a simple classical-mechanical model of molecular structure. Molecular mechanics treats the molecule as an array of atoms governed by a set of classical-mechanical potential functions. This principle is best illustrated by considering the bond-stretching term in a molecule. The potential at any given interatomic distance, $r$, is described by the Morse curve (Figure 5.1).

The energy minimum occurs at the equilibrium bond length $r$. The expression for a Morse curve is, however, complicated and would require too much computer time. This is not a critical problem, as the vast majority of molecules have bond lengths within a limited range, symbolized by the shaded portion of figure 5.1. Within this part of the curve one of the simplest types of potential function, Hookes law, gives a good fit to the more realistic energy profile as shown by the dashed curve in figure 5.1.

The Hookes expression

$$
V=k\left(r-r_{0}\right)^{2} / 2
$$

where V is the potential energy, r is the interatomic distance, $5_{0}$ is the equilibrium bond length and $\mathbf{k}$ is a constant, is particularly simple to calculate and gives very fast execution of energy minimization computer programs.

The second type of function is the angle-bending potential. This is in principle exactly the same as the bond-stretching function. The potential energy arises as a given bond angle is deformed away from the optimum value.

Once again, a simple potential function proportional to $\left(\theta-\theta_{0}\right)^{2}$ is often used, although higher order terms may also be used.


Figure $5.1 \quad$ The Potential-Energy Curve for Stretching a Chemical Bond


Figure 5.2 The Potential-Energy curve for the Van der Waals Interaction between Two Atoms.

Modern force fields contain many more types of potential function designed to give a good fit to experimental data. The most important of these additional functions are the torsional parameters. The rotation barrier of ethane, for example, cannot be represented by a reasonable force field that does not include an inherent three fold potential function for the $\mathrm{C}-\mathrm{C}$ bond. Steric interactions alone do not give good results. The combination of bond-stretching, angle-bending and torsional potential functions is often known as valence force field because it accounts for the properties normally attributed to chemical bonds.

Valence force fields are, however, still not adequate for high-quality quantitative calculations. Force fields intended for such applications include the so-called Van der Waals functions used to account for steric interactions. Van der Waals potentials often take the form of either a
Leonard-Jones $6 / 12$ function; or uses the computationally more efficient Buckingham type of expression which uses a sixth power and an exponential term. The form of such function is shown in Figure 5.2.

Note there is a shallow minimum at an ideal interatomic distance. The inclusion of steric interactions in molecular mechanics force fields is, however, not without problems. Steric repulsions can never be completely separated from other interactions, and are therefore difficult to define and strongly dependent on the other potential functions used in the force field.

Other types of interaction may have to be considered for molecules with polar groups. The charge that builds up on these groups and the dipole moment associated with them interact with each other to affect the energy of the molecule. It is therefore not uncommon to use electrostatic terms and dipole-dipole interactions in the force fields. The charges on a given type of group are relatively constant, so simple electrostatic calculations can be used for the charge-charge interaction. The total dipole moment of a molecule may also be represented as the vector sum of the dipole attributed to each bond. Generally the conformation or isomer in which the total dipole is the lowest is the most stable. The bond dipoles are included in many force fields to make possible calculation of the dipole-dipole terms. This has the useful side effect that a dipole moment for the entire molecule is easy to calculate once the geometry has been optimised.

The force field defines the mechanical model used to represent the molecule. The purpose of the molecular mechanics program is to determine the optimum structure and energy based on this mechanical model. The input to the program must therefore define a starting structure for the molecule. This involves giving Cartesian ( $x, y, z$ ) coordinates for the individual atoms and defining the bonds joining them. The model nature of molecular mechanics calculations requires that bonds be defined in the input. The model corresponds strictly to the classical valence bond picture of chemical bonding. Carbon atoms, for instance, may be either $\mathrm{sp}^{3}, \mathrm{sp}^{2}$ or sp and there are three completely difference force fields for the three different types.

The first step in the molecular mechanics calculation is determination of the interatomic distances, bond angles and torsional angles in the starting geometry. The values obtained are then used in the different potential function expressions to calculate an initial steric energy, which is simply the sum of the various potential energies, non-bonded pairs of atoms and so forth in the molecule. It is important to note that the steric energy is specific to the force field. It does not correspond to any classical definition of strain energy, although it is related to the heat of formation by a simple expression. Because all other factors remain constant throughout the optimization of a structure it is sufficient to find a minimum with respect to the steric energy.

Optimization is generally by a Newton-Raphson method, which uses analytically evaluated second derivatives of the molecular energy with respect to the geometrical parameters. The relatively simple form of the potential functions used in the force field makes them particularly suitable for this type of treatment, since they differentiate to give expressions that are equally simple, and therefore also easily evaluated. The second derivatives, or force constants, indicate the curvature of the potential energy curve, and can therefore be used to estimate the position of the minimum.

Once the optimization has converged (ie once the energy and structure remain constant from iteration to iteration and the first derivatives are all close to zero) the program prints out the final steric energy and the optimised geometry. This geometry may then be used to calculate such parameters as the moment of inertia and dipole moment (from the vector sum of the bond moments).

However, in this study the purpose of carrying out molecular mechanics calculations was to establish a set of molecular geometries for the ligand molecules all based on the same model. Quantum mechanical studies could then be carried out with the fixed molecular geometries determined in a standardized way. This is necessary because it is known that results of quantum mechanics calculations are geometry dependent.

### 5.2.1 Form of the Energy Expression used in the CHEMMOD Minimiser

In these studies the geometry of the ligands under investigation was carried out using the CHEMMOD molecular graphics system which incorporates a molecular mechanics program. The following describes the form of the potential energy function used in the evaluation of the overall steric potential energy.

The overall energy is given by

Esteric $=V(b)+V(a)+V(t)+V(n b)+V(o p b)+V(q)$
where the V terms are defined as follows:

V (b) bond stretching potential energy

This is the sum of all the individual bond energies. The individual bond stretching energies, for bond $n$, are given by the equation
$V(b)(n)=S K(n) *[L-L o(n)] * * 2$
where SK is the harmonic stretching constant, $L$ is the observed bond length and Lo is the equilibrium bond length.
$V(a)$ angle bending potential energy

This is the sum of all the bond angle potential energies. The individual angle bending energies, for angle $n$, are given by
$\mathrm{V}(\mathrm{a})(\mathrm{n})=\operatorname{BK} 1(\mathrm{n}) *[$ DELTH **2 - BK2 ( n$) *($ DELTH ** 3)]
where $\operatorname{Bk1}(\mathrm{n})$ and $\mathrm{BK} 9(\mathrm{n})$ are the harmonic and harmonic bending constants respectively, and DELTH is the observed minus the strain free (equilibrium)bond angles.
(V)t torsional potential energy

The torsional or dihedral potential energy is the sum of the individual energies given by the expression of the form, for each torsional angle n
$\mathrm{V}(\mathrm{t})(\mathrm{n})=\mathrm{VO} *\{1+\operatorname{SIGN}(\mathrm{FD}) *(\operatorname{COS}(\mathrm{FD}: * W)\}$

The various terms in the above expression are defined as follows: Vo is the portion of the barrier height to free rotation assigned to the particular torsional angle about a given bond; FD determines the periodicity and the form of the cosine function, thus for $\mathrm{H}-\mathrm{C}-\mathrm{C}-\mathrm{H}, \mathrm{FD}=+3$ and an expression of the form $1+\cos (3 w)$ is used; $w$ is the observed torsional angle.

V(nb) non-bonded potential energy

The individual non-bonded (van der Waals) energies are calculated by an expression of the form
$\mathrm{V}(\mathrm{nb})(\mathrm{n})=\operatorname{EPS}^{*}\left\{-2^{*}(\mathrm{r} 12 / \mathrm{rstar} 12)^{* *}-6+\mathrm{EXP}[12 *(1-\mathrm{r} 12 / \mathrm{rstar} 12)]\right\}$
where EPS is the non-bonded force constant, rstar 12 is the sum of the van der Waals radii of the two atoms and r12 is the observed contact distance

V (opb) out of plane bending potential energy

This is the total of the energies derived from the non-planarity at trigonal atoms such as $=\mathrm{C}$ etc. These are obtained used the expression
$\mathrm{V}(\mathrm{opb})(\mathrm{n})=$ OPBK $^{*}($ pi-chi)**2
where chi is the improper torsional angle describing the non-planarity of the system and OPBK is the force constant for the out of plane bending.
$\mathbf{V}(q)$ coulombic potential energy

This is the energy due to charged interactions. Information regarding charged atoms and their charges must be present and a realistic minimisation of energy is required. This should be entered in the following format sign (group number) partial charge.

The charge atom should be arranged in groups which are usually neutral overall


This allows the program to differentiate between intra and inter group interactions (the former are ignored). The expression is of the form
$\mathbf{V}(\mathbf{q})=\mathbf{q} \mathbf{i}+q j / D^{*} \mathbf{R i j}$
where qi and $q j$ are the partial charges on $i$ and $j$, $D$ is the dielectric constant and $R_{i j}$ is the distance between $\mathbf{i}$ and $\mathbf{j}$.

Note that the construction used for charge only allows for partial charges, that is fully charged ions of charge $>1$ cannot be dealt with.

### 5.3 Introduction to Molecular Orbital Theory

Molecular orbital have their origin in quantum mechanics and one of its central equations, the Schrodinger Wave equation, which may be expressed as:

$$
\mathbf{a} \Psi=A \Psi
$$

equation 5.3.1
where a is an observable property of a system, A is the corresponding operator and $\Psi$ is the wave function of the system.

For the chemist the usual form of equation 5.3 .1 is
$E \Psi=H \Psi$
equation 5.3.2
where the observable is the energy E and its corresponding operator H is the Hamiltonian. The Hamiltonian operator for a molecular system is a sum of kinetic and potential energy terms relating to the motions and relative positions of all the electrons and nuclei in the molecule. For simplicity the nuclei are generally considered fixed so that the nuclear repulsions can be represented by a constant. The modified Hamiltonian, which includes terms relating only to the nuclei-electron and electron-electron potential interactions and the electronic kinetic energies, yields a form of the equation 5.3.2 which is referred to as the 'molecular electronic Schrodinger equation'. This is a differential equation which is incapable of exact solution for all but the very simplest molecular system (ie $\mathrm{H}_{2}+$ ). Further approximations (in addition to Born-Oppreheimer) must be introduced. Typically the form of the molecular wave function, $\Psi$, is assumed to be that of a linear combination of atomic orbitals (LCAO), $X$ equation 5.3.3.

$$
\Psi=C_{1} X_{1}
$$

equation 5.3.3

The coefficients, $\mathrm{C}_{\mathrm{i}}$, are determined by an iterative energy minimisation procedure so that $\mathrm{dE} / \mathrm{dC} \mathrm{C}_{\mathrm{i}}$ $=0$ where E is the molecular electronic energy. The procedure is known as the Self Consistent Field (SCF) method and is terminated when the energy has been minimised within a given criterion.

The atomic wave functions, $X$, (or basis sets) are chosen to suit the degree of accuracy required and can be very approximate (minimal basis set) or very accurate (extended basis set).

In arriving at a solution of the electronic Schrodinger equation a variety of integral types must be evaluated. Some integral (one electron integral) are easily evaluated by analytical methods but those involving repulsion operators (two electron integral) may require the use of time consuming numerical methods. The number of such integral arising in a calculation is roughly proportional to $n^{\mathbf{4}}$ where $n$ is the size of the basis set.

Methods in which all integrals are evaluated are said to be $a b$ initio. Ab initio methods are often subject to approximation by using Gaussian functions for the atomic basis set which although less accurate, mathematically than the normal, exponential, Slater type orbital (STO's) lend themselves to analytical evaluation.

Another approach to the integral problem is to adopt semi-empirical methods. In these some integrals, known to have negligibly small values are not evaluated and others which may be transferable from molecule to molecule are represented by fixed parameters. These parameters are chosen to yield the correct molecular properties for known systems. Semi-empirical molecular orbital calculations are very varied depending on the nature of the approximations made.

Typical methods include AM1 used in this study. In AM1 only valence electrons are included in the Hamiltonian and many integrals are either neglected or parameterised.

Solution of the molecular electronic wave equation yields a set of energies (roots or eigen values) and a corresponding set of wave functions (eigenfunctions or molecular orbitals). The number of molecular orbitals is determined by the size of the basis set (one molecular orbital for each atomic orbital included in the basis). Electrons doubly occupy the lowest available molecular orbital giving a set of occupied orbitals and a set of unoccupied (virtual) orbitals. The highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) are often of most significance in chemistry since these are often the source and sink for electrons in molecular interactions involving charge transfer.

Secondary information readily available from the fundamental solutions to the wave equation include the shapes of the molecular orbital and the electron density distribution. These likewise are often important allowing speculation on the possible sites for electrophilic or nucleophilic attack.

Most molecular orbital calculation programs, such as the AMPAC suite used in these studies, include properties packages in which secondary molecular information is calculated and output in response to keywords used in the input data.

### 5.4 Method

The geometry was optimised by the molecular mechanics method for the four ligands pyridine, pyrimidine, 2-aminopyridine and 2-aminopyrimidine.

## Pyridine and Pyrimidine

The structures of these two ligands were already present in the CHEMMOD library and energy minimisation calculations were carried out using these structures (Figure 5.3).

## 2-aminopyridine

The structure of this ligand was built from the pyridine structure already present in the CHE்MMOD library (Figure 5.3). First all the hydrogen atoms were removed and an span nitrogen atom jointed to carbon atom 2. The bond length from carbon atom 2 to the nitrogen atom 7 was entered as 1.4A, the bond angle between atoms 1,2 and 7 entered as 120 and the torsional angle between atoms 6, 1, 2 and 7 as 180, (Figure 5.4). The hydrogen atoms were then added.

Before any geometry optimisation calculations could be carried out it was important to ensure that the out of plane hydrogen atoms of the amino group were in the conformation with the minimum global energy. This was done by considering the torsional angle between atoms 13,7 , 2 and 1. A torsion angle potential energy plot was then obtained for this angle (Figure 5.5) from which it can be seen that the potential energy is at a global minimum when the torsion angle 13. $7,2,1$ is at 60 . Subsequently energy minimisation calculations were carried out with the hydrogen atoms of the amino group in this particular conformation.



Figure 5.3


Figure 5.4
CHEMMOD Structure of 2-aminopyridine



Figure 5.5
Potential Energy Plot of Rotation about the Torsion angle 13, 7, 2, 1 of 2-aminopyridine


Figure 5.6
CHEMMOD Structure of 2-aminopyrimidine



Figure 5.7 Potential Energy Plot of Rotation about the Torsion Angle 11, 7, 6, 1 of 2 . aminopyrimidine.


Figure 5.8
CHEMMOD Structure of 2-amino-4-methylpyrimidine.



Figure 5.9
Potential Energy Plot of Rotation about the Torsion Angle 12, 9, 6, 5 of 2 -amino-4-methylpyrimidine.


Figure 5.10 CHEMMOD Structure of Purine

## 2-aminopyrimidine

The structure of this ligand was built in a similar way to that of 2-aminopyridine, only in this case the basic building block was the pyrimidine structure already present in the CHEMMOD library (figure 5.6).

Again it was important to ensure that the out of plane hydrogen atoms of the amino group were in the conformation which exhibited the minimum global energy. This time the torsion angle 11,7 , 6.1 was considered and from the potential energy plot (Figure 5.7) it can be seen that the global minimum was obtained when this torsion angle (11,7,6,1) was 60.

## 2-amino-4-methylpyrimidine

To the 2-aminopyrimidine structure a methyl group was joined to carbon atom 4, (Figure 5.8). Again to ensure that the out of plane hydrogen atoms of the amino group were in the minimum global energy conformation the torsion angle $12,9,6,5$ was considered. From the potential energy plot (Figure 5.9) it can be seen that the global minimum energy was obtained when this torsion angle was $120^{\circ}$. Subsequently energy minimisation calculations were performed with the hydrogen atoms of the amino group in this particular conformation.

## Purine

The structure of this ligand was built from the indole ring structure already present in the CHEMMOD library. The aromatic carbon atoms at ring positions 1, 3 and 6 were replaced with aromatic nitrogen atoms (Figure 5.10).

Once the energy minimisation calculations had been carried out on the above four ligand structures it was possible to obtain from the output a list of all the bond lengths, bond angles and torsional angles for each structure. This information could then be transformed into a Z-matrix and used as input for the AMPAC semi-empirical program.

A Z-matrix is simply a compact means of defining the position of the atoms in terms of atomic numbers, bond lengths, bond angles and dihedral angles. Information from the Z-matrix is used to calculate the Cartesian coordinates of the atoms and in conjunction with the charge, atomic number and multiplicity to work out the total number of electrons and the orbital occupancies.

The Z-matrices for each of the four ligand structures were built up in the following way, using one line per atom. The Z-matrix of pyridine is given below.

| Atom | Bond Length |  | Bond Angle |  | Torsion Angle |  | Connected <br> Atoms |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N |  |  |  |  |  |  |  |  |  |
| C | 1.363 | 0 | . |  |  |  |  |  |  |
| C | 1.409 | 0 | 120.45 |  |  |  |  |  |  |
| C | 1.408 | 0 | 119.04 | 0 | 0 | 0 |  | 2 |  |
| C | 1.408 | 0 | 119.60 | 0 | 0 | 0 |  | 3 | 2 |
| C | 1.409 | 0 | 119.05 | 0 | 0 | 0 |  | 4 | 3 |
| H | 1.090 | 0 | 118.86 | 0 | 180 | 0 |  | 1 | 6 |
| H | 1.091 | 0 | 120.44 | 0 | 180 | 0 |  | 2 | 1 |
| H | 1.091 | 0 | 120.20 | 0 | 0 | 0 |  | 3 | 8 |
| H | 1.091 | 0 | 120.52 | 0 | 0 | 0 |  | 4 | 9 |
| H | 1.090 | 0 | 120.69 | 0 | 0 | 0 |  | 5 | 10 |

The 0 after each bond length, bond angle and torsion angle indicates that no further optimisation of the geometry is required in the calculation. If the 0 is replaced by a 1 then AMPAC will carry out a geometry optimisation calculation on the parameter.

The first atom is placed at the origin of the coordinate system and therefore only the atomic code needs to be given.

Because the second atom is always placed on a predetermined axis only its distance from atom 1 needs to be defined.

The third atom is defined using the distance from the second atom and the angle between atoms. 1,2 and 3.

The fourth atom is defined exactly as the third except that an additional parameter is needed to specify its position uniquely. The exact position is defined using the torsional angle between atoms 1, 2, 3 and 4 .

Further atoms are defined in the same way, their unique position being specified by the connected atom numbers given in the final three columns of the $\mathbf{Z}$-matrix.

### 5.5 Quantum Chemical Calculation Results

### 5.5.1 The Program

The computer program was used in this study (AMPAC, QCPE 506) has alarge number of features built in and which are invoked by the use of keywords in the input data file. If no keywords are specified the program will perform an RHF calculation with geometry optimisation but without symmetry constraints on the ground state of the molecule.

The keywords used in this study included:

AM1: in which the AM1 (Austin Model 1) Hamiltonian method is to be used.

Charge: when the system beign studied is anion the charge, $n$, on the ion can be supplied by Charge $=\mathrm{n}$. For cations n can be $1,2,3$ etc, and for anions, $-1,-2,-3$ etc.

Density: at the end of the calculation the density matrix is printed.

Mulliken: a full Mulliken population analysis is to be done on the final wave function yielding an electron density distribution over all the orbitals in the molecule.

Vectors: the eigenvectors are to be printed.

A typical input file for pyridine is shown in Figure 5.11. The keywords are seen in the first line of the input data. The $Z$ matrix then follws and the presence of $O$ s indicate that the geometry is fixed.

For pyridine three different input data files were used. One contained the geometry information from the CHEMMOD molecular mechanics program, one contained published geometry data ${ }^{[4]} 9$ and the third utilizes the geometry optimization facility of the AMPAC program.

Table 5.1 summarises some of the output data obtained using the three different starting input geometries.

TABLE 5.1
Comparison of Output Data

|  | CHEMMOD <br> Geometry | AMPAC <br> Geometry | Published <br> Geometry |
| :--- | :---: | :---: | :---: |
| Atomic Charge N1 | -0.13 | -0.14 | -0.13 |
| Atomic Charge C2 | -0.08 | -0.07 | -0.08 |
| Atomic Charge C3 | -0.18 | -0.18 | -0.18 |
| Atomic Charge C4 | -0.09 | -0.09 | -0.09 |
| Atomic Charge C5 | -0.18 | -0.18 | -0.18 |
| Atomic Charge C6 | -0.08 | -.07 | -0.08 |
| Atomic Charge H7 | +0.15 | +0.16 | +0.15 |
| Atomic Charge H8 | +0.14 | +0.14 | +0.14 |
| Atomic Charge H9 | +0.14 | +0.14 | +0.14 |
| Atomic Charge H10 | +0.14 | +0.14 | +0.14 |
| Atomic Charge H11 | +0.15 | +0.16 | +0.15 |
| Ionisation Potential | -10.13 | -9.90 | -10.13 |
| LUMO Energy | 0.13 | 0.12 | 0.16 |
| Dipole Moment | 2.03 | 1.97 | 2.03 |

There were no differences in output such as electron density distribution, wave function and eigen values, using the different starting geometries, which at this level of theory, could be regarded as significant. Hence it was concluded that any consistent geometry data would be suitable. To save computing time it was decided to use the molecular mechanics (CHEMMOD) equilibrium geometry throughout the study, except for the work on the quaternized bases when AMPAC optimization of the extra hydrogen bond length and bond angle was required.

### 5.5.2 Results for Neutral Bases

It was considered that the activation energy parameters for reactions in solution and in solid state might correlate with one or more of the following calculated parameters; dipole moment, charge distribution, HOMO and LUMO energies or energy difference and wave function. Thus all this data were calculated and are summarised in Table 5.2.

However, no correlations were found. This could be accepted and understood for reactions in solution where the species undergoing reaction are probably solvated and quite dissimilar to the isolated gas phase species of the calculations. However, the situation in the solid state is different, here the complex is a molecular solid and the situation is not complicated by solvent presence.

Absorption of radiation in the ultraviolet region of the spectrum results from electronic transitions between molecular orbitals. The UV wavelength at which the ligand absorbs results from the transition from HOMO to LUMO, and the energy difference between these orbitals can be used to calculate the wavelength as follows:

$$
E=h c
$$

$\lambda$
where $E$ is the energy difference ( $J$ )
h is Plancks constant ( $6.63 \times 10^{-30} \mathrm{~J} \mathrm{~s}$ )
$c$ is the speed of light $\left(2.998 \times 10^{8} \mathrm{~ms}^{-1}\right)$
$\lambda$ is the wavelength ( m )

Since lev $=1.602 \times 10^{-15} \mathrm{~J}$
then $\quad \lambda=\frac{1.986 \times 10^{-28}}{E \times\left(1.602 \times 10^{-19}\right)} \quad \mathrm{cm}$

The wavelengths calculated in this way were compared with thosefourd spectrophotometrically for each ligand. It was found that they did not correspond and this possibly reflects the limitations of the AMPAC program, but is more likely to be due to the fact that calculations on isolated gas phase molecules may be of limited value quantitatively when dealing with reactions in aqueons solution.

## TABLE 5.2

Summary of Results for Neutral Bases

| Compend | Activation Enery |  | 工eninction Potential | $\begin{aligned} & \text { Energy } \\ & \text { LuMo } \end{aligned}$ | Dipole Moment | Charge on Ring N's | Energy Chonge HOMO $\rightarrow$ LUMO |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Solution | Solied state |  |  |  |  | $\lambda$ | $u \vee \lambda$. |
| $P_{\gamma}$ | 64 | 173 | $10 \cdot 13$ | -0.16 | 2.03 | N1 -0.125 | 120 | 258 |
| Pm | 74 | 102 | 10.30 | -0.19 | 1.97 | $\begin{array}{ll} N I & -0.204 \\ W & -0.203 \end{array}$ | 118 | 254 |
| 2AP | 56 | 137 | 9.87 | -0.18 | $2 \cdot 35$ | Ni -0.140 | 123 | 286 |
| 2APa | 50 | 128 | 10.04 | -0.27 | 2.57 | $\begin{array}{ll} \mathrm{N}: & -0.172 \\ \mathrm{NS} & -0.254 \end{array}$ | 120 | 291 |
| AMPm | 94. | 161 | 9.93 | -0.19 | 2.48 | $\begin{array}{ll} N_{1} & -0.252 \\ N_{5} & -0.181 \end{array}$ | 122 | 286 |
| P | 44 | - | 9.60 | -0.63 | 3.19 | $\left(\begin{array}{ll} N 1 & -0.202 \\ N 3 & -0.214 \\ N 6 & -0.140 \\ N B & -0.235 \end{array}\right.$ | 121 | 267 |


| AMI CHARGE $=1$ VGCTORS PyRIdine Qumternised |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ATOM NuTEER (I) | CHEMICAL EYMBOL | DOND LENOTH (ANOETROMS) NA: I | BOND ANOLE (DEOREES) NB: NA: I | $\begin{aligned} & \text { TWIST ANOLE } \\ & \text { (DECREES) } \\ & \text { NC:NB: NA: I } \end{aligned}$ | NA | NB | NC |
| 1 | N |  |  | - |  |  |  |
| 2 | $c$ | 1. 35500 |  |  | 1 |  |  |
| 3 | c | 1.37800 | 125.07000 |  | 2 | 1 |  |
| 4 | c | 1.39700 | 128.38000 | . 00000 | 3 | 2 | 1 |
| 5 | $c$ | 1. 39700 | 128.33000 | . 00000 | 4 | 3 | 2 |
| 6 | $c$ | 1.37200 | 118.38000 | . .00000 | 5 | 4 | 3 |
| 7 | H | 1.09200 | 124.30000 | 180.00000 | 2 | 1 | 6 |
| 8 | H | 1.08000 | 120. 50000 | . 00000 | 3 | 2 | 7 |
| 9 | H | 1. 08000 | 120.83000 | . 00000 | 4 | 3 | E |
| 10 | H | 1. 08000 | 121.12000 | . 00000 | 5 | 4 | 5 |
| 11 | H | 1. 09200 | 120.63000 | . 0.00000 | 6 | 5 | 10 |
| 12 | H | 1.09000 | 120.00000 | 180.00000 | 1 | 2 | 3 |

Figure 5.11
AMPAC Input Data File

During the course of this work the studies by Clack and Giilard were considercf ${ }^{[50]}$. The analogy between quaternization and coordination of unsaturated tertiary nitrogen atoms has been examined ${ }^{(51)}$. It was pointed out, using arguments based on qualitative molecular orbital theory, that $N$-heterocycles are not only $\sigma$ donors but may also be Tacceptors. However, one problem in assessing relative contributions to charge density on a particular atom in N-heterocycles is that there are no known cases where the plane of the heterocyclic ring lies parallel to the axis of the molecular framework (!). In general the actual structure of the ligand-metal moieties in complexed compounds are shown in (2) with the plane of the heterocyclic ring tilted at some angle to the plane containing the metaf ${ }^{[2]}$. This probable propeller shape of the complexes results in steric hindrance and affects the ability for $\pi$ back donation from the metal to the ligand.


Clack and Gillard ${ }^{[5]}$ carried out INDO calculations on quaternized pyridine, a number of cationic pyridine complexes of $\mathrm{Fe}(\mathrm{II})$ and $\mathrm{Fe}(\mathrm{III})$ and the free pyridine molecule. The obtained values for electron densities in both $\sigma$ and $\pi$ orbitals of the heterocyclic ring. These results showed that for free pyridine the C2 and C4 positions are deficient in Telectrons which is in keeping with the resonance structure. It was also found that these atoms are deficient in $\sigma$ electrons resulting in an overall positive charge on thatn. On coordination to a metal ion there is a net flow of electrons from the ring to the metal, thus the heterocyclic ring becomes more positive on coordination. Most of the electron loss from the ring occurs through the $\sigma$ framework with very little change overall to the $\pi$ electrons of the ring. The $\pi$ electron distribution within the pyridine ring is modified upon both coordination and quaternization as a result of changing electronic repulsions between $\sigma$ and $\pi$ electrons as $\sigma$ electrons are pulled out of the ring. The heterncyclic ring is very similar clectronically in both its $\sigma$ and $\pi$ distributions when quatemized and when it is coordinated to a metal ion. It is thus noteworthy that quaternized bases might be used to model complexed ligands.

Consequently a new series of calculations were carried out, obtaining equivalent dat:: to that found carlier but with the addition of a hydrogen atom at the stpno: 3 coordination position (ring nitrogens only) and with the keyword Charge $=1$ used. The results now did show correlation with the solid state decomposition information and this corre!ation is discussed in Chapter 6.

Tables 5.3 to 5.11 show the most important quantum chemical information obtained from the calculations.

TABLE 5.3

## Quantum Chemical Information Obtained for

Quartenized Pyridine
Structure

TABLE 5.4

## Quantum Chemical Information Obtained for Quarternized Pyrimidine

| Structure |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Charge on Quaternary Nitrogen -0.1303 |  |  |  |  |  |
| Ionisation Porential 16.165 |  |  |  |  |  |
| LUMC Energy -ô.255 |  |  |  |  |  |
| Luko vave Function | $\begin{array}{lll} \mathrm{N} & 1 \\ \mathrm{C} & 2 \\ \mathrm{C} & 3 \\ \mathrm{C} & 4 \\ \mathrm{~N} & 5 \\ \mathrm{C} & 6 \\ \mathrm{H} & 7 \\ \mathrm{H} & 8 \\ \mathrm{H} & 9 \\ \text { H1O } \\ \text { H11 } \end{array}$ | $s$ <br> 0.00021 -0.00005 <br> 0.00002 <br> 0.00002 <br> $-0.00001$ <br> $-0.00005$ <br> $-0.00002$ <br> $-0.00003$ <br> 0.00002 <br> 0.00001 <br> $-0.00027$ | $\begin{array}{r} p^{2} \\ -0.00010 \\ 0.00010 \\ -0.00002 \\ -0.00001 \\ 0.00000 \\ -0.00006 \end{array}$ | $\begin{array}{r} \text { PV } \\ -0.00019 \\ 0.00010 \\ -0.00007 \\ 0.0000 \\ -0.00010 \\ 0.00008 \end{array}$ | $\begin{gathered} p_{\bar{F}} \\ 0.46843 \\ -0.45364 \\ -0.12403 \\ 0.58511 \\ -0.14796 \\ -0.43126 \end{gathered}$ |

TABLE 5.5

## Quantum Chemical Information Obtained

for Quarternized 2-aminopyridine

| Structure |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Charge on Quaternary Nitrogen $\quad-0.3139$ |  |  |  |  |  |
| Ionisation Potential |  |  | 14.964 |  |  |
| LIMMO Energy |  |  | -5.929 |  |  |
| LumO Wave Function |  | 5 | P- | $p$ |  |
|  | N 1 | -0.36234 | -0.04648 | -0.05843 | -0.00042 |
|  | C 2 | 0.26400 | -0.37949 | -0.04046 | 0.00002 |
|  | C 3 | -0.06619 | 0.05755 | 0.11698 | 0.00019 |
|  | C 4 | -0.03915 | 0.03380 | 0.01154 | -0.00075 |
|  | C 5 | -0.02638 | 0.03904 | 0.07338 | 0.00011 |
|  | C 6 | 0.22518 | 0.26113 | -0.36966 | 0.00064 |
|  | N 7 | -0.12424 | 0.11718 | -0.02869 | -0.00007 |
|  | H 8 | 0.09082 |  |  |  |
|  | H 9 | -0.01114 |  |  |  |
|  | H10 | 0.10252 |  |  |  |
|  | H11 | -0.14152 |  |  |  |
|  | H12 | 0.10345 |  |  |  |
|  | H13 | 0.10334 |  |  |  |
|  | H14 | 0.51978 |  |  |  |

TABLE 5.6

Quantum Chemical Information Obtained for Quarternized 2-aminopyrimidine.


TABLE 5.7

Quantum Chemical Information Obtained for 2-amino-4-methylpyrimidine, Quarternized at N1


TABLE 5.8

## Quantum Chemical Information Obtained for 2-amino-4-methylpyrimidine, quarternized at N3



TABLE 5.9

## Quantum Chemical Information Obtained for Purine Quarternized at N1



## Quantum Chemical Information Obtained for

 Purine Quarternized at N3

## Quantum Chemical Information Obtained for Purine Quarternized at N7

| Structure |  |  |
| :--- | :--- | :--- | :--- | :--- |

# CHAPTER 6 

## Discussion and Conclusion

### 6.1 Discussion

Six insoluble complexes of the type cis- $\mathrm{PtCl}_{2} \perp_{2}$ were sucessfully prepared by reacting an aqueous solution of $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ with the appropriate soluble ligand, L , using the method described by Kong and Rochon ${ }^{[r 9)}$. The six products were characterised by thermogravimetric analysis (TGA), CHN analysis and infrared spectroscopy (IR). The TGA showed that each of the products decomposed in a stepwise manner. In each case by 873 K the percentage weight loss was equivalent to the calculated theoretical percentage of two moles of chlorine plus two moles of ligand, suggesting that the molecular formula is of the form $\mathrm{PtCl}_{2} \mathrm{~L}_{7}$. The three products on which CHN analysis was carried out confirmed the results obtained by TGA since the percentage weights expected for $\mathrm{C}, \mathrm{H}$ and N agreed to within $\pm 0.5 \%$ to those found experimentally. The $\mathbb{R}$ spectra of the products compared to those of the corresponding ligand exhibited extra bands in the regions of $450 \mathrm{~cm}^{-1}$ and $330 \mathrm{~cm}^{-1}$. These bands are assigned as $\mathrm{Pt}-\mathrm{N}$ and $\mathrm{Pt}-\mathrm{CL}$ respectively indicating that the ligand binds to the platinum through a nitrogen atom. The fact that a single band was observed at $450 \mathrm{~cm}^{-1}$ also indicated that the $\mathrm{PtCl}_{2} \mathrm{~L}_{2}$ was present in the cis configuration. In order to monitor the kinetics of platinum -heterocyclic base interaction in solution several techniques were investigated, these included potentiometric methods, high performance liquid chromatography (HPLC) atomic absorption (AA) and ultraviolet (UV) spectroscopy. Preliminary studies into the monitoring of kinetic parameters by both potentiometric and HPLC methods were carried out. In each case a number of practical problems arose not the least of which was a lack of reproducibility. These two techniques were thus rejected as feasible methods of studying the kinetics of formation of complextion.

Initial investigations into the use of both AA and UV spectroscopy proved more successful. Subsequently a valid and reproducible methodology was developed and established for both techniques. During the developmental stage it was found that when a freshly prepared solution of $\mathrm{K}_{2} \mathrm{PLC}_{4}$ was reacted with the ligand an induction period at the start of the reaction was evident. On further investigation it was determined that in aqueous solation $\mathrm{PtCl}^{2}{ }^{2}$ becomes hydrolysed to $\mathrm{Pt}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2} \mathrm{Cl}_{2}$ and that this bydrolysis reaction occurs at 2 faster rate than the ligand substitution reaction. Consequently it was found necessary to prepare solutions of $\mathrm{K}_{\mathbf{r}} \mathrm{PtC1}$, forty eight hours in advance, prior to reaction with the ligand, in order to take into account the aquation reaction. This has been discussed more fully in Chapter three.

An initial rates method was used to establish the order of reaction with respect to each component. In each of the six reactions studied the results indicated an overall second order reaction, first order with respect to both the $\mathrm{PtCl}_{4}{ }^{2-}$ and the ligand. Using the Arthenius equation the value of the second order activation energy and entropy were obtained for each reaction studied from both AA and UV absorption data. The value of activation energy and entropy oblained for a particular reaction from UV spectroscopy and those obtained from AA spectroscopy were totally compatible with one another. both methods giving results which were within the experimental error. Thus from a reproducibility and accuracy point of view there is nothing to choose between the two methods. However, UV is the simpler of the two techniques and does not require such specialised equipment. UV spectroscopy is also less susceptible to variation from day to day such as encountered in AA spectroscopy with regards to flame conditions and the positioning of lamp and burner.

The method of monitoring the kinetics of formation of complexes of the type $\mathrm{PtCl}_{2} \mathrm{~L}_{2}$ developed, so far, depends on the solubility of the ligand in aqueous solntion and the fact that the solid product precipitates out if solution. However, there is in principle no reason why the method could not be extended to incorporate ligands which are insoluble in aqueous solution so long as care is taken to avoid coprecipitation or occlusion of ligand in the produce. One way of approaching this problem could be to carry out the reaction using a two phase system. Osa et al ${ }^{(21)}$ synthesised cisdichloroplatinum complexes of nitrogen-cyclic compouads through the reaction of $\mathrm{K}_{\mathrm{P}} \mathrm{PtC1}$, with the corresponding ligand at an interfacial layer between water and an organic solvent.

An interesting feature of the results obtained in this study and comparison with those cited in the literature was the fact that there is a linear relationship between the activation energies and activation entropies. The reason behind this, which is basically mathematical, has been discussed in Chapter 3.6. However, an important point to note is that when looking for correlation between kinetic parameters and other properties of the system, which will be discussed later, is that either energy or entropy of activation can be used since these correlate well with each other.

The theoretical studies yielded a large amount of data related to the electronic properties of the ligands and this has been discussed in Chapter 5.

The electronic structure of the metal - ligand bonding has beem considered in terms of Molecular Orbital theory. The Molecular Orbital theory starts with the premise that overlap of atomic orbitals occurs, where permitted by symmetry, to an extent determined by the spatial nature of the orbitals. All degrees of overlap, including the electrostatic situation, come within its scope. The first task when considering molecular orbital treatment for a complex is to determine which orbital overlaps are or are not possible because of the inherent symmetry requirements of the problem. In platinum square planar complexes there are nine valence shell orbitals of the metal ion to be considered, four of which have lobes lying along the metal-ligand bond directions and are suitable for $\sigma$ bonding, whereas the other five are orientated as to be saitable only for $\pi$ boading.

$\pi-\pi$ bonding orbitals
$\sigma-\sigma$ bonding orbitals
$*-$ anti bonding orbitals.

Figure 6.1
A Qualitative Molecular Orbital Diagram for a Square Planar Platinum complex.

Each metal orbial overlaps with its matching symmetry orbital of the ligand system to form bonding and antibonding molecular orbitals. The molecular orbitals of the same symmetry class, which are equivalent apart from their spatial orientation, have the same energy. Orbitals of different symmetry classes do not in general have the same energy since they are not equivalent. Figure 6.1 illustrates how the atomic orbitals of the metal and ligand combine.

A characteristic feature of the $d$ group transition metals is their ability for form complexes with a wide variety of neutral molecules and molecules with delocalised $\pi$ orbitals such as the $N$ heterocycles. In these complexes the metal atoms are in low positive, zero or negative formal oxidation state and it is a characteristic of ligands with delocalised electrons that they can stabilize low oxidation states. This property is associated with the fact that these ligands possess vacant $\pi$ orbitals in addition to lone pairs. These vacant orbitals accept electron density from filled metal orbitals to form a type of $\pi$ bonding that supplements the $\sigma$ bonding arising from lone pair donation. High electron density on the metal, of necessity in low oxidation states, can thus be delocalised onto the ligand.

Thus for Platinum-Nitrogen bonding it is envisaged that:
(a) there is a dative overlap from the lone pair on the nitrogen to an empty platinum $\sigma$ orbital;
(b) back donation occurs from a filled $d \pi$ or hybrid dp $\pi$ platinum orbital into an empty $p \pi$ orbital of the nitrogen.

This bonding mechanism is synergic since the effects of the $\sigma$ bond formation strenghtens the $\pi$ bond and vice versa.

b)


Figure 6.2 (a) The formation of the $\mathrm{Pt} \leftarrow \mathrm{N} \sigma$ bond using an unshared pair of electrons. (b) The formation of the $\mathrm{Pi}_{\mathrm{t}} \rightarrow \mathrm{N} \pi$ bond.

Table 6.1 summaries some of the important data obtained from solution and solid state studies along with data obtained from theorectical consideration of the quaternized bases.

Several correlations of the kinetic and energetic properties of the complexes with the electronic properties of the ligands were attempted but only one was found. This was the relationship between the solid state decomposition energy and the LUMO energy of the quaternized base (Figure 6.3). It is significant that in solid state chemistry there are no interfering solvent effects. Tiie ' calculations which relate to isolated gas phase molecules are more relevant to the solid state situation than they would be in reactions in solution.

The graph of solid state decomposition energy versus LUMO energy indicates good correlation for pyridine, pyrimidine, 2-aminopyrimidine and 2-amino-4-mechylpyrimidine quaternized at N1. This suggests that complexation of 2-amino-4-methylpyrimidine occurs at the N1 position and not the N3 position, which one would expect from steric hindrance considerations.

The bases showing good correlation all have a high coefficient for the $2 p_{4}$ orbitals on the nitrogen in the LUMO eigenvector. 2-aminopyridine has only a $2 s$ wavefunction LUMO and very significantly does not fit into the general trend. Because there is no contribution from the $P_{2}$ orbitals back donation cannot operate and the bond between platinum and aitrogen would therefore be weaker. This is the likely reason for the significandy low activation energy, obtained from solid state studies, which is approximately $30 \mathrm{KJmol}^{-1}$ less than predicted by the graph.

Each of the nitrogen atoms of purine, when quaternized, have a large $p_{\text {: }}$ component is the LUMO wavefunction, but only when quaternized at N1 does the LUMO exhibit the very high energy $(-5.82 \mathrm{eV})$ expected in order to rationalize the stability of the platinum-aitrogen bond found in the $\mathrm{Pt}(\mathrm{Pu})_{2} \mathrm{Cl}_{2}$ complex. Solid state studies indicated that the platinum-nitrogen bond in this complex was so stable that dissociation of the platinum-chloride bond took place preferentially and much higher temperatures were required before dissociation of the platinum-nitrogen bond occurred. Thus comparison of the LUMO energies for the various quaternized forms of purine suggest that complextion of purine to platinum occurs at the N1 positions.

Molecular orbital calculations were also carried out on $\mathrm{NH}^{*}$. which was found to have a LUMO energy of -4.79 eV and the nitrogen has a wavefunction which is almost entirely 2 s in character. Although this suggests a weak bond, because of the absence of back donation, the LUMO energy is so high that this would result in a very stable platinum-nitrogen bond. Like the purine complex it is thus expected that the platinum-nitrogen bond, in complexes sach as cis-platin $\left(\mathrm{PtCl}_{2}\left(\mathrm{NH}_{3}\right)\right)_{2}$, would be more stable than the platinum-chloride bond. This is a very noteworthy observation and corresponds with the fact that cis-platin complexes with aucleoloases by $\mathrm{Cl}^{-}$replacement rather than substitution of the NH, ligands.

The results obtained from the molecular orbital studies appear to justify the view that quatemization models complexation provided solvent effects are absent, as in the case of solid state chemistry.

TABLE 6.1

## Summary of Some Significant Results



```
Ea - Activation Energy
IP - Ionisation Potential
```

At the outset this study was planned to look for structure activity relationships in a series of platinum complexes which could be regarded as very simple models of the interactions between platinum anticancer drugs and the nucleobases of DNA. In the course of this smody it has been found that:
(1) For soluble heterocyclic ligands, yielding insoluble products, the reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}$ and the ligand is best monitored by pre-aquating the $\mathrm{PtCl}_{4}{ }^{2 \cdot}$ and measuring the decrease in concentration of platinum or ligand by AA or UV spectrophotometry respectively.
(2) The activation parameters for the reactions of platinam complexes in solution are stongly correlated (both for this work and that of other auchors): the higher the accivation energy the greater is the tendency towards a dissociacive mechanism.
(3) There is no correlation between the experimentally measured reaction parameters for the $\mathrm{PtCl}_{4}{ }^{2}+$ Ligand reaction in solution and the quanoum mechanically calculated quantities for the ligand such as electron density, molecular orbital energies, dipole moment and wave functions. This is probably due to the possibility that in solution the ligand is solvated and quite dissimilar to the isolated gas phase used in the quantum calculations.
(4) Solid state reactions, easily followed by thermogravimetric analysis and the stepwise thermal decomposition of complexes, often involve a step which must be directly related to the platinum-nitrogen bond breaking reation. Isothermal studies allow calculation of the activation energies for these processer but non-isothermal methods are of litule value in this respect.
(5) No correlation between the solid sate results (which involve bond breaking) and synthesis of complexes was found probably because in solution the reaction is complicated by solvent effects and the reacrion profile involves two steps. The rate determining step involves the addition of the ligand which is accompanied by structural rearrangement to form a six co-ordinated intermediate. Thus steric eifects and the nature of the entering groap exert a major effect on the rates of reacion. Whereas in the solid state the complex is a molecalar solid and hence not affected by solvent effects. Here the decomposition energies were rationalised in terms of electronic structure of the ligand and steric effects appeared to exert very litile influence on the energy required to break the platinam-aitrogen bond.
(6) Good correlation was found between the solid stateacivation dissociation energy and the energy of the LUMO of the ligand, when this was found to be predominantly $f_{z}$ on the relevant nitrogen. The higher the energy required. for dissociation of the platinum-nitrogen bond. the higher the energy of the LUMO of the quaternized base.

It is considered that studies such as these carried oot bere, particalariy the solid state and the theorectical work could be usefully applied to larger systems which more closely model drugs and their DNA interaction products. For example thermal stedies on the interaction complexes of second generation anti-cancer drugs such as CHIP and carboplatin would be worthwhile since semiempirical molecular orbital calculations are particularly suitable for such conplexes.

Authors studying kinetics of formation should pertaps look for deviations from correlation between the activation energy and acrivation entropy as being of some significance.


Figure 6.3 Plot of Solid State Activation Energy vs LUMO Eaergy of the Ligand.
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## Appendix I

Solution Studies Raw Data

Reaction between $\mathrm{K}_{<} \mathrm{PtCl}_{4}+2$-aminapyridine:

| Time | Atomic Absorbance Values at Initial Molar Ratios $\mathrm{K}_{2} \mathrm{PtCl}_{n}: \mathrm{L} 1$ gand |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0.2 : 0.4 | 0.4: 0.4 | 0.2 : 0.8 | $0.2: 0.3$ |
| 5 | 0.097 | 0.180 | 0.091 | 0.093 |
| 10 | 0.092 | 0.168 | 0.083 | 0.090 |
| 15 | 0.089 | 0.160 | 0.081 | 0.088 |
| 20 | 0.084 | 0.150 | 0.074 | 0.086 |
| 30 | 0.078 | 0.140 | 0.070 | 0.081 |
| 40 | 0.068 | 0.130 | 0.065 | 0.077 |
| 50 | 0.063 | 0.128 | 0.063 | 0.073 |
| 60 | 0.060 | 0.124 | 0.061 | 0.071 |

Reaction between $\mathrm{K}_{2} \mathrm{PtCl} \mathrm{C}_{4}+2$-aminopyrimidine:

| Time | Absorbance Values at Intial Molar Ratios $\mathrm{K}_{\mathrm{z}} \mathrm{PtCl}_{\mathrm{a}}:$ Ligand |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0.2: 0.4$ |  | 0.4:0.4 |  | $0.3: 0.8$ |  |
|  | AA | UV | AA | UV | AA | UV |
| 1 | 0.130 | 1.001 | 0.359 | 1.120 | 0.158 | 2.210 |
| 5 | 0.121 | -0.933 | 0.339 | 0.091 | 0.130 | 2.095 |
| 7 | 0.116 | 0.905 | 0.329 | 0.938 | 0.124 | 2.005 |
| 10 | 0.107 | 0.860 | 0.314 | 0.841 | 0.113 | 1.942 |
| 15 | 0.096 | 0.785 | 0.288 | 0.681 | 0.089 | 1.787 |
| 18 | 0.089 | 0.735 | 0.276 | 0.600 | 0.079 | 1.730 |
| 20 | 0.084 | 0.698 | 0.264 | 0.549 | 0.064 | 1.640 |
| 25 | 0.072 | 0.627 | 0.240 | 0.472 | 0.054 | 1.493 |
| 30 | 0.069 | 0.547 | 0.226 | 0.420 | 0.046 | 1.356 |

Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}+$ Pyridine:

| Time | Absorbance Values at Initial Molar Ratios $\mathrm{K}_{z} \mathrm{PtCl}_{4}:$ Ligand |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0.2: 0.4$ |  | 0.4 : 0.4 |  | 0.2 | . 8 |
|  | AA | UV | AA | UV | AA | UV |
| 1 | 0.303 | 0.910 | 0.536 | 0.961 | 0.402 | 1.916 |
| 5 | 0.257 | 0.810 | 0.450 | 0.722 | 0.310 | 1.709 |
| 7 | 0.235 | 0.750 | 0.402 | 0.615 | 0.244 | 1.532 |
| 10 | 0.200 | 0.672 | 0.335 | 0.457 | 0.200 | 1.419 |
| 12 | 0.173 | 0.605 | 0.312 | 0.393 | 0.156 | 1.335 |
| 15 | 0.143 | 0.543 | 0.303 | 0.345 | 0.140 | 1.282 |
| 20 | 0.125 | 0.406 | 0.293 | 0.321 | 0.122 | 1.189 |
| 25 | 0.115 | 0.350 | 0.291 | 0.298 | 0.098 | 1.140 |
| 30 | 0.110 | 0.331 | 0.290 | 0.296 | 0.086 | 1.105 |

Reaction between $K_{\propto} \mathrm{PtCl}_{4}+2-a m i n o-4-m e t h y l p y r i m i d i n e:$

| Time | Absorbance Values at Initial Molar Ratios $\mathrm{K}_{2} \mathrm{PtCl}_{4}: \mathrm{Lig}_{\text {gand }}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.2:0.4 |  | 0.4: 0.4 |  | 0.2: 0.8 |  |
|  | AA | UV | AA | UV | AA | UV |
| 1 | 0.150 | 1.180 | 0.239 | 1.300 | 0.323 | 2.092 |
| 5 | 0.140 | 1.113 | 0.214 | 1.177 | 0.303 | 1.981 |
| 8 | 0.134 | 1.081 | 0.206 | 1. 129 | 0.288 | 1.893 |
| 10 | 0.128 | 1.049 | 0.192 | 1.049 | 0.279 | 1.840 |
| 15 | 0.114 | 0.980 | 0.167 | 0.902 | 0.254 | 1.708 |
| 18 | 0.108 | 0.935 | 0.152 | 0.820 | 0.239 | 1.613 |
| 20 | 0.104 | 0.911 | 0.144 | 0.781 | 0.230 | 1.555 |
| 25 | 0.097 | 0.835 | 0.135 | 0.740 | 0.214 | 1.490 |
| 30 | 0.094 | 0.758 | 0.130 | 0.729 | 0.202 | 1.450 |

Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{n}+$ Purine:

| Time | Absorbance Values at Initial Molar Ratios $\mathrm{K}_{2} \mathrm{PtCl}_{\mathrm{a}}:$ Ligand |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0.2: 0.4$ |  | $0.4: 0.4$ |  | 0.2:0.8 |  |
|  | AA | UV | AA | UV | AA | UV |
| 1 | 0.241 | 1.289 | 0.342 | 1.171 | 0.262 | 2.568 |
| 3 | 0.230 | 1.210 | 0.319 | 1.019 | 0.245 | 2.463 |
| 5 | 0.218 | 1.131 | 0.295 | 0.862 | 0.216 | 2.270 |
| 7 | 0.205 | 1.060 | 0.272 | 0.720 | 0.187 | 2.098 |
| 10 | 0.185 | 0.940 | 0.237 | 0.489 | 0.158 | 1.921 |
| 12 | 0.173 | 0.851 | 0.230 | 0.378 | 0.148 | 1.810 |
| 15 | 0.159 | 0.769 | -0.215 | 0.307 | 0.144 | 1.759 |
| 20 | 0.130 | 0.640 | 0.204 | 0.224 | 0.139 | 1.710 |
| 30 | 0.098 | 0.549 | 0.194 | 0.171 | 0.136 | 1.563 |

Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}+2$-aminopyridine:
Atomic Abscrbance Values

|  | Absorbance at each Temperature |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| Time | 303 | 306 | 308 | 310 |
| 5 | 0.2872 | 0.2557 | 0.2667 | 0.2381 |
| 10 | 0.2743 | 0.1575 | 0.2459 | 0.2339 |
| 15 | 0.2629 | 0.2542 | 0.2381 | 0.2115 |
| 20 | 0.2530 | 0.2356 | 0.2292 | 0.2195 |
| 30 | 0.2433 | 0.2271 | 0.2046 | 0.1738 |
| 45 | 0.2057 | 0.1999 | 0.1771 | 0.1414 |
| 60 | 0.1926 | 0.1703 | 0.1613 | 0.1231 |
| 75 | 0.1785 | 0.1504 | 0.1450 | 0.1156 |
| 90 | 0.1023 | 0.1481 | 0.1315 | 0.1028 |
| 120 | 0.1402 | 0.1221 | 0.1111 | - |

UV Absorbance Values

|  | absorbance at each Temperature |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Time | 303 | 306 | 308 | 310 |  |
|  | 1.5129 | 1.3889 | 1.311 | 1.4323 |  |
| 10 | 1.4705 | 1.2433 | 1.232 | 1.1905 |  |
| 15 | 1.3514 | 1.1128 | 1.111 | 0.9345 |  |
| 20 | 1.2500 | 1.0135 | 1.018 | 0.8628 |  |
| 30 | 1.0869 | 0.8625 | 0.904 | 0.6635 |  |
| 45 | 0.9091 | 0.7143 | 0.695 | 0.5183 |  |
| 60 | 0.7752 | 0.5988 | 0.592 | 0.4393 |  |
| 75 | 0.5757 | 0.5714 | 0.530 | 0.3770 |  |
| 90 | 0.6028 | 0.5181 | 0.453 | 0.3415 |  |
| 120 | 0.4903 | 0.3953 | 0.359 | - |  |

Reaction betwen K_PtClia + Pyridine:
AA Absorbance Readings

| Time | Absorbance at each Temp (K) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 298 | 301.5 | 306 | 308.5 | 313 | 316 |
| 5 | . 3576 | . 3400 | . 3448 | . 2458 | . 2571 | . 3239 |
| 10 | . 3572 | . 3109 | . 3088 | . 2003 | . 2003 | . 2528 |
| 15 | . 3324 | . 2737 | . 2735 | . 1798 | . 1722 | . 2041 |
| 20 | . 3045 | . 2482 | . 2449 | . 1593 | . 1556 | . 1736 |
| 30 | . 2688 | . 2143 | . 2142 | . 1305 | . 1256 | . 1380 |
| 40 | . 2273 | . 1956 | . 1751 | . 1240 | . 1122 | - |
| 45 | . 2133 | . 1767 | . 1665 | . 1005 | . 1029 | . 0957 |
| 50 | . 2059 | . 1744 | . 1535 | . 0956 | . 0816 | - - |
| 60 | . 1938 | . 1576 | . 1338 | . 0815 | . 0796 | . 0791 |
| 75 | . 1703 | . 1238 | . 1194 | . 0713 | . 0668 | - |

UV Absorbance Reading

| T1me | Absorbance at each Temp (K) |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 294.5 | 298 | 306 | 308.5 | 313 | 316 |
| 5 | 1.214 | 1.022 | 0.920 | 0.301 | 0.869 | 0.874 |
| 10 | 1.096 | 0.972 | 0.776 | 0.784 | 0.653 | 0.653 |
| 15 | 0.891 | 0.878 | 0.941 | 0.643 | 0.543 | 0.481 |
| 20 | 0.864 | 0.787 | 0.674 | 0.530 | 0.426 | 0.403 |
| 30 | 0.684 | 0.676 | 0.525 | 0.432 | 0.343 | 0.289 |
| 45 | 0.801 | 0.555 | 0.373 | 0.30 | 0.249 | 0.205 |
| 60 | 0.521 | 0.479 | 0.306 | 0.265 | 0.200 | 0.154 |
| 75 | 0.496 | 0.384 | 0.254 | 0.204 | 0.161 | 0.126 |

AA absorbance Readings

| Time | Absorbance at each Temp $(K)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: | :---: | :---: |
|  | 303 | 308 | 311 | 313 | 316 | 318 |  |  |
|  | .2128 | .4010 | .2562 | .2191 | .3998 | .2322 |  |  |
| 10 | .2041 | .3831 | .2154 | .1918 | .3298 | .1893 |  |  |
| 15 | .2000 | .3058 | .1798 | .1540 | .2427 | .1568 |  |  |
| 20 | .1942 | .2558 | .1684 | .1420 | .1980 | .1485 |  |  |
| 30 | .1667 | .1733 | .1387 | .1249 | .1414 | .1008 |  |  |
| 45 | .1351 | .1431 | .1040 | .0885 | .0990 | .0906 |  |  |
| 60 | .1143 | .1161 | .0929 | .0782 | .0762 | .0605 |  |  |
| 75 | .0900 | .0941 | .0696 | .0603 | .0619 | .0529 |  |  |
| 90 | .0878 | .0763 | .0618 | .0520 | .0521 | - |  |  |

UV Absorbance Readings

| Time | Absorbance at each Temp $(K)$ |  |  |  |  |  |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 293 | 303 | 308 | 311 | 313 | 318 |
|  | 1.318 | 1.005 | 1.482 | 1.063 | .9667 | .9123 |
| 15 | 1.206 | 0.904 | 0.914 | 0.879 | .8330 | .7565 |
| 20 | 1.109 | 0.888 | 0.814 | 0.763 | .6828 | .6130 |
| 30 | 1.024 | 0.788 | 0.754 | 0.577 | .6457 | .5487 |
| 35 | 0.932 | 0.749 | 0.669 | 0.570 | .5213 | .4013 |
| 60 | 0.777 | 0.641 | 0.514 | 0.422 | .3817 | .2853 |
| 75 | 0.651 | 0.520 | 0.428 | 0.377 | .3207 | .2310 |
| 90 | 0.588 | 0.434 | 0.354 | 0.287 | .2747 | .2130 |
|  | 0.515 | 0.396 | 0.333 | 0.276 | .2245 | .2110 |

?eaction between $\mathrm{K}_{2} \mathrm{PtCl}_{4}+2-a m i n o-4-m e t h y l p y r i m i d i n e: ~$
AA Absorbance Readings

| I1me | Absorbance at each $\operatorname{Temp}(\mathrm{K})$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 303 | 305.5 | 308 | 310 | 313 | 318 |  |  |
|  | .2964 | .3119 | .3220 | .3859 | .3057 | .2403 |  |  |
| 15 | .2859 | .2978 | .3123 | .3509 | .3082 | .2142 |  |  |
| 20 | .2948 | .3121 | .3074 | .3126 | .3053 | .1916 |  |  |
| 30 | .2874 | .2894 | .2965 | .2778 | .2402 | .1788 |  |  |
| 45 | .2805 | .2730 | .2663 | .2299 | .1990 | .1437 |  |  |
| 50 | .2600 | .2357 | .2324 | .1832 | .1623 | .1021 |  |  |
| 75 | .2368 | .2233 | .2105 | .1787 | .1328 | .0840 |  |  |
| 90 | .2149 | .2035 | .1772 | .1486 | .1190 | .0704 |  |  |
| 105 | .2064 | .1738 | .1598 | .1332 | .1039 | .0582 |  |  |
| 120 | .1927 | .1613 | .1383 | .1190 | .0936 | .0523 |  |  |
| 150 | .1687 | .1510 | .1174 | .1015 | .0779 | .0435 |  |  |
|  |  |  |  |  |  |  |  |  |

UV Absorbance Readings

| T1me | Absorbance at each Temp (K) |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 303 | 305.5 | 310 | 313 | 316 | 318 |
| 10 | .9350 | .8772 | .9677 | .9093 | .7693 | .848 |
| 15 | .9220 | .8896 | .9547 | .8242 | .7465 | .759 |
| 20 | .9055 | .8130 | .9468 | .8313 | .7073 | .6065 |
| 30 | .8248 | .7576 | .7825 | .6645 | .5878 | .488 |
| 45 | .7853 | .6897 | .6800 | .5393 | .4490 | .417 |
| 60 | .7140 | .6329 | .5695 | .4355 | .3965 | .294 |
| 75 | .6685 | .5850 | .5278 | .3668 | .3228 | .266 |
| 90 | .6215 | .5435 | .4423 | .3225 | .2903 | .2205 |
| 105 | .5824 | .5076 | .3989 | .2906 | .2098 | .208 |
| 120 | .5479 | .4757 | .3720 | .2900 | .1914 | .1838 |
| 150 | .4825 | .4219 | .3005 | .2390 | .1629 | .1508 |
|  |  |  |  |  |  |  |

Reaction between $\mathrm{K}_{2} \mathrm{PtCl}_{a}+$ Purine:

AA Absorbance Readings

| Iime | Absorbance at each Temp $(K)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 299 | 302 | 304 | 306 | 310 | 313 |
| 5 | .2349 | .2245 | .1170 | .2012 | .2107 | .2219 |
| 10 | .1986 | .2024 | .1032 | .1757 | .1684 | .1650 |
| 15 | .1710 | .1789 | .0939 | .1529 | .1334 | .1271 |
| 20 | .1416 | .1613 | .0855 | .1309 | .1147 | .1047 |
| 30 | .1227 | .1276 | .0755 | .1099 | .0811 | .0735 |
| 45 | .0975 | .1008 | .0590 | .0800 | .0635 | .0556 |
| 60 | .0779 | .0756 | .0497 | .0591 | .0513 | .0444 |
| 75 | .0662 | .0651 | .0430 | .0491 | .0417 | .0364 |

UV Absarbance Readings

| I1me | Absorbance at each Temp ( K$)$ |  |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 299 | 302 | 304 | 306 | 310 | 313 |
| 5 | .2349 | .2245 | .1170 | .2012 | .2107 | .2219 |
| 10 | .1986 | .2024 | .1032 | .1757 | .1684 | .1650 |
| 15 | .1710 | .1789 | .0939 | .1529 | .1334 | .1271 |
| 20 | .1416 | .1613 | .0855 | .1309 | .1147 | .1047 |
| 30 | .1227 | .1276 | .0755 | .1099 | .0811 | .0735 |
| 45 | .0975 | .1008 | .0590 | .0800 | .0635 | .0556 |
| 60 | .0779 | .0756 | .0497 | .0591 | .0513 | .0444 |
| 75 | .0662 | .0651 | .0430 | .0491 | .0417 | .0364 |

## Appendix II

Typical Thermogravimetric Analysis Input and Output



```
EEAH F=AFAMETERE
```



```
FHGE F
```






```
GFFEET F%%
```






```
\XiTAFT
EMD
EMEEMI詆TOFFE
F\cdotLOT CH
FLOT TIDDE
```



```
MOL MAE马 INIT.
IENTNTMO.
WEIGHY WG
-1
10.350
```



## Non-150thermal Output

ix

## Isothermal Input:




Isothermal Output



```
    ECHIR FGRAMETEEF
    ETGRT TEMF - OC
    FGTE K゙くMIN.
    EMD TEMF- SC
        TIME ISO. mMN
        FLOT CH . . T0t
        FAHGE FE buld EG
        OFFEET O,O
        FAH TYPE 1/己
```



```
        PEAK INITEGPATEOM
```



```
        AUTOLIMIT 0<A
        ETHFT
        EiHO
        EMGEELINE TYFE
        FLOT CM
        F&OT HODE Ta%
    TDENT. NO.
        WEYGHT mG
```

46
5
669
0
16
20
92
$\cdot 1$
E：

1
1
50
550
8
19
78
2．0．18
HEAS FLOW EXUTHEFM:AL-ー
$10.602 \mathrm{ni4}$

HUTCLIMITE ETGKT TEMF. OC
Ei+i TEHF.
TEMFERATUFE OC
HEAT FLOW EXOTHEFMMAL--3


$$
59413
$$

$$
\begin{array}{r}
6586-3 \\
537: 7
\end{array}
$$



## DSC•Output

Appendix III

2 Matrices of Ligands

| ATOM number (I) | CHEMICAL SYMBOL | COND LENGTH (ANGSTROMS) NA: I | DOND ANGLE (DEGREES) NE: NA: I | TWIST ANGLE (DEGREES) NC: NE: NA: I | NA | NB | NC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $N$ |  |  |  |  |  |  |
| 2 | c | 1.36300 |  |  | 1 |  |  |
| 3 | C | 1.40500 | 120.11000 |  | 2 | 1 |  |
| 4 | c | 1.40800 | 117.98000 | . 00000 | 3 | 2 | 1 |
| 5 | N | 1.35300 | 120.11000 | . 00000 | 4 | 3 | 2 |
| $\vec{c}$ | c | 1.36300 | 120.48000 | . 00000 | 5 | 4 | 3 |
| 7 | 1 | 1.09000 | 117.08000 | 130.00000 | 2 | 1 | S |
| 8 | H | 1.09100 | 121.01000 | . 00000 | 3 | 2 | 7 |
| 7 | H | 1.07000 | 120.82000 | . 00000 | 4 | 3 | 8 |
| 10 | H | 1.08900 | 117.57000 | 180.00000 | 6 | 5 | 4 |




|  |  | $\therefore T O M$ MurtEER (i) | CHEHICAL GYtioun | Qcide LEAGTH <br>  Nor | BCHD filiula (bEGEELG; NE a int: I | THIST RNALLE : DEGREES: HC: HE:HA: I | NA | N3 | nc |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | 1 | i4 |  |  |  |  |  |  |
|  | \% | こ | C | 1.35300 |  |  | 1 |  |  |
|  | \% | 3 | if | - 1.36700 | 121.40040 |  | 2 | 1 |  |
|  | $\stackrel{7}{\square}$ | 4 | C | 1.30500 | 121.07006 | 0.00000 | 3 | 2 | 1 |
| ¢ | $\cdots$ | 5 | 0 | 1. 107700 | 118.31000 | a. 00000 | 4 | 3 | 2 |
| =: |  | ¢ | is | 1.35300 | 130.72000 | 180.00000 | 5 | 4 | 3 |
|  | H | 7 | C | ! 1.35500 | 107.30000 | 180.00000 | 4 | 5 | 4 |
|  |  | 8 | N | 1.42200 | 110:42000 | 0.00000 | 7 | 6 | 5 |
|  | ¢ | 7 | C | 1.41600 | 104.98000 | 0.08000 | 3 | 7 | 6 |
|  | $\stackrel{-}{\square}$ | 10 | 11 | 1.08950 | 119.27000 | 180.00000 | 2 | 1 | - 9 |
|  | 品 | 11 | 11 | 1.97000 | 117.86500 | 180.00000 | 4 | 3 | 2 |
|  |  | 12 | H | 1.07000 | 124. 2 ciou | 180.80000 | 7 | 6 | 5 |
|  | - | 13 | H | 0.77100 | 127.470u0 | 180.00000 | 8 | 7 | 6 |

Appendix IV
Typical AMPAC Output
xviii

## INTERATOMIC DISTANCES

0


PETERS TEST WAS SATISFIED IN FLETCHER-POWELL OPTIMISATION
SCF FIELD WAS ACHIEVED





NET ATOHIC CHAROES AND DIPOLE CONTRIEUTIONS


CARTEBIAN COORDINATES

| NO. | ATOM | $x$ | $\boldsymbol{\gamma}$ | 2 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $N$ | . 0000 | . 0000 | . 0000 |
| 2 | c | 1.3550 | . 0000 | . 0000 |
| 3 | c | 2. 1469 | 1. 1278 | . 0000 |
| 4 | c | 1. 5223 | 2. 3775 | . 0000 |
| 5 | c | . 1260 | 2. 4209 | . 0000 |
| 6 | c | -. 3663 | 1. 2294 | . 0000 |
| 7 | H | 1. 0044 | -. 9953 | . 0000 |
| 8 | H | 3. 2233 | 1. 0418 | . 0000 |
| 9 | H | 2. 1045 | 3. 2871 | . 0000 |
| 10 | H | -. 4032 | 3. 3624 | . 0000 |
| 11 | H | -1.6583 | 1. 2205 | . 0000 |
| 12 | H | -. 5451 | -. 8521 | . 0000 |

