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Abstract 

Sand failure may result in the production of formation sand at the same time the 

formation fluids are being produced. Sand failure occurs when the formation stress 

exceeds the strength of the formation which is derived majorly from the natural 

material that cements the sand grain and cohesive forces. The sand failure and 

production is a serious challenge that if not properly handled can have a drastic 

effect on oil and gas production rate, cause downhole and subsea equipment 

damage and also increase the risk of catastrophic failure.  

Several models are in existence for the prediction of sand failure in the oil and gas 

wells, but none of these models account for the failure effects of oilfield chemicals 

on the reservoir rock that has experienced significant use of these chemicals. 

Oilfield chemicals have many applications in the oil and gas industry and have 

been used extensively as inhibitor, surfactant, biocide, stabilizer, depressant, 

retarder, scavenger, defoamer, demulsifier and stimulant etc. However, the 

weakening effect that the chemical – formation interaction may pose on the grain 

fabrics has not been given attention by the current industry approach to 

geomechanical evaluation of reservoir rock for sand failure and production 

forecast.   

This work investigates the failure effects of some oilfield chemicals (corrosion 

inhibitor, scale inhibitor and biocide) on the geomechanical strength of reservoir 

rocks, the mechanisms of interaction as well as the mechanism of such failure. A 

combination of rock mechanical testing, grain size distribution analysis, analytical 

techniques and numerical modelling was used to establish and define the 

geomechanical and mechanical failure effects of these chemicals and the 

mechanisms of failure. The failure effects of the oilfield chemicals on sandstone 
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and carbonates may be integrated within any suitable and relevant existing sand 

failure prediction models. 

Results clearly show that dissolution/precipitation reaction took place leading to 

weakening of the reservoir grain fabrics and reduction of the geomechanical 

strength which in turn causes sand failure/production. This work has established 

that volume fraction and porosity change are functions of dissolution and 

precipitation reactions; and the dissolution/precipitation reaction is a function of 

the type of minerals in the rock.   

Key words: Sand failure, Geomechanical strength, Oilfield chemicals, Grain 

fabrics, Prediction models, Dissolution, Precipitation, Sandstone, Carbonates, 

Reservoir rocks. 
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Chapter One  

1 Introduction 

1.1      Background  

Sand failure is a serious challenge in the oil and gas industry which if not 

properly handled can have a drastic effect on oil and gas production rate, 

cause downhole and subsea equipment damage and also increase the risk 

of catastrophic failure. Sand failure occurs when the formation stress 

exceeds the strength of the formation (Oyeneyin et al. 2005) which is 

derived majorly from the natural material that cements the sand grain and 

cohesive forces. The factors that induce the stress on the sand grains 

include pore-pressure (since the strength and stiffness of the rock depend 

on the stresses within the sand granular fabric), drag forces by producing 

fluids, over-burden pressure loading and tectonic actions. Danielson (2007) 

and Salama (2000) observed that sand, as a consequence of sand failure, 

is produced at the same time as the reservoir fluids (oil and gas) are 

produced (Figure 1.1). Sand production (Figure 1.1) costs the oil and gas 

industry tens of billions of dollars annually (Acock et al. 2004, Al_Awad 

2001) to control, yet this produced sand is of no economic value. Several 

factors cause reservoir rocks to produce sand amongst which is the effect 

of the oilfield chemicals on the geomechanical strength of the rock. Oilfield 

chemicals have a wide range of applications in the petroleum industry and 

have been used extensively for decades as scale inhibitor, surfactant, 

biocide, stabilizer, friction reducer, gelling agent, depressant, retarder, 
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corrosion inhibitor, scavenger, defoamer, demulsifier and stimulant (Fink 

2003). However, the potential deleterious geomechanical effects of these 

chemicals on the reservoir formation rocks are often not considered by the 

existing industry approach to geomechanical evaluation and sand 

failure/production prediction of the reservoir formation that have 

experienced substantial application of these chemicals. Geomechanical 

evaluation of the effects of these oilfield chemicals on the properties of the 

reservoir rock is required in the development of accurate sand failure 

models (Oluyemi et al. 2010). When a chemical is injected into the reservoir 

rock, it is thought to be adsorbed via electrostatic and Van der Waals 

interactions between the inhibitor and formation minerals (Jordan, et al. 

1994a). The level of the chemicals adsorption into the formation is 

determined by such factors as temperature, pH, mineral substrate, chemical 

concentration and cations like Ca2+. Adsorption is faster and higher with the 

minerals like clay that have large surface area (Jordan et al. 1994b). The 

dissolution and precipitation of minerals that takes place as a result of 

chemical-reservoir rock interaction is capable of altering porosity and 

permeability of the reservoir rock. The alteration which could be a decrease 

or an increase depending on the mineral composition of the rock, particle 

size distribution, shape of the particle and the pore space can also affect 

the stability of the reservoir rock (Lamy‐Chappuis et al.  2014).  

A number of studies (Wilson 2016, Oluyemi 2014, Mohamed and Nasr-El-

Din 2013, Denney 2013, Bybee 2010, Egermann et al. 2011, Tomson et al.  

2008, Metcalf and Devine 2004, Kan et al. 2005, 2004, Ramachandran et 

al. 1999) have been undertaken to evaluate the effects of the interaction 
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between chemicals like hydrochloric acid (HCl), carbon dioxide (CO2), brine, 

water (H2O), diethylenetriamine penta (methylene phosphonic acid) 

(DETPMP), 2,2 bis(4-hydroxyphenyl)-4-methylpentane (BHPMP), corrosion 

inhibitor and reservoir rocks (limestone, sandstone and chalk) on the 

reservoir strength and properties. The purpose of these studies were to: (i) 

predict evolution of petrophysical properties of sandstone during diagenesis 

(Yang et al. 2017); (ii) determine the mechanisms involved in the chemistry 

of water flowback in a water/shale interaction (Wilson 2016); (iii) establish 

fundamental knowledge on the behaviour of clastic and carbonate rocks in 

the presence of a scale inhibitor (Oluyemi 2014, Tomson et al. 2008); (iv) 

investigate the effect of CO2-carbonate rock interaction on the strength and 

petrophysical properties of the rock (Mohamed and Nasr-El-Din 2013, 

Denney 2013, Egermann et al. 2011); (v) investigate wellbore integrity as 

it relates to CO2 migration during CO2/cement/brine interactions (Bybee 

2010); and (vi) assess rock strength after acid fracture treatment using HCl 

(Metcalf 2004). However, the chemicals used in some of the works (Yang 

et al. 2017, Wilson 2016, Mohamed and Nasr-El-Din 2013, Denney 2013, 

Egermann et al. 2011, Bybee 2010; Metcalf and Devine, 2004) do not have 

the same chemistry as the chemical inhibitors used in the oil and gas 

reservoirs and the investigations were not conducted on both clastic and 

carbonate rocks simultaneously. Different chemicals have different 

properties/chemistries and each of them may exert different geochemical 

effects on the reservoir rocks on application. As such, the corresponding 

results from these prior studies cannot be extrapolated to predict the effects 

of commonly used oilfield chemicals on failure tendency of reservoir rocks. 

Other works (Oluyemi 2014, Tomson et al. 2008), did not integrate 
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mechanical testing and mineral characterisation to define failure 

mechanisms in their studies and furthermore only investigated the 

interaction of the inhibitors with sandstone. It is therefore, difficult and 

limiting to use such results to predict the failure effects of oilfields chemicals 

on the geomechanical strength of other conventional reservoir rocks. 

The formation properties that may be affected by the chemical-formation 

interaction include: grain size distribution, porosity, hardness, permeability, 

Young’s Modulus, Unconfined Compressive Strength (UCS), shear strength 

and tensile strength. The interaction between the oilfield chemicals and the 

formation rock may give rise to the weakening of rock grain fabrics which 

often cause reservoir rock instability. This impact can cause serious field 

challenges like alteration in reservoir permeability, compaction and 

subsidence which can lead to sand failure and eventual sanding. Ability to 

predict the geomechanical and geochemical responses of the formation in 

the presence of the oilfield chemicals plays a key role in avoiding borehole 

vulnerability which in most cases can lead to sand failure during production.  

Predicting sand failure prior to drilling and production will enable evaluation 

of sand control options. The goal of Engineers and researchers has always 

been to have the ability to develop models that can predict if a well can 

produce the desired fluid without producing sand or predict that some type 

of sand control will be required before drilling or production take place. 

Different methods have been developed over the past decades (Veeken et 

al. 1991, Van den Hoek et al.  2000) to predict the onset of sand failure as 

a function of formation strength, drawdown and reservoir pressure. Wilson 

et al. (2002) focussed on establishing methodologies to predict the rate at 
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which sand is produced if the threshold for sanding is exceeded. 

Nevertheless, none of the methods accounted for the effect of oilfield 

chemicals. 

This current work investigates the effects of biocide, scale and corrosion 

inhibitors (oilfield chemicals) on the geomechanical strength of reservoir 

rocks and mechanisms of failure of rock in contact with the chemicals by 

integrating a wide range of laboratory testing and numerical modelling. 

These tests include: mechanical testing (uniaxial compression test and 

triaxial test), grain size distribution analysis and analytical techniques such 

as scanning electron microscope (SEM), energy dispersive X-ray analysis 

(EDXA) and X-ray powder diffraction (XRPD).  

 

Figure 1.1: Loose sand particles from unconsolidated reservoir rock flow into wells 

along with oil and gas damaging hardware and impending or stopping production 

(Energy future 2015). 
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1.2      Research gaps 

Following the review of previous works as presented in section 1.1, there is 

currently lack of comprehensive technical knowledge and understanding on 

the failure effects of the oilfield chemicals on the geomechanical strength of 

reservoir rocks and mechanisms of this failure. Several models exist to 

predict sand production in the reservoir rock. However, none of these 

existing prediction models accounts for the effect of oilfield chemical-

formation rock interactions.      

1.3      Aim and Objectives 

The aim of this research is to investigate the effects of oilfield chemicals on 

the geomechanical strength of reservoir rock numerically and 

experimentally and integrate these effects with an existing sand production 

prediction model. 

The objectives of this research are as follows: 

i. To establish the mechanism of the interaction between the chemicals 

and the formation. 

ii. To investigate and establish the impact of inhibitors’ injection on the 

mechanical, physical and petrophysical properties of the formation 

rock. 

iii. To evaluate the transformation/changes in the reservoir rocks due to 

geochemical reaction in space and time. 
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iv. To develop models of oilfield chemicals’ interaction with the various 

reservoir rocks suitable for integration with existing sand prediction 

model. 

1.4      Methodology 

This section gives a brief overview of the type of analysis and the 

parameters considered in this study. Mechanical testing, particle size 

distribution analysis and analytical (SEM, SEM/EDXA and XRPD) tests were 

conducted on sandstone and carbonate under static and dynamic conditions 

prior to and after treatment with the oilfield chemicals to determine the 

effect of scale inhibitor, corrosion inhibitor and biocide on the mechanical 

strength, Young’s Modulus, grain size distribution, elemental and mineral 

composition, pore volume, mineralogy, porosity and permeability of 

sandstone and carbonate.  

Numerical study was conducted using COMSOL multiphysics to evaluate the 

transformation/changes that took place due to oilfield chemical-formation 

interaction and establish the mechanism of interaction. The three-physics 

involved in the modelling are: fluid flow in porous medium solving Brinkman 

equation, chemical reaction solving Mass balance equation and rate laws to 

model the dissolution/precipitation of materials and transport of diluted 

species solving advection-diffusion equation. 

1.5      Contributions to knowledge 

The purpose for which this research was conducted is to contribute to the 

body of knowledge by providing a better understanding on the role the 

commonly used oilfield chemicals play in sand failure and production in the 
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oil and gas industry. Specifically, the research adds another dimension to 

our understanding of chemical-rock interaction and establishes failure 

mechanisms due to this interaction. The established failure mechanisms 

include: 

• Adsorption of oilfield chemicals to the mineral surface; 

• Dissolution of rock cementing materials thereby, increasing the 

porosity, leading to weakening of the grain-to-grain binding; 

• Precipitation of new materials that emanated from the continuous 

interaction of the de-bonded materials with other particles, and 

increase in concentration of calcium cation (Ca2+), pH leading to 

porosity reduction, strength increase and formation damage; 

• Ionic substitution between the oilfield chemicals and the minerals; 

• Expansion of the clay minerals in the presence of the chemicals 

leading to constriction of the pore throats. 

Furthermore, the failure effects of the oilfield chemicals on the formation 

rocks have been evaluated, established and quantified. These failure effects 

can be integrated with existing sand failure prediction models in order to 

make them more robust and accurate. Specifically the model developed by 

Liu et al. (1997), Appelo and Postma (2005) and Andersen et al. (2012) will 

be candidate models for this integration.     

1.6      Order of thesis presentation 

This section gives a general overview of the thesis layout as represented by 

the following three broad sections: chapters, references and appendices. 

There are seven (7) chapters in the thesis. 
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Chapter one: This chapter presents the background to the research 

problem of this thesis including aim and objectives, methodology, research 

gap and contributions to knowledge.    

Chapter two: This chapter presents a critical and systematic review of the 

previous works on the effects of chemical-rock interaction on key 

petrophysical and geomechanical properties (particle size distribution, 

porosity, permeability, mineralogy, Young’s modulus, confined and 

unconfined compressive strength-CCS and UCS), mechanisms of 

interaction, numerical modelling of the interaction between the chemicals 

and the reservoir rocks, sand failure, causes of sand failure, failure 

mechanism and sand failure/production prediction. The chapter discusses 

the limitations of the existing models, which forms the basis upon which the 

current research was carried out.  

Chapter three: This chapter presents a detailed discussion of 

methodology/approaches employed in this research to achieve the 

objectives of the thesis. The approaches include static saturation, analytical 

tests, mechanical test and particle size distribution analysis. 

Chapter four: This chapter presents results of the experimental work 

carried out to investigate the interaction between oilfield chemicals and 

formation rock. It further discusses the effects of the interaction on a range 

of geomechanical, petrophysical and mineralogical properties of formation 

rock such as the UCS and Young’s Modulus, particle size distribution, 

elemental and mineralogical composition of the rock under static condition 

using reservoir and outcrop samples. 
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Chapter five: This chapter presents results of the experimental work 

carried out to investigate the interaction between oilfield chemicals and 

formation rock. It further discusses the effects of the interaction on a range 

of geomechanical, petrophysical and mineralogical properties of formation 

rock such as the UCS, CCS and Young’s Modulus, particle size distribution, 

elemental and mineralogical composition of the rock under dynamic 

condition using only outcrop samples. 

Chapter six: This chapter presents the results of the numerical modelling 

carried out to validate the experimental results. It also discusses the 

procedure for the numerical modelling. 

Chapter seven: This chapter presents the overall conclusions drawn from 

the research findings and recommendations for further work. 
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Chapter Two  

2 Literature Review 

2.1      Introduction 

Chemical injection/squeeze has been a common operation in the oil and gas 

field primarily to either enhance productivity or inhibit scale formation and 

deposition and corrosion. Corrosion inhibitor is injected alongside acid to 

prevent corroding effect of acid on the pipelines and well casing. Scale 

inhibitor on the other hand is squeezed into the formation rock to prevent 

scale formation; whilst biocide is injected to control the activities of 

undesirable bacteria and microorganisms that cause corrosion of the 

pipelines and produce substances like H2S, organic acids, etc. that affect 

the yield and quality of oil and gas negatively. However, the negative effects 

that arise from the interaction between these chemicals and reservoir on 

the reservoir geomechanical properties and strength has not been 

investigated and quantified. Therefore, it is imperative to evaluate the 

geomechanical effects of these oilfield chemicals on the properties of the 

reservoir rock to be able to develop accurate sand failure prediction models 

(Oluyemi et al. 2010).  

This chapter reviews the relevant literature on the interaction between 

chemicals including oilfield chemicals and formation rock. Also reviewed are 

the mechanisms of chemical-rock interaction, the key petrophysical and 
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geomechanical properties of formation rock. The chapter also attempts to 

review the literature on sand failure, causes and mechanisms of sand failure 

as well as sand failure prediction models.  

Chemicals are injected into the reservoir rocks every moment for different 

purposes, such as stimulating oil production, inhibiting scale formation, 

preventing corrosion, enhancing oil recovery, etc. It is noteworthy that 

some of these chemicals are adsorbed to the mineral surface of the 

formation rock enabling interaction. A number of experimental studies have 

been conducted (Khather et al. 2017, Yang et al. 2017, Wilson 2016, 

Tarkowski et al. 2015, Oluyemi 2014, Zemke et al. 2010, Gaus 2010, 

Egermann 2011, Seto et al. 1997) to investigate the interaction between 

chemicals and the formation rock and how it affects petrophysical and 

geomechanical properties of the rock.  

2.2      Key petrophysical and geomechanical properties 

The purpose of this section is to review effects of chemical-rock interaction 

on the key petrophysical properties such as pore volume, particle size 

distribution, mineralogy, porosity and permeability; and geomechanical 

properties like UCS, CCS and Young’s modulus. The works of Zemke et al. 

(2010), Kaszuba et al. (2013), Oluyemi (2014), Tarkowski et al. (2015), 

Smirnov et al. (2016) and Khather et al. (2017) discussed alterations and 

changes of petrophysical properties (specific surface area, porosity, 

permeability, pore size and pore distribution) of reservoir rock due to 

dissolution/precipitation of minerals during rock-chemical interaction. 

However, the chemistries of the chemicals used in the studies by these 

authors do not have the same chemistries as those commonly used in the 
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oil field; therefore, the results cannot be extrapolated to interpret the 

behaviours of the commonly used oilfield chemicals.  

2.2.1      Pore volume, Porosity and Permeability 

Porosity is one of the key rock properties that is used to characterise porous 

media. Evaluating the effects of interaction between the oilfield chemicals 

and the reservoir rock on the reservoir properties is important to prevent 

the risk of rock strength weakening and sand failure and production 

potential that is associated with this interaction. Although some progress 

has been made to establish a relationship between porosity, permeability 

and rock strength, there is still lack of knowledge on how to factor the effect 

of oilfield chemicals into such a relationship. Experimental studies (Sarda et 

al, 1993; Palchik 1999) established that rock strength diminishes in tension 

and in compression when the volume fraction of voids increases. However, 

the rocks used for their investigation did not have contact with any fluid, 

hence the result cannot be used to interpret behaviour of reservoir rocks in 

contact with fluids. Further study by Zou et al. (2000) revealed that 

dolomite dissolution at the injection of brine has little effect on porosity and 

permeability. Li and Aubertin (2003), used the knowledge of existing 

relationships between porosity and uniaxial strength to appraise the 

influence of porosity on uniaxial strength in compression (σc) and tension 

(σt). The work proposed a general model that is applicable to various 

materials over a wide range of porosities. Unfortunately, the chemicals used 

in the study (water, moisture content and carbon dioxide) are quite different 

in composition from the oilfield chemicals being investigated in the current 

work, thus the results cannot be extrapolated to account for the effect of 
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the oilfield chemicals on the strength of the reservoir rock. Egermann et al. 

(2011) evaluated the petrophysical properties of carbonate rocks altered by 

fluid-rock interaction using CO2. The work revealed that permeability 

evolution as a function of the degree of dissolution is highly dependent on 

the pore structure. Recent work by Oluyemi (2014) reported sand failure 

due to scale inhibitor-rock interaction and proposed conceptual 

physicochemical failure models to analyse and explain the inhibitor-

formation interaction.  

Some limitations are identified in this work: 

• The models are theoretical and have not been completely proven.  

• Mechanical test and mineral characterisation were not performed; 

• Only scale inhibitor and sandstone were used, hence, results 

cannot to be used to predict the sanding potential of other 

reservoir rocks when interacted with other oilfield chemicals. 

 Tarkowski et al. (2015), Smirnov et al. (2016) observed no substantial 

change in the reservoir properties after the partial dissolution of the rock 

matrix and cements of sandstone and carbonates on exposure to CO2. 

Zemke (2010) and Khather et al. (2017) reported a slight increase in 

porosity and permeability of dolostone and sandstone respectively on 

exposure to CO2. A more recent study by Yang et al. (2017) investigated 

fluid-rock interaction during continuous diagenesis of sandstone reservoirs 

and their effects on reservoir porosity and found that calcite and feldspar 

dissolved due to the first organic acid incursion, resulting in the visual 

porosity increase. The result also showed that some minerals were 

precipitated at the last stage in an alkaline environment. It was concluded 
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that combination of petrographic observations, laboratory experiments and 

numerical simulations can, in addition to the ability to reconstruct the 

diagenetic process, also provide a quantitative evaluation and prediction of 

reservoir petrophysical properties.  

2.2.2      Particle size distribution and sorting 

The particle size distribution (PSD) of either powder, or granular material 

or particles dispersed in fluid can be defined as the mathematical function 

that indicates the sizes of particles (typically by mass) present and the 

proportions in which they are present. In determining the PSD, what comes 

to mind is the measurement of width or breadth of the distribution.  Dvorkin 

and Gutrierrez (2002) described particle size and particle size distribution 

as basic characteristics of sediment texture that has a direct effect on the 

quality of reservoir through porosity and permeability. PSD have influence 

on the reactivity of solids in chemical reactions and the mechanical 

properties (strength) of rock and soils. Oluyemi et al. (2006) postulated 

that a change in grain size distribution in a sand producing reservoir during 

oil and gas production can lead to a change in the UCS.  

Rahmati et al. (2013) attributed particle detachment with high pressure 

gradient due to fluid flow. Prasad et al. (2009) and Silva et al. (2015) 

conducted an experiment on room-dry carbonate and sandstone rocks 

respectively to improve the method for estimating the strength and found 

that particle size distribution is key in the prediction of uniaxial compressive 

strength. They presented the following correlations in Equations 2.1 and 2.2 

respectively, which account for the impact of PSD on the UCS of the 

reservoir rock:  
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𝑈𝐶𝑆 = 31,031/(𝐷𝑇𝑐
1.5𝑑𝑚

0.25)    [2.1] 

𝑈𝐶𝑆 = 9.42𝐸0.25/ф0.45𝑑𝑚
0.5    [2.2] 

where DTc = acoustic travel time (µsec/ft), dm = mean grain size (mm), E 

= Young’s modulus, ф = Porosity. 

However, the experiments were performed on untreated samples and in 

their natural form, hence cannot account for the effect of any fluids 

including the oilfield chemicals.  

Sorting measures the variation in the grain size of a sample encompassing 

the largest parts of the size distribution measured from the cumulative 

curve. The best approach for quantifying grain sorting globally is the use of 

graphic standard deviation suggested by Folk (1968) which is calculated as: 

𝜎1 = 
𝜑84−𝜑16

4
+

𝜑95−𝜑5

6.6
     [2.3] 

Where φ84, φ16, φ95 and φ5 are the percentile values. The grain size 

distribution in this case was assumed to follow a log-normal distribution 

(Andrew 2014). Folk (1968) used a classification scale for grain sorting 

(Table 2.1). 

𝜑 = −𝐿𝑜𝑔2𝑑      [2.4] 

Table 2.1: Sorting classification (Folk 1968) 

 

Logarithmic Standard Deviation Sorting Classification 

0.00 - 0.35 Very well sorted 

0.35 - 0.50 Well sorted 

0.50 - 0.71 Moderately well sorted 

0.71 - 1.00 Moderately sorted 

1.00 - 2.00 Poorly sorted 

2.00 - 4.00 Very poorly sorted 

> 4.00 Extremely poorly sorted 
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2.3      Geomechanical properties 

Formation rock evaluation which is based on two major factors (internal and 

external) that govern rock strength is usually carried out prior to execution 

of any major oilfield development activity such as drilling to ascertain the 

strength of the rock. The interconnectivity that exists between the effects 

of these internal (porosity, particle size distribution, compressive strength, 

mineralogy, cementation and type of cementation) and external (stresses 

that act on the reservoir rock) factors often time influence sand production 

(Oluyemi 2007). In this section, the effect of chemical-rocks interaction on 

the UCS, CCS and the Young’s modulus are reviewed. 

2.3.1   Unconfined compressive strength (UCS) and Young’s 

modulus 

Strength is a key property used for reservoir characterisation, as such it is 

relevant to investigate how this rock property is influenced by changes in 

other factors like porosity, grain size distribution, permeability, 

mineralogical and elemental composition of rock matrix. Compression is the 

most commonly used mechanical test in rock strength determination. 

Uniaxial compressive strength from this test is an intrinsic property 

introduced as a specific parameter in failure criterion for rocks (Li and 

Aubertin 2003). Previous works have shown that rock fabric and 

petrography play an important role in controlling mechanical properties of 

rocks (Török and Vásárhelyi 2010). Experimental modelling to investigate 

the effect of CO2-fluid-rock interaction on the strength of reservoir rock has 

been conducted by a number of researchers (Madland et al. 2011, 

Zangiabadi 2011, Shogenov et al. 2015, Lyu et al. 2016, Feng 2017,). They 
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found that the dissolution of minerals arising from the interaction between 

fluid and rock diminishes strength and stiffness. The results presented by 

these authors have provided vital information about rock 

properties/strength response to fluids invasion, but the substrate used for 

the studies was chalk which is naturally weaker than sandstone and 

carbonate. To establish a general relationship between porosity and UCS, 

Li and Aubertin (2003) used Equations 2.5 and 2.6 to formulate a general 

unified equation (Equation 2.7) that can be applied to both uniaxial tensile 

strength and uniaxial compressive strength of any material, but the model 

being developed for a variety of materials including rocks and soils may 

have some set back in that it is not developed specifically for the rocks, 

thus it may be difficult to delineate the cause of changes in rock strength.  

𝜎𝑡𝑛 = 𝜎𝑡0(1 − ф)𝑚      [2.5] 

𝜎𝑐𝑛 = 𝜎𝑐0(1 − 𝑓ф)2      [2.6] 

𝜎𝑢𝑛 = {𝜎𝑢0 [1 − 𝑠𝑖𝑛𝑥1 (
𝜋

2

ф

ф𝐶
)] + 〈𝜎𝑢0〉𝑐𝑜𝑠

𝑥2 (
𝜋

2

ф

ф𝐶
)}𝑋 {1 −

〈𝜎𝑢0〉

2𝜎𝑢0
}

 [2.7] 

where 𝜎𝑢 is the uniaxial strength, which can be used for compression (𝜎𝑢 

= 𝜎𝑐) and tension (𝜎𝑢 = 𝜎𝑡), σtn is the uniaxial tensile strength of the 

material with porosity ф, σt0 is a parameter representing the calculated 

strength of a similar nonporous material and m is an empirical constant, f 

is a pore space structure parameter, фC is the critical porosity of material 

when σu is zero, in tension (фCt) or in compression (фCc), σun is expressed 



23 
 

for porosity ф (≤фC), with σu0 corresponding to n = 0; x1 and x2 are material 

parameters, and MacCauley brackets ‹y› = 0.5(y+|y|). 

The influence of porosity and permeability on the rock strength has been 

reported by a number of researchers (Reyer and Philipp 2014, Palchik and 

Hatzor 2004, Palchik 1999, Sabatakakis et al. 2008; Chang et al. 2006). 

Other works (Hagan et al. 2012, Bastos et al. 2007, Kahraman et al. 2008) 

studied the effect of saturation on the strength. Evaluation of the influence 

of chemical (HCl, detergent, KOH and distilled water) attack on physical and 

mechanical properties of some rock from Brazil was carried out by Bastos 

et al. (2007); it was found that the interaction between the chemicals and 

the rock led to 25%, 24%, 27% and 13% strength reduction owing to 

treatment with HCl, detergent, KOH and distilled water, respectively. 

Kahraman et al. (2008) reported a range of 5.0% to 25.3% strength 

reduction in marbles under uniaxial compression test (UCT), Brazilian 

tensile test (BTS) and point load index test (Is) due to water saturation. 

Hagan et al. (2011) investigated the effect of potassium chloride (KCl) and 

copper sulphate (CuSO4) on coal and discovered an increase in strength. A 

study of chemical-rock interaction by Han et al. (2016) shows a weakening 

tendency of granite when treated with Na2SO4, NaOH and NaHCO3 and 

established that based on changes in porosities the relationships between 

the fracture toughness, splitting tensile strength, compressive strength of 

the specimens, and damage variable showed an exponential function, whilst 

the relations between the P-wave velocity of the granite specimens and the 

damage variable were linear.  
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Young’s modulus measures the ability of materials to resist elastic 

deformation under load. In other words, it measures the stiffness of any 

material. The stiffness of a component reflects the deflection capacity under 

a given load which depends on the Young modulus of the material, the 

loading style, the shape and size of the component. A stiff material has a 

high Young modulus and changes its shape only slightly under elastic load. 

Han and Dusseault (2002) reported increase in rock deformability due to 

the reduction effect of water-sand interaction on the Young’s modulus.  

In spite of the progress made to report the influence of chemical-rock 

interaction on rock strength and stiffness by these scholars, there are some 

limitations: 

• The fluids used in the studies have different chemistry from the 

commonly used oilfield chemicals. 

• Non-integrated approach was used to determine the effect of the 

interaction on the strength. 

2.3.2      Confined compressive strength (CCS) 

Chang et al. (2006) empirically related UCS and internal friction angle of 

sandstone, shale, limestone and dolomite to rock physical properties such 

as interval transit time, Young’s modulus and porosity (derived from 

geophysical well logs). The work revealed that a reasonable fit to the 

strength of weak sand was obtained when interval transit time (Δt) was 

used with equations 2.8 and 2.9. Furthermore, Equation 2.10 allows one to 

use porosity measurements to estimate weak sand UCS when porosity is 

relatively high (Φ>0.1). It was also pointed out that equation 2.11 fits some 
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of the weaker rocks with high interval transit time of sonic wave (Δt<80) 

and equation 2.12 allows estimation of UCS from porosity data over a 

narrow range of porosities (0.1<Φ<0.25). However, empirical equations are 

specific to a particular problem and do not have wide application. 

1.4138 𝑋 107∆𝑡−3      [2.8] 

1.745 𝑋 10−9𝜌𝑉𝑝
2 − 21      [2.9] 

277exp (−10𝛷)      [2.10] 

(7682/∆𝑡)1.82/145      [2.11] 

143.8exp (−6.95𝛷)      [2.12] 

Where Δt is the interval transit time (µs/ft), Φ is porosity, ρ is density 

(kg/m3) and Vp is P-wave velocity (m/s). 

Zoback (2007) defined strength as the value of the maximum principal 

stress at which a sample loses its ability to support the applied stress. The 

confined compressive strength simulates the strength of the reservoir at 

depth and it is determined using triaxial compression test (Figure 2.1). In 

an attempt to study the confined compressive strength model of rock for 

drilling optimization, Shi et al. (2015) proposed a new confined compressive 

strength model incorporating the effect of porosity and nonlinear 

characteristics with increasing confining pressure. The work found that the 

proposed model can be used to identify changes in UCS, in addition to 

identifying inefficient drilling situations of underbalanced and overbalanced 

drillings. However, the experiment was conducted on intact dry rock hence 

the results cannot be extrapolated to account for rock behaviour in the 
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presence of fluids. It is worthy of note that shear strength can be 

determined from either multi-stage triaxial test or conventional single-stage 

triaxial test. 

 

Figure 2.1: A sketch of shear failure as pressure is exerted axially (shown by the 

arrows) to the rock sample. 

2.4      Mechanisms of Chemical-rock interaction 

Understanding the mechanisms of interaction between the formation rock 

and the injected fluid plays a vital role in the determination of the effects 

the interaction would have on the strength of the formation rock.  

Zangiabadi et al. (2009, 2011) investigated the interaction between chalk 

and water and recognised dissolution of chalk grains and precipitation 

reaction as the cause of the water weakening in chalk. In a similar manner, 

Gutierrez et al. (2000) investigated the effect of fluid (water and synthetic 

oil) content on the mechanical behaviour of fractures in chalk to provide 

better understanding of the mechanisms of chalk-fluid interaction. It was 

found that capillary pressure and dissolution reaction are responsible for 

the chalk-water interaction. Again, water activity such as adsorption was 
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suggested by Risnes et al. (2003) as the mechanism governing the chalk-

water interaction. According to Anderson et al. (2012) advection, diffusion, 

dissolution/precipitation, ion exchange, aqueous equilibrium of carbon 

species, and charge balance are mechanisms of interaction between water 

and chalk. Han and Dusseault (2002) identified quartz hydrolysis, 

dissolution/precipitation as well as clay swelling in addition to capillary force 

as the mechanisms responsible for the formation water-weakening activity 

with sand that leads to instability and strength reduction in sandstone 

reservoir.  

2.5   Numerical studies of oilfield chemicals interaction with 

formation rock  

Interactions between chemicals and rock formation has great influence on 

several geological and geomechanical processes like hydrocarbon 

migration, mineralisation, diagenesis, ground water evolution as well as 

sand production in earth sciences. Understanding of processes like flow, 

heat transfer, multi-species transport and chemical reactions is required to 

predict the amount of precipitation, or dissolution over the entire period of 

fluid-rock interaction (Bartels et al. 2002). It is worthwhile to develop 

numerical schemes that will accurately model the effects of these chemicals 

on the reservoir rocks. The use of numerical simulation has been on the  

increase for the past decades for geochemical studies. It is used to predict 

geochemical behaviour over time scales as well as for setting up and 

interpreting experiments to understand natural processes (Marty et al. 

2015). In numerical modelling of fluid-rock interaction it is appropriate to 

consider heterogeneous chemical reactions that take place at the interface 
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between the aqueous reactive species in the pore-fluid and mineral in fluid-

saturated porous rock masses (Reitner et al. 2013). Numerical modelling 

has been used by a number of researchers (Beyer, et al. 2012, Mohamed 

and Nasr-El-Din 2013, Kang et al. 2014, Marty et al. 2015) to investigate 

fluid-rock interaction. Several other authors (Tartakovsky et al. 2007, 

Molins et al. 2012, Noiriel et al. 2013, Ovaysi and Piri 2014, Kang et al. 

2014, Chen et al. 2014, Liu et al. 1997) have discussed the complexity of 

the transport of a reactive fluid through a porous medium with dissolution 

as it embraces such processes as fluid flow, species transport, chemical 

reaction, and alternations of solid and porous structures. Coupling between 

advection, diffusion and reaction as well as the mineralogical heterogeneity 

that leads to complex reactive transport behaviours has also been discussed 

(Min et al. 2016).  

The numerical approach adopted in this work is based on solving the 

equations of fully coupled fluid flow, species transport and chemical/rock 

reactions.  

2.5.1      Geochemical interaction 

O’Brien et al. (2000) stressed the need to consider heterogeneous porosity, 

mineral dissolution and precipitation and the feedback between the 

reactions and porosity in any realistic model. However, the focus of their 

work was on deionized water and calcite. Several works have modelled the 

interaction between CO2 (Mohamed and Nasr-El-Din 2013, Bybee 2010, Xu 

et al. 2008, Kang et al. 2003), brine, water, acid (Metcalf 2004, Liu et al. 

1997,) and reservoir rocks numerically. Similarly, Wang and Zhang (2015) 

developed a numerical framework to model and simulate gas-liquid-solid 
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three phase interaction. The framework was discovered capable of treating 

the complicated problem associated with three phase (gas-liquid-solid) 

simulation. Minton et al (2015) modelled migration-diffusion-reaction 

process numerically in an idealized Lithium-Sulphur cell and observed 

precipitation of species produced at the discharge end. Saldãna et al. (2016) 

numerically simulated mixed-brine-CO2/H2S-rock interaction during the 

reinjection of non-condensable gases (NCG) to quantify the fluid-rock 

interaction for better understanding of NCG reinjection on the reservoir. An 

increase in porosity/permeability was discovered which diminishes further 

away from the injection point.  

Kan et al. (2004) studied the factors affecting scale inhibitor retention in 

carbonate-rich formation during squeeze treatment to provide mechanistic 

understanding of how inhibitors react with core material and develop a 

methodology that predict and control inhibitor/core reactions. The author 

discovered that the extent of inhibitor retention by carbonate-rich formation 

rock was limited by the amount of calcite that can dissolve prior to inhibitor-

induced surface poisoning. In a further study Kan et al. (2005) investigated 

adsorption and precipitation of an aminoalkyphosphonate onto calcite to 

quantify the interaction of phosphonates with calcite and relate 

phosphonate retention/release from formation material. It was found that 

after multiple layers of phosphonate are formed on the calcite surface, the 

solution is no longer at equilibrium with calcite.   

Baraka-Lokmane and Sorbie (2010) conducted a coreflooding experiment 

to study the effect of scale inhibitor (SI) concentration and pH on the 

inhibitor adsorption and on the evolution of the inhibitor and cation (calcium 
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and magnesium); as well as study the transport and inhibitor/carbonate 

rock interactions when less than 1 pore volume of inhibitor solution is 

injected. It was found that the higher the concentration of SI and the lower 

the pH, the more calcium dissolution is observed in the effluent. 

Kan et al. (1991) and Veloso et al. (2014) reported adsorption of scale 

inhibitor on sandstone formation. Yan et al. (2015) studied the interaction 

between scale inhibitors and shale and sandstone at an elevated 

temperature of 70oC to provide a mechanistic understanding on the effect 

of repeated squeeze treatment, temperature and flow rates on inhibitor 

return. It was observed that the sorption between phosphonate and Berea 

sandstones consists of fast and slow reactions which are kinetically 

controlled.  

Ramachandran et al. (1999) in another study, applied the molecular 

modelling technique to investigate the binding, adsorption, and film 

formation of imidazoline to iron carbonate during the interaction between 

corrosion inhibitors and iron carbonate. The study revealed that inhibitor 

film formation to nonconductive material like iron carbonate (FeCO3) may 

strengthen the corrosion product film, reducing its porosity and retarding 

transport of reactants to the corroding surface. 

However, certain questions regarding the effect of the interaction between 

the scale inhibitor, corrosion inhibitor, biocide and the formation rock on 

the geomechanical strength of the rocks; and their mechanism of 

interaction still remained unanswered. 
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2.5.1.1      Fluid flow 

The laws of flow of fluid through porous media are essential in the 

calculation of fluids (natural gas, underground water, petroleum) 

movement through sand and rocks. Pore-fluid flow is the main driving force 

that causes the heterogeneous chemical reactions at the interface between 

the pore-fluid and minerals. Fluid motion through the porous media is often 

described by Darcy law which is used as a momentum equation. In a single-

phase flow, Darcy law modified from Liu et al. (1997) is given as: 

�⃗� =  
𝐾𝐾𝑟

𝜇
( ∇⃗⃗ 𝑝 + 𝜌𝑔𝑧⃗⃗⃗⃗ )     [2.13] 

Where K is the rock permeability; Kr and µ are the relative permeability and 

viscosity respectively; ∇⃗⃗ 𝑝 is the vector that points to the direction of the 

largest pressure variation, g is acceleration due to gravity and the vector z 

is the unit upward pointing vector. However, a situation where the 

interaction leads to dissolution of mineral grains and precipitation of another 

mineral, the transport of species in the fluid cannot be accounted for by 

Darcy equation. This is because Darcy’s law cannot handle the viscous 

effects that arise from the free fluid flow (Lie et al. 1997). Hence, the need 

for Brinkman equation (Equation 2.14) which is an extension of Navier 

Stokes equation. The boundary conditions are the inflow (u.n = u0) and 

outflow (p = p0) with no slip (u = 0) wall. The general Brinkman equation 

is presented in Equation 2.14: 

𝜌
𝜕𝑢

𝜕𝑡
− ∇.Ƞ(�⃗� + (�⃗� )𝜏) − (

Ƞ

𝐾
𝑢 + ∇𝑝 − 𝐹) = 0  [2.14] 

∇. 𝑢 = 0 
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Where ρ denotes density of the fluid (kg/m3), Ƞ the dynamic viscosity 

(pa.s), u the velocity vector (m/s), p the pressure (Pa), k the permeability 

of the porous media (m2) and F the force that accounts for the influence of 

small compressibility effects (N/m2) and 𝜏 is tortuosity. The Brinkman 

equation interpolates between the Darcy’s law and Stokes equation. 

Fluid flow problem can be laminar or turbulent and has been solved by a 

number of studies using Darcy equation (Richardson et al. 2002), Navier 

Stokes equation (Strumendo 2016, Venetis 2015, Gupta and Kalita 2005, 

Assa et al. 2007) and Brinkman equation (Kobera 2008, Liu et al. 1997) 

depending on the nature of the problem. Bhatnagar-Gross-Krook (BGK) 

method which is a discrete approach for modelling fluid flow has also been 

used to model fluid-rock interactions with heterogeneous porosity (O’Brien 

et al. 2000). The current work models the flow of reactive oilfield chemicals 

through the porous media using the Brinkman equation which permits 

description of single-phase fluid motion in porous media and free fluid 

domains. The reason being that particles are expected to be released into 

the flow stream as the chemicals react with the porous media.  

2.5.1.2      Chemical reaction 

Chemical-rock interactions modelling include dissolution and precipitation 

of materials. When reactive fluids such as the inhibitor species are injected 

into the porous media, depending on such factors as temperature, pH, 

mineral substrate, chemical concentration and cations like Ca2+ they are 

adsorbed into the mineral surface via electrostatic and Van der Waal forces. 

The adsorbed chemical reacts with the mineral with which it is out of 
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equilibrium and begins to dissolve to produce new fluid composition at the 

interface which is supersaturated with respect to some other mineral phase 

(Putnis 2015). Most often the outcome of the chemical reaction with the 

rock is the dissolution and precipitation of mineral constituents of the rock 

which have been discussed extensively by several authors under various 

conditions as mentioned in section 2.5.1. The amount of mineral that 

dissolves or precipitates in a closed system is described in terms of chemical 

thermodynamics and kinetics as influenced by the superficial morphologies 

of the dissolving and precipitating species (Ritchie 1994). While 

thermodynamics stipulates the possible reactions, kinetics indicates the 

required time for the transformations and the reaction pathways. 

In modelling the dissolution/precipitation due to chemical reaction, the law 

of mass action and rate law play key roles. Appelo and Postma (2005) 

defined both laws respectively for mineral dissolution and precipitation as: 

𝑎𝐴 + 𝑏𝐵 ↔ 𝑐𝐶 + 𝑑𝐷      [2.15] 

𝐾𝑒𝑞 =
[𝐶]𝑐[𝐷]𝑑

[𝐴]𝑎[𝐵]𝑏
      [2.16] 

where K is the equilibrium constant and the [A], [B], [C] and [D] denote 

effective concentrations and a,b,c,d are the stoichiometry. 

In a simple reaction where compound A is converted to B by the reaction:  

𝐴 → 𝐵 

Reaction rate is the change in concentration with time (Figure 2.2). 
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Figure 2.2: Derivation of rates from concentration/time data (Appelo and Postma 

2005) 

The rate (Equation 2.17) is given a negative sign for concentration decrease 

of a reactant, while rate is positive with product increase, hence the order 

of reaction can be zero, first or second (Figure 2.3). 

𝑟𝑎𝑡𝑒 =
−𝑑𝑐𝐴

𝑑𝑡
⁄ =

𝑑𝑐𝐵
𝑑𝑡

⁄     [2.17] 

 

 

Figure 2.3: Order of reaction: (a) Zeroth order; (b) First order; (c) Second order 

(Appelo and Postma 2005) 

Appelo and Postma (2005) gave a general rate law (Equation 2.18) for the 

change in solute concentration due to mineral dissolution/precipitation as: 

𝑅 = 𝑘
𝐴0

𝑉
(

𝑚

𝑚𝑜
)
𝑝𝑜

𝑔(𝐶)    [2.18] 

(a) (b) (c) 
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where R is the overall rate (mol/L/s), k is the specific rate (mol/m2/s), A0 is 

the initial surface area of the solid (m2), V is the volume of solution (m3), 

m0 is the initial moles of solid, and m is the moles of solid at a given time. 

The overall rate in this case depends first on the specific rate k and the ratio 

of surface area, A0 to the solution volume, V; while, the factor (m/mo)p0 is 

responsible for the changes in the surface area (reactive surface site). P0= 

2/3 for a monodispersed population of uniformly dissolving or growing 

spheres and cubes, since m is proportional to the volume, or r3 which is the 

radius of a sphere or the side of a cube, while the surface area is 

proportional to r2. However, for a polydisperse crystal populations, P0 

becomes a function of the initial grain size distribution and log-normal size 

distribution values of up to P0 = 3.4 because the finest crystals dissolve 

selectively leading to modification of the size distribution (Dixon and 

Hendrix 1993). Larsen and Postma (2001) pointed out that the 

disintegration of the crystal during dissolution may also modify P0. g(C) is 

a function that comprises the effects of the solution composition on the rate, 

like the pH, the distance from equilibrium, and the effects of the catalysis 

and inhibition (Lasaga 1998). The mentioned authors modelled 

dissolution/precipitation rate of quartz and calcite during the interaction 

between water and sandstone as well as water and carbonate. Realising 

that the rate must slow down as equilibrium is approached, Rimstidt and 

Barnes (1980) introduced saturation state (Ω) into the rate equation 

(Equation 2.19) to change it from a zero order rate equation (Figure 2.4).  

Ω = IAP/K, where IAP is the Ionic Activity Product and K is the solubility 

product and the reaction rate for sandstone becomes: 
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𝑟 = 𝑘 ∗ (1 −
𝐼𝐴𝑃

𝐾𝑒𝑞
)      [2.19] 

where k is the rate constant and is equal to 10-13.7 mol/m2/s at 250C. 

Equation 2.19 defines the rate as positive at subsaturation, zero at 

equilibrium and negative at supersaturation (Figure 2.4). 

 

Figure 2.4: Kinetic dissolution of quartz based on equation (2.19) for a quartz soil 

(Appelo and Postma 2005)  

The rate is independent of the reactant concentration in zeroth order 

kinetics which is an implication that the rate is being controlled by the 

reactants or other unknown factors. This is exemplified by the dissolution 

of sulfate in water (Figure 2.5). The straight line obtained in Figure 2.5 is 

an indication of zeroth order dependence on the sulfate concentration. 



37 
 

 

Figure 2.5: Dissolved sulfate versus time for marine sediment incubated in the 

laboratory (Appelo and Postma 2005).  

Berner (1980) related the solubility of minerals to the dissolution 

mechanism and concluded that the dissolution of sparingly soluble minerals 

was controlled by surface processes while that of soluble minerals was 

controlled by transport processes predominantly.  

Liu et al. (1997) reported that geochemical modelling and computer 

simulation provide understanding on the damage caused by precipitation 

during the reactions of acids with formation minerals. A two-dimensional 

simulator was used by the author; which fully couple fluid flow, species 

transport, rock/fluid reactions including effects of grain growth/dissolution 

and the alteration of porosity and permeability to mineral reactions. The 

simulator was based on a model that consists of a set of mass and 

momentum conservation equations. The mass conservation equation was 

however, supplemented with reaction rates and sink/source terms which 

represent injection/production wells. In order to complete the model 
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formulation, the author included grain texture-porosity-permeability 

relations. 

Equations [2.18] and [2.19] were combined to model the dissolution and 

precipitation in the form: 

𝑅 = 𝑘 ∗ (1 −
𝐼𝐴𝑃

𝐾
) ∗

𝐴0

𝑉
∗ (

𝑚

𝑚0
)
𝑝𝑜

   [2.20] 

Equation 2.20 is adopted in the current work and it will be described 

extensively in section 6.3.6 of Chapter Six. 

2.5.1.3      Transport 

Transport of reactive fluid in heterogeneous porous media with dissolution 

of solid phase is a common phenomenon in rock formation and industrial 

application. The heterogeneity of porous media in geological formations is 

embodied by the heterogeneous porous structure (Min et al. 2016). 

Reactive transport modelling is an important tool used for the analysis of 

chemical, physical and biological processes in earth systems. Often time 

convection and diffusion play a key role in the transport of materials in air, 

water or soil. Several numerical methods have been implemented to model 

the fluid flow and transport with chemical reactions. Lattice Boltzmann (LB) 

method (Equation 2.21) was adopted by Kang et al. (2002), Kang, et al. 

(2006), Chen et al. (2013), Chen et al. (2014), Kang et al. (2014), Yoon et 

al. (2015).  

𝑔𝛼
5(𝑋 + 𝑒𝛼𝛿𝑡 , 𝑡 + 𝛿𝑡) − 𝑔𝛼

5(𝑋, 𝑡) =  −
𝑔𝛼

5(𝑋,𝑡)−𝑔𝛼
5,𝑒𝑞

(𝐶5,𝑢)

𝑇𝑠
+ 𝜔𝛼𝑞5    [2.21] 

where 𝑔𝛼
5 is the distribution function of the concentration of the 5th solute, 

Ts is the relaxation time, 𝑞5 is the source term associated with chemical 
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reaction in bulk fluids, 𝑔𝛼
5,𝑒𝑞

 is the corresponding equilibrium distribution, 𝑒𝛼 

and 𝜔𝛼  are the discrete velocity and associated weight coefficient, 

respectively, 𝐶5 is the concentration of the 5th solute. 

In an earlier study, Kang et al. (2002) developed a LB model that coupled 

flow and chemical dissolution for a system of two aqueous species in porous 

media. The study considered the dynamic processes of advection, diffusion, 

reaction, and the complex geometry of natural porous media as well as 

evolution caused by chemical reaction. 

In a further study, Kang et al. (2006) extended the model to account for 

advection, diffusion, homogeneous reaction within multiple aqueous species 

using Lattice Boltzmann’s method; the model also considers heterogeneous 

reactions between the aqueous solution and minerals, as well as changes 

in solid and pore geometry.  

Molins et al. (2012) observed that despite the fact that Lattice Boltzmann 

models are efficient and scalable for flow and transport problems, they do 

not have ability to incorporate the wide range of geochemical reactions 

available in many geochemical models. Again, the author reported that 

particle methods such as smoothed particle hydrodynamics that appear 

robust, are not suitable for large systems. The author used a direct 

numerical simulation method to characterise transport and structural 

parameter changes during CO2-rich brine injection. The injection of CO2-

rich brine through carbonate rock was seen to have induced different 

dissolution features depending on the CO2 concentration. The model 

considered flow, transport and geochemical reactions at the pore scale 
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using Navier-Stokes and Advection-diffusion-reaction as governing 

equations: 

𝜕𝑢

𝜕𝑡
+ (𝑢. ∇)𝑢 + ∇𝑝 = 𝑣∆𝑢    [2.22] 

∇. 𝑢 = 0 

𝜕𝜌𝑐𝑘

𝜕𝑡
+ ∇. 𝜌𝑢𝑐𝑘 = ∇. 𝜌𝐷𝑘∇𝑐𝑘 + 𝜌𝑟𝑘  [2.23] 

where u is the fluid velocity,  ∇𝑝 the pressure gradient, ck the total 

concentration of component k, ρ the fluid density, v the kinematic viscosity, 

Dk the diffusion coefficient of component k in the fluid, and rk the rate 

contribution of mineral precipitation-dissolution reactions to component k 

per unit volume of fluid. 

In a more recent study, Kang et al. (2014) further introduced a term that 

describes changes induced by dissolution of materials in porous media at 

the pore scale. The Lattice Boltzmann technique was applied by the author 

to coupled flow, transport, and reaction in a simple fracture medium and a 

more complex porous medium. It was found that the permeability-porosity 

relationship depends strongly on both different dissolution regimes 

characterized by Pe/Da and specific porous medium structure.  

Cementation of porosity due to carbonate precipitation was observed during 

the interaction of CO2 with minerals in fractured rocks, confined aquifer or 

fault (Yoon et al. 2015) using Lattice Boltzmann-based approaches for pore-

scale reactive transport. According to Min et al. (2016) the transport of a 

reactive fluid through a porous medium with dissolution is a complicated 
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process as it embraces multiple physicochemical sub-processes including 

fluid flow, species transport, chemical reactions, and alternations of solid 

and porous structures. 

Smooth particle hydrodynamic (SPH) method was used by Tartakovsky et 

al. (2007) to simulate reactive transport and mineral precipitation in porous 

and fractured porous media. The work demonstrated that SPH, Lagrangian 

particle method is an effective tool for studying pore-scale flow and 

transport and the reduction in the fluid flux increases with increasing 

Damkohler number for any reduction in porosity. The author claimed that 

precipitation in porous media occurs uniformly for large Peclet and small 

Damkohler numbers, and that complex processes like diffusion, reaction, 

and mineral precipitation were also modelled with ease. 

2.6      Sand failure 

Sand failure and production have been a serious challenge associated with 

unconsolidated or poorly consolidated formation rock. The effects of sand 

failure are detrimental to short or long term productivity of the well. The 

sand failure phenomenon is experienced severely in areas like Nigeria, 

Malaysia, Egypt, Venezuela, Indonesia, Trinidad, Canada and Gulf of Mexico 

which have their reservoirs at depths between 3,500 and 10,000 ft 

(Aborisade 2011). Several researchers and experts including Tronvoll et al. 

(2004), Fjar et al. (2008), Isehunwa and Farotade (2010), Richard (2013) 

have discussed sand failure taking into account different techniques used in 

the industry to control and alleviate the problem. The sand failure happens 

when formation stress exceeds the strength of the formation as the 

produced fluids ease the migration of the loose grains into the wellbore. 
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These stresses are shear, tensile, compressive and cohesive stresses. 

Khamehchi and Reisi (2015) described three types of sand production as: 

• Transient - the concentration of sand that declines with time under 

constant well production condition;  

• Continuous - a situation where the produced sand settles inside the 

wellbore and increases the hold-up depth;   

• Catastrophic sand production which is referred to events where the 

well is suddenly blocked and/or die due to a high influx sand rate.  

2.6.1      Causes of sand failure 

Aborisade (2011) recognised that such factors as degree of consolidation, 

reduction of pore pressure, production rate, reservoir fluid viscosity and 

increasing water production throughout the life of a well influence the 

tendency of a producing well to fail at certain point. Rahmati et al. (2013) 

indirectly linked drilling operations, cyclic effects of shut-in and start-up, 

operational conditions, reservoir pressure depletion and strength-

weakening effect of water to the cause of sand failure. Ability of any 

formation rock to withstand perforation depends solely and strongly on the 

grain-to-grain bonding. Yet, the degradation of the grain fabrics due to the 

interaction between oilfield chemical-reservoir rocks that leads to sand 

failure has not been properly accounted for. The degree of sand failure 

varies from reservoir to another. The mechanical characteristic that is 

considered when discussing the issue of consolidation is the compressive 

strength. However, the matrix material of well consolidated formation rock 

can also be degraded and produce sand when exposed to certain chemical 

attack.  
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2.6.2      Mechanisms of sand failure 

Three types of failure mechanisms have been reported by Santarelli et al. 

(1989) as: (1) excess deviatoric stress governed by the pressure drawdown 

which is the difference between formation and bottom-hole pressures; (2) 

excess tensile effective stress that takes place when the pore pressure 

gradient at the wall is larger than the total radial stress gradient and the 

total radial stress turns to tensile; and (3) fine migration which can cause 

cyclic but stable sand production as it reduces the permeability of the 

formation rock. Sarda et al. (1993) proposed tensile rupture and 

compressive rupture as mechanisms of sand failure. The tensile rupture is 

said to be possible if the fluid pressure gradient at the production face is 

larger than the gradient of the radial stress. It is also possible when the 

tangential effective stress does not exceed the level of compressive failure. 

Sarda et al. (1993) also reported that the compressive rupture is possible 

if the pressure gradient remains smaller than the gradient of the radial 

stress, and the effective tangential stress reaches the unconfined 

compressive strength critical level under symmetrical conditions.  

Seto et al. (1997) demonstrated the failure due to chemical effect [dodecyl 

trimethyl ammonium bromide (C15H34NBr), polyethylene Oxide (PEO), and 

aluminium chloride (AlCl3)] on the strength of sandstone in an attempt to 

evaluate the effect of chemical solutions on the rock strength to provide an 

understanding of underlying mechanism of the chemically assisted 

fracturing. Han and Dusseault (2002) reported that variations of capillary 

force with water saturation have more influence on sand failure than 
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chemical reactions in weakly consolidated sandstone at the onset of water 

breakthrough. 

An earlier study (Abass et al. 2002) observed that most existing 

mathematical models for predicting sand failure are based on failure 

mechanisms as pressure drawdown/compressive strength, Mohr Coulomb, 

cohesive strength failure, elastoplastic failure around perforation, 

viscoplastic modelling and empirical correlations.  The author reports that 

there are no guidelines on how these models can be applied based on the 

characteristics of the formation rock, and proposed tensile, shear, cohesive 

and pore collapse as well as failure due to chemical effects that occur when 

the cementation materials are weakened due to chemical interactions as 

the mechanisms of failure. Khamehchi and Reisi (2015) associated sand 

failure mechanisms with formation strength, flow stability, viscous drag 

forces, and pressure drop in the wellbore; however, they identified 

formation strength, in-situ stress and production rate as the most critical 

factors. The mechanisms of failure such as tensile failure, shear failure, 

cohesive failure, pore collapse and failure due to the effects of chemical 

activities of water, gas and acid on the carbonate cementing materials are 

well discussed (Pinkert and Grozic 2014, Abass et al. 2002). Rahmati et al. 

(2013) reported that shear and tensile failure, critical pressure gradient, 

critical plastic strain and erosion are based on pressure drawdown.  

2.7      Sand failure prediction 

It is imperative to have good knowledge of sand failure behaviour as a 

function of oilfield chemical-rock interaction to provide information 

necessary for the establishment of wellbore stability during chemical 
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injections. This information is critical in the planning of offshore/onshore 

well and successful production. Sand production in formation rocks which 

are known to be relatively young in geologic age poses a big challenge to 

the oil and gas producing companies. Most of the offshore oilfields 

worldwide are domiciled in unconsolidated sand reservoir that are prone to 

various degrees of sand production.  

Ability to predict reservoir failure prior to formation fluids production is vital 

in the decision of what control measures to put in place. Yet, the industry 

lacks enough predictable tools for this phenomenon due to insufficient 

knowledge on the conditions under which it takes place. For accurate 

prediction of sanding potential, such factors as formation strength, in-situ 

stress and production rate are usually critically considered. Other factors 

usually considered include mechanical properties, formation cementation, 

porosity, permeability, compressibility, pressure drawdown, and reservoir 

pressure. Several models exist to predict sand failure/production, however 

these models focused on the aforementioned factors without looking into 

the cause of changes in those factors; in addition, the models are specific 

to the type of the reservoir being studied. Earlier prediction techniques 

included statistical models, numerical models, mechanical logs, sand 

strength logs as well as core studies (Moore 1994). Completion engineers 

in newer offshore areas are often confronted with the challenge of sand 

production forecast, especially those without analogous reservoir 

performance that can serve as a guide. A combination of two or more of the 

existing categories are often used for prediction.  
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The first technique relating the formation shear strength to sand production 

in well was initiated by Stein and Hilchie (1972). Data from sonic and 

density logs were used to relate production of sand-producing well to that 

of the well under study. The limitation with this method is that a completed 

well that can produce large quantity of sand is required to obtain accurate 

and reliable results. 

Tixier et al. (1975) developed a log-derived model that focused on the rock 

mechanical properties. It was found that a threshold for sand existed at 

G/Cb = 0.8 X1012 Psi2; where G is the Shear modulus and Cb is the bulk 

compressibility. 

Coates and Denoo (1981) related sand production to the stress levels 

existing around the near-wellbore reservoir rock using Mohr’s circle stress 

analysis technique. Although the technique is well accepted, it can only be 

used in a well that does not produce significant volume of water. 

Weissenburger et al. (1987) developed an engineering system for sand 

production prediction. The system integrated geology, rock mechanics, 

logging and reservoir management information to forecast perforation 

cavity stability. Morita et al. (1989a, 1989b) presented numerical model 

and parametric studies on sand production prediction. The model 

considered well pressure, normalised pressure gradients at cavity surface, 

in-situ stresses, loading history, deformation and failure characteristics of 

rocks, perforation geometry and density, borehole inclination capillary 

pressure and rock-weakening effect by chemical reaction. However, their 

techniques are rarely used because they require extensive data. 
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In a different study, Liu et al. (1997) developed a two-dimensional 

geochemical simulator and its application to matrix analysis and design. The 

author observed that both laboratory and simulation results indicate that 

an acidizing treatment may induce formation damage due to the 

precipitation of by-products from the reactions of acids with the mineral 

component of rock. The simulator was also reported to be capable of 

predicting permeability and productivity improvements for typical acid 

treatments of both damaged and undamaged wells in sandstone formations 

whilst in carbonate formation it was capable of capturing the fingering and 

wormholing phenomena. The author provided a model that describes the 

dissolution rate as: 

𝜕𝑅𝑖

𝜕𝑡
= ∑ 𝐺𝑖(𝑗)

𝑁𝑠
𝑗=1       [2.24] 

where i is the mineral, j is the mineral reaction, N is the number of mineral 

reactions (kinetic reactions) and a positive value of Gi(j) stands for 

dissolution, whilst a negative value means mineral precipitation. 

Van den Hoek et al. (2000) combined theory and laboratory experiment to 

predict sand failure around cylindrical and hemispherical cavities in weak 

sandstones under a variety of in-situ stress and dynamic conditions. 

Contrary to previous sand failure concepts, it was found that whether a 

cavity failed in compression or in tension for most cases depends only on 

cavity size, and not on near-wellbore stress or drawdown.  

Wu et al. (2002) developed a model that was based on poroelasticity and 

brittle plasticity with a critical equivalent plastic strain on cavity surface as 

the sanding criterion. The model was applied in a gas field to predict sand 

production. The result shows that the calculated drawdown pressure was 
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higher than that based on linear elasticity, but lower than those based on 

plasticity model; depletion of reservoir pressure significantly decreased the 

critical drawdown pressure; and sand was produced when the fractures 

were visible on the cavity surface. Other works (Nouri et al. 2006, 

Vardoulaski et al. 1996, Scheuermann et al. 1998, Papamichos and 

Vardoulakis 2005, Nouri et al. 2003) used continuum models based on 

elasto-plastic constitutive models to model laboratory and field-based data. 

The models, besides lacking details of the underlying mechanics of sand 

production process, do not account for the effects of oilfield-rock interaction 

on the geomechanical strength. Most of the existing sand production 

prediction models have been extensively reviewed by Rahmati et al. (2013). 

The reviewed models were found to have fundamental deficiencies that 

need to be addressed. Some recommendations that cover many aspects 

were made by the study, however the aspect of the sand production due to 

the weakening effect of the oilfield chemicals was not given a consideration. 

Experimental study of the effect of water-cut on sand production by Wu et 

al. (2005) shows that effect of water-cut on the perforation strength and 

sand production is dependent on the mineralogical composition of the 

sandstone and the degree of residual water saturation are the determinant 

factors of the water-cut effect. The result also shows that the effect is most 

significant for sandstone that has high content of clay and low residual water 

saturation.  

Boutt et al. (2011) presented a two-dimensional fluid-solid model that 

quantifies the micro-mechanisms responsible for sand production. The 

model was used to capture initial sand production due to early-time 

drawdown and later-time results show episodic sand production rate 
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associated with formation stability and instabilities. It was observed that 

high confining pressure inhibits the production of sand through elevated 

interparticle contact forces.   

A volumetric sand production prediction model is presented by Azadbakht 

et al. (2012). The work associated sanding in injector well with the back-

flow and cross-flow created during shut-in as well as waterhammer pressure 

pulsing in the wellbore resulting from the changes in flow rate. The model 

captures stress-dependent elasticity, hardening, softening and dilatancy of 

sandstone. The model states that the rate of sand mass produced is 

proportional to the specific flow rate: 

𝑑𝑚𝑠

𝑑𝑡
=  𝜆𝜌𝑠(1 − ф)(𝑞𝑢 − 𝑞𝑐𝑟)   [2.25] 

where ms is the specific mass flux, qu = specific discharge normal to the 

boundary, qcr = critical value of specific discharge, λ = erosion rate 

coefficient, ф = rock porosity and ρs =grain density.  

In order to improve the sanding rate prediction, Papamichos, et al. (2001) 

suggested introduction of an erosion coefficient λ as a function of equivalent 

plastic strain (EPS) since using it as a constant could lead to physically 

unrealistic behaviour. As such sand is produced at the rate given by 

Equation 2.16 until the porosity of the element reaches a critical value. The 

model accounts for the water weakening effect. 

Recent study by Suez and Subbiah (2014) produced a sand failure 

prediction model that quantified the fundamental properties that govern 

deformation and failure - Young modulus, UCS, poisson’s ratio, internal 

friction angle, grain size, tensile strength, pore and overburden pressure as 

well as the magnitude and direction of the horizontal stresses. It was found 
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that sand failure occurs when the draw down pressure exceeds a critical 

limit. A more recent work by Khamehchi and Reisi (2015) presented a sand 

failure model that was developed using a ratio of Shear modulus to bulk 

compressibility technique; thus empirically relating the ratio of Shear 

modulus to bulk compressibility to sand influx. 

Gholami et al. (2016) developed an analytical model to predict the volume 

of sand shear failure during drilling and production using a carbonate 

reservoir. The model determines the shape factor based on different failure 

criteria taking into account the effect of the intermediate principal stress. 

The model is presented in Equation 2.26: 

𝑉 = 
𝜋

4
𝑎𝑏 −

𝜋

4
𝑏2 =

𝜋

4

1−𝑐

𝑐
𝑏2     [2.26] 

Where V is the rate of sand production per unit length of the wellbore 

(m3/m), a and b are the borehole length and diameter, respectively, c is a 

function of borehole diameters which is defined as: 

𝑐 = 𝑏 𝑎⁄         [2.27] 

The reliability of this model, however, is dependent on the accurate 

determination of the geomechanical parameters prior to the production 

stage when using wells and field data.  

Li et al. (2018) presented a finite element based approach for simulating 

the realistic sanding process, putting into consideration the coupling 

between mechanical failure and hydrodynamic erosion of the rock. Results 

revealed that plastic strain and flow velocity around the wellbore majorly 

control sand production. The author further reported from the experimental 

point of view that initial sanding occurs only after the strength of the rock 

is outweighed and the material enters a strain softening phase. The models 
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developed for the prediction of sand production are presented in Equation 

2.28 and 2.29: 

�̇�

𝜌𝑠
𝜆(1 − ∅)√𝑞𝑖𝑞𝑖     [2.28] 

𝜆(𝛾𝑝) = {
0
𝜆1 
𝜆2

 (𝑒𝑝 − 𝑒𝑝𝑒𝑎𝑘
𝑝

)  𝑖𝑓 𝑒𝑝 < 𝑒𝑝𝑒𝑎𝑘
𝑝

 [2.29] 

 

                          𝑖𝑓 𝑒𝑝𝑒𝑎𝑘
𝑝

≤ 𝑒𝑝 ≤ 𝑒𝑝𝑒𝑎𝑘
𝑝

+ 𝜆2
𝜆1⁄  

                                                𝑖𝑓 𝑒𝑝 > 𝑒𝑝𝑒𝑎𝑘
𝑝[

+ 𝜆2 𝜆1⁄  

 

where 𝑒𝑝 is the plastic strain shear strain; 𝑒𝑝𝑒𝑎𝑘
𝑝

 is the shear strain at 

peak strength; and λ1 and λ2 are calibration constant which can be obtained 

through calibrations with experimental sand production data (Papamichos 

and Malmager 2001; Papamichos et al. 2001). This implies that sand 

erosion cannot occur until after the critical strength of the rock is exceeded 

as presented in equation 2.28.  

2.8      Summary 

An attempt has been made to present a general review of the effects of 

interaction between the reservoir rocks and CO2, brine and a range of 

chemicals including oilfield chemicals on rock properties using experimental 

and numerical approaches. The review covers the key petrophysical 

(particle size distribution, pore volume, porosity and permeability), 

geomechanical (unconfined and confined compressive strength and Young’s 

modulus) and geochemical (fluid flow, transport and chemical reaction) 

properties, relating them to sand failure/production potential in the 

reservoir rock. An extensive review of mechanism of fluid-rock interaction, 

sand failure, causes of sand failure, mechanism of sand failure and sand 



52 
 

failure prediction was also carried out. Again, attempts were made to 

identify and present the existing gap in knowledge on the effect of 

interaction between the oilfield chemicals and the reservoir rocks in this 

chapter.      
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Chapter Three  

3 Research Methodology/Approach 

3.1      Introduction 

In this Chapter the methodology and approach including materials and 

equipment used for the work reported in chapters 4 and 5 are discussed 

extensively. Two approaches, experimental and numerical were used to 

determine the effect of interaction between selected oilfield chemicals and 

the formation rock as indicated in the schematic diagram (Figure 3.1) 
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Figure 3.1: Schematic diagram of the methodology 

The untreated samples were tested for strength, morphology, texture, 

elemental and mineralogical composition prior to chemical saturation using 

mechanical testing, Scanning Electron Microscopy (SEM)/Energy Dispersive 
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X-ray analysis (EDXA) and X-Ray Powder diffraction (XRPD) test. The 

purpose of these tests was to identify and quantify the changes the 

interaction between the chemicals (biocide, scale inhibitor and corrosion 

inhibitor) and the formation rocks have made to these properties.  

3.2      Materials and equipment 

Two sets of core samples, real reservoirs and outcrop core samples were 

used in this study. The samples include four (4) cylindrical real reservoir 

sandstone core samples obtained from Egoli 1 well in Niger Delta (Nigeria), 

five (5) cylindrical limestone core samples obtained from Sokoto and 

Anambra Basins, Nigeria; twenty-seven (27) sandstone outcrop and 

twenty-seven (27) carbonate outcrop core samples obtained from Kocurek 

Industries Ltd, believed to have their origin from Texas, USA. The 

geometrical parameters of the real core samples and outcrop samples used 

for the static saturation are presented in Table 3.1; whilst the geometrical 

parameters of the outcrop samples used for the dynamic saturation and 

triaxial test, respectively are presented in Tables 3.2 and 3.3. The oilfield 

chemicals considered in this work are the commonly used ones obtained 

from REDA Oilfield UK Ltd; they include corrosion inhibitor (glycine betaine 

- C5H11NO2), biocide (glutaraldehyde - C5H8O2), scale inhibitor Aminotri 

(methylenephosphonic acid) - ATMP (C3H12NO9P3), see chemical structures 

in Figure 3.2. The choice of these chemicals is based purely on the fact that 

they are commonly used in the oil and gas field.  
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Table 3.1: Geometrical parameters and location of real reservoir and outcrop core 

samples used for static saturation  

 

Figure 3.2: Structures of the selected oilfield chemicals 

ATMP is a colourless aliphatic amine acid with a strong oxidizing properties.  

Its log octanol-water partition coefficient (log Kow = -3.53 hence possess 

low bioaccumulation potential), it is soluble in both acids and bases 

Sample 
identifiers 

Mean L 
(mm) 

Mean D 
(mm) L/D Depth (ft) Location 

SST-1 31 57 0.5 1946-1966 Niger Delta 
SST-2 39 56 0.7 1946-1966 Niger Delta 
SST-3 27 59 0.5 4009-4022 Niger Delta 
SST-4 22 62 0.4 1580-1583 Niger Delta 
LST-0 29 57 0.5 34-39 Sokoto Basin 
LST-3 50 47 1.1 131 Anambra Basin 
LST-4 35 54 0.6 22-25 Sokoto Basin 
LST-5 46 46 1.0 53 Anambra Basin 
LST-6 41 58 0.7 88-101 Sokoto Basin 

SST = Sandstone; LST = Limestone; L = Length; D = Diameter 

LP 50 38 1.3 600 Millsap 
LP 51 38 1.3 600 Millsap 
LP 51 38 1.3 600 Millsap 
LP 51 38 1.3 600 Millsap 
LP 50 38 1.3 600 Millsap 
ED 50 38 1.3 600 Austine 
ED 50 38 1.3 600 Austine 
ED 50 38 1.3 600 Austine 
DP 51 38 1.3 600 Austine 
DP 50 38 1.3 600 Austine 

LP = Leopard (sandstone);  ED = Edward brown (carbonate); DP = Desert Pink (carbonate) 
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including most brine and can disperse available solids; it is water soluble at 

1000mg/L. Three active phosphate groups can be identified with ATMP. This 

attribute makes three potential reacting sites with calcium cations possible 

(Pairat and Sumeath 1997). ATMP is adsorbed to formation mineral surface 

via Van der Waals interactions as a function of pH, temperature, mineral 

substrates, and involves cations like Ca2+. Nevertheless, interaction of low 

pH ATMP with formation rock can cause deleterious dissolution of minerals 

(pitting) leading to sand production (Jordan et al. 1994). 

Glutaraldehyde otherwise called 1,5-pentane dial belong to the aldehyde 

family. It is a colourless liquid with pungent odour. Its log octanol-water 

partition coefficient, log Kow is -0.18, thus bioaccumulation potential, water 

solubility is 16720mg/L. The functional group of glutaraldehyde reacts with 

basic constituents of proteins (Videla 2002). Glutaraldehyde is pH sensitive 

and work well in neutral to alkaline water (Karnovsky 1965).  

Betaine is a neutral organic compound with a positively charged cationic 

(quaternary ammonium) and a negatively charged carboxylate group. Its 

log octanol-water partition coefficient, log Kow is 4.93, hence low 

bioaccumulation potential and water solubility is 1000g/L. Betaine has 

significantly lower adsorption levels on limestone than it has on sandstone 

and adsorption increases by divalent ions (Mannhardt et al. 1993).   
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Table 2.2: Geometrical parameters and location of outcrop core samples used for 

dynamic saturation  

 

 

 

 

 

 

 

Sample 
Identifiers 

Mean 

L 
(mm) 

Mean 

D 
(mm) L/D 

Depth 
(ft) Location 

LP 1 51 38 1.3 600 Millsap 

LP 2 50 38 1.3 600 Millsap 

LP 3 51 38 1.3 600 Millsap 

LP 4 50 38 1.3 600 Millsap 

LP 5 51 38 1.3 600 Millsap 

LP 6 51 38 1.3 600 Millsap 

LP 7 50 38 1.3 600 Millsap 

LP 8 50 38 1.3 600 Millsap 

LP 9 51 38 1.3 600 Millsap 

LP 10 51 38 1.3 600 Millsap 

LP 11 51 38 1.3 600 Millsap 

LP 12 50 38 1.3 600 Millsap 

LP 13 51 38 1.3 600 Millsap 

LP 14 51 38 1.3 600 Millsap 

LP 15 51 38 1.3 600 Millsap 

ED 1 51 38 1.3 600 Austine 

ED 2 50 38 1.3 600 Austine 

ED 3 50 38 1.3 600 Austine 

ED 4 51 38 1.3 600 Austine 

ED 5 51 38 1.3 600 Austine 

ED 6 51 38 1.3 600 Austine 

ED 7 50 38 1.3 600 Austine 

ED 8 51 38 1.3 600 Austine 

ED 9 50 38 1.3 600 Austine 

ED 10 50 38 1.3 600 Austine 

ED 11 51 38 1.3 600 Austine 

ED 12 51 38 1.3 600 Austine 

ED 13 51 38 1.3 600 Austine 

ED 14 50 38 1.3 600 Austine 

ED 15 51 38 1.3 600 Austine 

LP = Leopard; ED = Edward brown; L = Length; D = 
Diameter 

 



77 
 

Table 3.3: Geometrical parameters and location of outcrop core samples used for 

dynamic saturation and triaxial test  

 

3.3      Pre and post-chemical treatment test programme 

The pre and post-static and dynamic chemical saturation (treatment) tests 

were conducted on the cores to establish changes that have taken place in 

the rock petrophysical and geomechanical properties (UCS, particle size 

distribution/sorting, mineralogical and elemental composition, porosity and 

permeability) as a result of interaction between the core samples and the 

selected oilfield chemicals. 

3.3.1 Mechanical testing 

Uniaxial compression and triaxial tests were carried out on the core samples 

in accordance with the recommended international standard for Rock 

Mechanics (ISRM), (Bieniawski and Bernede 1979) and ASTM D2166-80 to 

determine their unconfined compressive strength, confined compressive 

strength and Young’s modulus.   

Sandstone 

Sample 
identifiers 

Mean L 
(mm) 

Mean D 
(mm) L/D 

Depth 
(ft) Location 

LP 4 102 51 2 600 Millsap 

LP 7 102 51 2 600 Millsap 

LP10 102 51 2 600 Millsap 

LP 13 102 51 2 600 Millsap 

LP 29 102 51 2 600 Millsap 

LP 34 102 51 2 600 Millsap 

Carbonate 

ED 7 102 51 2 600 Millsap 

ED 8 102 51 2 600 Millsap 

ED 10 102 51 2 600 Millsap 

ED 14 102 51 2 600 Millsap 

ED 33 102 51 2 600 Millsap 

ED 36 102 51 2 600 Millsap 
 



78 
 

3.3.1.1   Uniaxial compression test 

Uniaxial compression test (UCT) was conducted on untreated and oven 

dried chemically treated cylindrical core samples (Figure 3.3a) to measure 

the uniaxial compressive strength (UCS) of the rock. The test was 

performed using a screw-driven mechanical test machine Instron® 3382 

that has a load capacity of 150kN. The weight, length, and diameter of the 

cores were measured and recorded prior to the tests. The length and the 

diameter were measured using digital Vernier calliper. The core samples 

were loaded in the displacement control (Figures 3.3b,c) at a rate of 

0.5mm/min and 1 point/sec data rate until failure occurred. The load and 

the corresponding displacement were continuously recorded using the test 

machine in-built data logger and the linear variable differential transformer 

(LVDT) at 73 0F. The stress (σ)-strain (Ɛ) curve was plotted and the UCS 

was determined from the maximum load and the average diameter of the 

core sample using equation 3.1.  

UCS = 
𝑃𝑚𝑎𝑥

𝜋∗(
𝐷

2
)
2    [3.1] 

where Pmax = Maximum load (N), D (m) = diameter of the core sample and 

UCS expressed in MPa.  

The crosshead displacement was used to obtain the strain values used to 

plot the stress-strain curve for the UCS. The Young’s modulus was 

measured using strain gauge and half (1/2) Wheatstone bridge. Prior to the 

test, the LVDT and the Instron 3382 were calibrated (Figure 3.3d); using 

the procedure in appendix D. A dummy sample was available as a control. 
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The stress-small strain slope was used to calculate the Young’s Modulus (E) 

using equation 3.2. 

E = 
𝐶ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑠𝑡𝑟𝑒𝑠𝑠

𝐶ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑠𝑡𝑟𝑎𝑖𝑛
 = 

∆𝜎

∆𝜀
   [3.2] 
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Figure 3.3: Unconfined compressive strength determination using uniaxial 

compression test device: (a) Sandstone and limestone samples with strain gauge; 

(b) Instron 3382; (c) Core sample positioned between the loading platen before 

test; and (d) Test device calibration  

3.3.1.2     Triaxial test 

Fourteen (14) outcrop core samples (seven sandstone and seven 

carbonate), prepared to a nominal size of 50 mm diameter and 100 mm 

long were used to perform the multiple failure triaxial test. The geometrical 

parameters of the outcrop samples used for pre- and post- chemical 

treatment triaxial test are presented in Table 3.3.  

(a) (b) 

(c) (d) 
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The pre- and post- chemical treatment triaxial tests were carried out using 

Hoek cell (Figure 3.4) in accordance with the method proposed by the 

International Society for Rock Mechanics (ISRM). The test was conducted 

to determine the peak strength envelope, the residual strength envelope, 

the angle of internal friction, the apparent cohesion or shear strength, and 

Young’s Modulus under compression. The multiple failure type of test was 

performed due to the limited amount of sample available for chemical 

treatment and cost consideration. As such, only betaine which was observed 

to have produced the most impact on other parameters and brine which 

serves as control were injected (dynamic saturation) into the samples for 

the triaxial test. The confining pressure was applied using a hydraulic pump 

and was monitored by a calibrated diaphragm type pressure transducer 

(Figure 3.4). 

The provided unconfined compressive strength of carbonate and sandstone 

by the supplier (Kocurek Industries ltd) were 4,000 psi (27.6 MPa) and 

3,000 psi (20.7 MPa) respectively. Based upon these strength values, the 

confining pressure applied to fully characterise the rocks both in brittle zone 

and beyond the brittle-ductile transition are: 3, 6, 9, 12, 15, 20, 30, 40, 50 

and 60 MPa.  

To allow the multiple failure test to be carried out, the axial load was applied 

in displacement control to a nominal axial strain rate of 10-5 s-1. This was 

regulated by two diametrically opposite axial LVDT’s which were connected 

to the ram of the testing machine to provide feedback to the control system. 

The axial load was applied by a calibrated Denison-Mayes compression 

testing machine. 
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The axial load, axial displacement and the confining pressure were logged 

in real-time on a computer at a sampling rate of 1 Hz. 

 

Figure 3.4: Rock triaxial equipment  

Rock sample was placed in a rubber sleeve to prevent ingress of pressuring 

fluid (hydraulic). Confining pressure was applied, and held constant. Axial 

load was slowly applied at the above stated strain rate, until the peak axial 

load was attained. The confining pressure was increased, and the axial load 

was further increased until the peak load was attained. The process was 

repeated until the peak failure load for the chosen confining pressure has 

been determined. 

The straight line Mohr-Coulomb failure envelope was fitted to the peak 

failure data. The residual strength envelope was obtained by slowly 

reducing the confining pressure after the maximum residual load was 

stabilised, and monitoring the resulting axial load.  
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The Young’s modulus for each sample was calculated from its strain-stress 

plot, however, these are moduli at a given confining pressure rather than 

unconstrained uniaxial compression. This shows how the elastic modulus is 

affected by triaxial stress. In order to do this, the load was cycled once and 

the average Young’s modulus calculated as the load increased. The 

description of the deformation from the measured modulus was based on 

the proposed classification of deformity by International Aerospace 

Environmental Group (IAEG) (1979) as presented in Table 3.4. 

Table 3.4: Classification of deformability 

 

3.3.2 Analytical characterisation 

Analytical characterisation of the untreated and chemically treated core 

samples was carried out using scanning electron microscopy (SEM), energy 

dispersive X-Ray (EDXA) and X-Ray powder diffraction (XRPD) to identify 

and quantify the chemical changes that occurred within the rock fabric 

which provides evidence of potential damage to the rock fabric. The 

effluents from the saturation tests were also subjected to inductively 

coupled plasma optical emission spectrometry (ICP-OES) and particle size 

distribution analysis. 

Class Young 
modulus 

(GPa) 

Deformation 
Description 

1 < 5 Very high 
2 5 – 15 High 
3 15 – 30 Moderate 
4 30 – 60 Low 
5 > 60 Very low 
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3.3.2.1  Elemental analysis using SEM/EDXA 

Both untreated and oven dried chemically treated core samples were cut 

into nuggets, degreased with acetone before mounting on a stub. Rock 

being a non-conductive material was coated with carbon at a thickness of 

about 20 nm, ensuring the sample was well covered. The choice of the 

carbon coating thickness was informed by the fact that it is too small or thin 

to influence the elemental analysis. With the help of carbon putty the 

conductive material is brought as far up the sides of the sample as possible. 

Zeiss EVO LS10 variable pressure scanning electron microscope with a 

smart camera for controlling the microscope and capturing images was used 

to conduct the analysis. The system was set to chamber pressure of 100 

Pa, a working distance of 8.5 mm, accelerating potential of 20kV and 

varying magnifications (250X – 2.00 KX). EDX analysis system operates as 

an integrated feature of an SEM. It is not capable of operating on its own. 

Specimen is bombarded with an electron beam inside the scanning electron 

microscope during EDX analysis. 

3.3.2.2 Mineralogical analysis using XRPD 

Both whole rock and clay fraction analyses were carried out by means of X-

Ray powder diffraction (XRPD) using identification and quantification of 

polycrystalline materials.  

In the whole rock analysis, bulk samples were wet ground for twelve (12) 

minutes (in ethanol) in a McCrone mill and sprayed dried with an air brush 

to produce random powder specimens as described in Hillier (1999). The 

XRPD patterns were recorded from 2 - 750 2θ using cobalt Kα radiation, 

counting for 2 seconds per 0.020 step. Quantitative analysis was made by 
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a normalised full pattern reference intensity ratio (RIR) method as 

described by Omotoso et al. (2006). Expanded uncertainty using a coverage 

factor of 2, i.e. 95% confidence, was given by X±0.35, where X = 

concentration in wt.% (Hillier 2003).  The analysis was performed bearing 

in mind that for phases present at trace level (<1%) there may also be 

uncertainty as to whether or not the phase is truly present in the sample, 

since this is both phase and sample dependent.  

In clay fraction analysis, <2μm portion of clay obtained by timed 

sedimentation was prepared as an oriented mount using the filter peel 

transfer technique. The fraction was scanned from 2-45° (2θ) in the air-

dried state, after glycolation, following heating at 300°C for one hour. Clay 

minerals identified were quantified using a mineral intensity factor approach 

based on calculated XRPD patterns. Unless otherwise stated, for clay 

minerals present in amounts >10wt.% uncertainty is estimated as better 

than ±5wt.% at the 95% confidence level. 

3.3.3 Preparation of brine and injection chemicals 

Synthetic formation brine was prepared from corresponding salts in 

deionised water (18 mΩ) by weighing the salts as detailed in Table 3.5. The 

set up was stirred using magnetic stirrer and allowed to stand for 24 hours 

before filtering through a 40μm sintered glass filter to remove any 

extraneous fines that may be present before use and degassed under 

vacuum. The saturating brine was prepared in concentrations that simulate 

typical formation water.  

Individual stock solution of 1 wt. % betaine and glutaraldehyde oilfield 

chemicals which are corrosion inhibitor and biocide, respectively, were 
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prepared by diluting 2.5 g of each of the chemicals in 250 ml of the prepared 

brine. Also, a stock solution of 5 wt. % scale inhibitor–(ATMP) was prepared 

by diluting 12.50 g of the scale inhibitor in 250 L of the brine. 

Table 3.5: Brine composition 

Source (salt) Ions Actual 
weight (g) of 

salt used 

Concentration (ppm) 

NaCl Na+ 60.7001 24870 

KCl K+ 1.6948 887 

CaCl2.2H2O Ca2+ 2.8956 785 

MgCl2.6H2O Mg2+ 1.0872 136 

MgSO4.7H2O SO4
2- 0.0772 35 

BaCl2.2H2O Ba2+ 1.0002 561 

SrCl2.6H2O Sr2+ 0.3287 108 

FeSO4.7H2O Fe2+ 0.0149 3 

NaHCO3 HCO3
- 2.7728 2014 

NaCl, CaCl2.2H2O, MgCl.6H2O, 

BaCl2.H2O, SrCl2.6H2O, KCl 

Cl-  39800 

 

3.3.4 Static saturation 

Out of the nine (9) downhole samples, four (4) are sandstone and five (5) 

are limestone. Whereas, the outcrop samples contain five (5) sandstone 

and five (5) limestone samples. Each of the nineteen samples was weighed 
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and placed in separate 600 mL beakers. Each beaker was filled with one of 

the four different fluids (brine, betaine, ATMP and glutaraldehyde) to fully 

cover the core. The saturation was replicated for glutaraldehyde only. The 

cores were allowed to remain in the fluids for one week to ensure complete 

saturation in line with earlier calibration (Figure 3.5) and the procedure 

detailed in Oluyemi (2014). The cores were then removed from the fluids 

at the end of one week and rinsed with deionized water to prevent 

recrystallization of salt on the surface of the samples. The cores were aired 

and oven dried at 135oC until constant weights were obtained (for three 

days) with the weights checked on a daily basis by bringing them out of the 

oven, cooled, weighed and returned to the oven. The choice of the drying 

temperature was based on the recommendation by Tufail et al. (2017) and 

Lang et al. (2017) which suggested higher temperature than the standard 

temperature (110±50C) to avoid under estimation of cation exchange 

capacity and specific surface area. Quartz and limestone, the dominant 

minerals in the samples can withstand higher temperature (Tufail et al. 

2017). Due to limited sample sandstone was not tested with brine. 

 

Figure 3.5: Static saturation calibration for both sandstone and limestone 
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3.3.5 Dynamic saturation test 

Saturation under dynamic condition gives an opportunity to demonstrate 

flow of reacting fluid to and through the rock surface by diffusion and 

convection. The process involves collection of uptake and flowback 

effluents. The flowback effluents were analysed to investigate the release 

of cations/particles and mechanisms controlling the flowback chemistry. 

The flow experiment involved saturation of the rocks in synthetic formation 

brine prior to exposing the core samples to the test chemicals. The 

saturating brine and chemicals were prepared as detailed in section 3.3.3 

and the salts used are presented in Table 3.5. 

3.3.5.1  Material preparation for core flooding 

Two different core holders were used in the entire work: (1) stainless steel 

that accommodates core sample with a dimension of 51 mm (length) x 38 

mm (diameter); and (2) Perspex core holder with aluminium capping that 

accommodates core dimension of 102 mm (length) x 51 mm (diameter). 

The latter was designed using Solid works (Figures 3.6 and 3.7) and 

fabricated in-house. Other Perspex core holder components and 

engineering drawing are in Appendix B. 
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Figure 3.6 Sketch of Perspex core holder 

 

Figure 3.7: Designed Perspex core holder showing: (a)–(b) component. 

 

 

Perspex (a) 

Geoshrink 

Female fitting 1/8” 

Swagelok standard 

Male fitting 1/4” 

Swagelok standard 
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3.3.5.2 Dynamic core saturation with synthetic formation brine 

The core sample was held in place in the core holder with the aid of Geo-

Shrink® sleeving. The Geo-Shrink® was attached to the core sample with 

the aid of “hot air gun” and inserted in the core holder (Figure 3.7). Injection 

of fluids into the core was achieved by setting up a core flood system to 

which the core holder was attached. With the help of the high performance 

syringe pump (model HPLC 1500 Scientific Systems, Inc. - SSI), the 

saturating brine was injected into the core sample. The pump has a 

maximum pressure rating of 6000 psi and the capacity to deliver at rates 

of up to 12.000 mL/min. The core porosity using lithium tracer and 

permeability using Darcy equation were measured as discussed in sections 

5.2.2.3 and 5.2.3.2 (Chapter 5). All measurements and monitoring were 

carried out electronically using the National Instruments data acquisition 

system (NIDAQ) through Validyne differential pressure transducers of 

varying capacities mounted across the core and computer to which the 

reading of pressure was automated. Throughout the flooding experiment, 

low capacity transducer (0-12.5) was utilized. Calibration of the Pressure 

Transducers was carried out using Druck DPI model 615 IS. This device was 

also used to check any leakage prior to the commencement of experiment. 

This was conducted by applying an air pressure of 100 psi while the device 

was held in place for 5 minutes.  

To ensure laminar flow that will stabilize the fines in the clay minerals, each 

core sample was saturated with the brine at 1 mL/min for 6 hours and 

effluent collected for particle size distribution analysis. The choice of the 6 

hours was to ensure complete saturation and cleaning of the core sample 
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prior to chemical injection. Analysis of particle size distribution in brine 

effluent was carried out as a control measure. The establishment of the 

saturation time and flowrate was based on calibration and previous work by 

Oluyemi (2014).  The calibration was done by flowing a known volume of 

the brine through the core and measuring the outflow/return. 

3.3.5.3 Injection of Li tracer for porosity measurement 

Lithium (Li) tracer technique was used in the determination of porosity of 

the cores before and after chemical treatment. Lithium has been used 

extensively by other researchers (Richards et al. 2015; Oluyemi 2014; 

Oluyemi et al. 2009; Wright and Moore 2003; Jordan et al. 1994; Bunny et 

al. 1997) because it is an inert metal and does not interact with the cores. 

The lithium tracer was prepared at a concentration of 2.5 ppm by dilution 

in deionised water from a stock 10,000 ppm lithium ICP standard in nitric 

acid. A total volume of 40 mL of the 2.5 ppm lithium was used for this test. 

4mL of the 2.5 ppm lithium standard was injected into the core at 2 mL/min 

and the eluate collected in ten (10) separate 15 mL sterile centrifuge tubes 

at the beginning of the injection at 2 minute intervals. The rate and the 

time interval ensured full saturation of the core with lithium. The procedure 

was repeated with brine only injection to evaluate the returns. All the 

effluent samples were subsequently analysed for lithium using an ICP-OES 

as detailed in section 3.3.5.4. The Normalised concentration values (C/Ch) 

were plotted against the cumulative volume. The Li tracer procedure was 

repeated after each chemical injection. The dead volume, pore volume, bulk 

volume and porosity were calculated from the Li tracer profile data 

generated as detailed in Appendix C. 
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3.3.5.4 Sample analysis by ICP-OES 

ICP-OES analysis was carried out using a Perkin Elmer Optical Emission 

Spectrometer Optima 7000DV instrument, equipped with WinLab 32 version 

4.0 software. The operating conditions for the ICP-OES are given in Table 

3.6. 

Table 3.6: Operating Conditions for ICP-OES in Axial View 

Parameter Setting/Value 

Spectral purge gas flow 

Radio Frequency (RF) incident power (W) 

Spray chamber 

Nebulizer 

Plasma gas flow rate (L/min) 

Auxiliary gas flow rate (L/min) 

Nebulizer argon gas flow rate (L/min) 

Li wavelength (nm) 

Ca wavelength (nm) 

Mg wavelength (nm) 

Fe wavelength (nm) 

Na wavelength (nm) 

Normal 

1300 

Scott-Type (cyclonic) 

Gem-Cone 

15 

0.2 

0.8 

670.784 

317.933 

285.213 

238.204 

588.995 
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Calibration standards were prepared in deionised water at five different 

concentrations and 2.5 ppm from a stock 10000 ppm Li standard in nitric 

acid. A calibration blank of deionized water was also run with the calibration 

standards (Figure 3.8). The Li tracer effluent samples were subsequently 

analysed as described for the standards. 

 

Figure 3.8: ICP-OES calibration 

3.3.6 Particle size distribution analysis 

The particle size distributions of the original brine and effluent samples that 

resulted from the static (uptake) and dynamic (uptake and flowback) 

saturations were measured using a Malvern Laser Mastersizer S. Prior to 

sample measurement the equipment was calibrated with deionised water. 

The effluents were stirred with magnetic stirrer into the Malvern Laser 

Mastersizer using 20 mL dropper to ensure the entire range of particle sizes 

in the original brine and the effluents was adequately captured by the 

equipment. The sampling compartment was regularly rinsed (at least thrice) 
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after each measurement using deionized water to ensure the compartment 

was free of any contaminant. 
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Chapter Four  

4 Geomechanical effects of oilfield chemicals on sand failure under 

static condition 

4.1      Introduction  

Interaction between chemicals and rock can be evaluated under static or 

dynamic condition. Saturation of rocks with chemicals under static condition 

establishes the transport of reacting fluid from bulk liquid to the rock surface 

by diffusion (Rijnaarts et al. 1993).  

A previous work (Seto et al. 1997) investigated the effect of chemicals, 

including aluminium choride (AlCl3), dodecyltrimethyl ammonium bromide 

(DTAB), and polyethylene oxide (PEO) on the strength of sandstone under 

static condition to establish fundamental knowledge, that can be used in 

the optimization of chemically assisted fracturing. Nonetheless, the 

chemistries of the chemicals used in the study is absolutely different from 

the chemistries of the commonly used oilfield chemicals. 

In this chapter, the effects of interaction between oilfield chemicals 

(corrosion inhibitor, scale inhibitor and biocide) and formation rock on rock 

properties (strength, mineralogy and elemental composition) as well as 

particle size distribution under static condition are presented and evaluated. 

Both real reservoir and outcrop core samples were used in this study. The 

interaction was investigated by integrating a number of laboratory tests 

(mechanical testing, grain size distribution analysis and analytical tests) 

discussed in detail in Section 3.3 of Chapter 3. 
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This chapter is divided into three main sections: In section 4.2 the materials 

and pre- and post- chemical treatment tests are presented. In section 4.3 

the effects of the chemicals on real reservoir core samples are discussed; 

while in section 4.4 the effects of the chemicals on the outcrop core samples 

are discussed. 

4.2      Materials, Pre and Post chemical treatment tests 

Nine (9) real reservoir cores from Nigeria and ten (10) outcrop core samples 

from USA were used as detailed in Sections 3.2 and 3.3 of Chapter 3. The 

length, diameter, depth and locations of where the samples were obtained 

are presented in Table 3.1 (Chapter 3). 

4.2.1 Mechanical test 

Uniaxial compression test (UCT) was conducted on the cylindrical core 

samples to measure the uniaxial compressive strength (UCS) of the intact 

rock. The procedure involved in the test is detailed in Section 3.3.1 (Chapter 

3). 

The uniaxial compression test was carried out on both untreated and 

chemically treated samples. The samples were chemically treated as 

described in Section 3.3.1.1 (Chapter 3). Oven dried chemically treated 

cores were used for the post treatment mechanical testing. The purpose of 

conducting mechanical testing on the chemically treated core samples was 

to evaluate any mechanical damage that may have taken place as a result 

of exposure of the rock samples to the chemicals. 

Due to difficulty in obtaining rock samples from the Niger Delta (Nigeria), 

only one core sample was tested for each of the chemicals and rock types. 
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However, to enhance reliability of results and remove effects of 

heterogeneity, fractures and other geological uncertainties, it was ensured 

that the rock/cores used were homogeneous. This was achieved by 

conducting XRPD test on the samples which confirmed that quartz and 

calcite are the predominant minerals in sandstone and limestone 

respectively. In a separate study, core samples taken from the same 

reservoir and approximately same depth as those used in this thesis have 

been shown to have porosity and permeability in the range of 24 - 29.5% 

and 379 – 613 mD respectively for sandstone (Odoh et al. 2012) and the 

range of 10 - 21% and 20 – 1400 mD respectively for limestone (Uroro and 

Igharo 2015).  

4.2.2 SEM, EDXA and XRPD analysis  

Combined scanning electron microscope (SEM), electron dispersive X-Ray 

(EDX) and X-Ray powder diffraction (XRPD) analyses of the treated and 

untreated rock core samples was carried out to identify and quantify the 

chemical changes that have taken place within the rock fabric which may 

form the basis for the potential mechanical damage to the rock fabric. Oven 

dried core samples were used for the SEM, EDX and XRPD analyses of the 

samples after the chemical treatment. The procedure is discussed in Section 

3.3.1 (Chapter 3). 

4.2.3 Static saturation 

The saturating fluids were prepared and the saturation conducted as 

detailed in Section 3.3.4 (Chapter 3). 
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4.2.4     Particle size distribution 

The particle size distributions of the original brine and effluent samples that 

resulted from the static saturation were measured using a Malvern Laser 

Mastersizer 2000s using the procedure discussed in Section 3.3.6 (Chapter 

3). 

4.3      Results and Discussion of the effects of chemicals on Real 

Reservoir core samples 

4.3.1 Characterisation of real reservoir sandstone and limestone 

samples 

The core samples were characterized using SEM, EDX and XRPD prior to 

chemical treatment to determine the morphology, elemental and 

mineralogical composition. 

Sandstone was found to have well-sorted, sub-rounded quartz grains 

(Figure 4.1a). The quartz content was confirmed by EDX scan showing high 

traces of silicon and oxygen (Figure 4.1b and Table 4.1). The presence of 

Al (0.7 wt.%), K (0.1 wt.%) and Fe (0.1 wt.%) was an indication that the 

sandstone contains very low amount of feldspar, although unusually very 

low. The mean of four (4) different areas on the core surface (Table 4.1) 

with variability were found to be ≤91% for untreated sandstone and ≤86, 

44 and 82% for betaine, ATMP and glutaraldehyde treated sandstone 

respectively. This could be due to the heterogenous nature of the core or 

the impact of the fluids used for the treatment. The presence of quartz 

mineral was further confirmed by the bulk mineralogy analysis using XRPD 

(Figure 4.1c and Table 4.2) with high proportion of quartz (83.3 wt.%) and 
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16.7 wt.% of other minerals, such as K-feldspar, calcite, pyrite, halite, illite 

plus illite/smectite mixed layer (I+I/S-ML) and kaolinite. Similar mineral 

composition of sandstone has been reported by Etimita (2015) from a well 

within the Niger Delta. Clay fraction identification shows the presence of 

chlorite (6 wt.%) in untreated sandstone (Figure 4.1d and Table 4.3).  
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Figure 4.1: Characterisation of untreated sandstone: (a) SEM micrograph, (b) EDX 

scan, (c) XRPD bulk mineralogy, and (d) XRPD clay fraction identification. 
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Table 4.1: Elemental composition of sandstone using SEM-EDX pre and post 

treatment  

Sandstone (n = 4) 

Elements 
Pre-treatment 

(wt%) 
Betaine 
(wt%)  

ATMP 
(wt%)  

Glutaraldehyde 
(wt%)  

Na ND ND ND 0.4±0.1 

Mg 0.9±0.4 1.0±0.8 0.5±0.1 0.4±0.2 

O 56.6±10.4 50.6±4.1 50.0±10 54.6±6.8 

Al 4.5±4.1 3.9±2.6 1.6±0.6 1.1±0.9 

K 0.7±0.6 0.2±0.05 0.2±0.01 0.2 

Ca 0.4±0.3 ND 0.3±0.1 ND 

Fe 0.5±0.5 3.9±3.3 1.0±0.4 0.6±0.4 

Ti 0.1±0.02 ND ND ND 

C 17.9±20.1 22.6±13 29.1±11.7 15.7±1.8 

Si 18.4±7.6 17.8±7 17.1±7.1 27±1.1 
S ND ND 0.2 ND 

Total  100 100 100 100 

ND = NOT DETECTED 
 

Table 4.2: XRPD Bulk Mineralogy (wt %) based on reference intensity ratio (RIR) 

Method  
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SST-
Untreated 

83.3 0.0 12.1 1.3 0.0 0.1 0.0 0.2 0.0 1.0 0.0 2.0 0.0 100.0 

SST-Betaine 62.9 0.3 14.8 13.2 0.0 0.4 0.1 0.1 0.0 2.5 1.5 4.2 0.0 100.0 

SST-ATMP 96.4 0.0 1.3 0.2 0.1 0.1 0.0 0.9 0.0 trace 0.4 0.6 0.0 100.0 

SST-Glut 96.8 0.5 1.2 0.1 0.6 0.0 0.0 0.1 0.0 trace 0.3 0.4 0.0 100.0 

LST-
Untreated 

3.9 0.0 0.0 78.6 2.4 0.0 0.0 0.0 trace 6.1 0.0 3.5 5.5 100.0 

LST-Brine 3.6 0.0 0.0 79.3 3.1 0.0 0.0 0.2 trace 4.9 0.0 3.2 5.7 100.0 

LST-Betaine 0.8 0.0 0.0 95.5 0.5 0.4 0.0 0.0 0.4 2.4 0.0 0.0 0.0 100.0 

LST-ATMP 1.6 0.0 0.0 79.5 0.0 0.1 0.0 0.5 0.0 5.1 0.0 0.0 13.2 100.0 

LST-Glut 2.1 0.0 0.0 91.1 0.9 0.3 0.0 0.0 0.0 4.4 0.0 1.2 0.0 100.0 

SST = Sandstone; LST = Limestone; ATMP = Aminotri (methylphosphonic acid); Glut = Glutaraldehyde 
*Chlorite (Tri) = Trioctahedral Chlorite; **I+I/S-ML = Illite+Illite/Smectite - Mixed Layers 
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Table 4.3: Relative percentage of clay minerals in the < 2µm clay size fraction  

Sample ID Chlorite Kaolinite Illite I/S_ML Palygorskite %Expandability 

SST-Untreated 6 45 2 47 0 100 

SST-betaine 7 33 2 58 0 100 

SST-ATMP 27 40 4 29 0 indeterminate 

SST-Glut 24 44 5 27 0 indeterminate 

LST-Untreated 1 18 0 44 37 85 

LST-brine 0 11 0 45 44 85 

LST-betaine 0 4 0 96 0 indeterminate 

LST-ATMP 0 tr 0 48 52 85 

LST-Glut 0 11 0 89 0 85 

% Expandability is an estimate of the expandability of the mixed-layer illite/smectite clay 

 

Similarly, the SEM micrograph of the limestone reveals poorly sorted, 

rhombohedral calcite minerals (Figure 4.2a) as confirmed by EDX scan 

showing high traces of calcium (Ca), oxygen (O) and carbon (C), see Figure 

4.2b and Table 4.4. XRPD result further confirms the limestone consists of 

high proportion of calcite (78.6 wt%) and 21.4 wt% of other minerals like 

dolomite, quartz, I+I/S-ML, kaolinite and palygorskite (Figure 4.2c and 

Table 4.2). Palygorskite was found in the limestone samples from Sokoto 

Basin, which is consistent with previous findings (Nton and Elueze 2005).   

The presence of palygorskite (44%), kaolinite (18%), I/S-ML (37%) and 

chlorite (1%) in untreated limestone is revealed by clay fraction 

identification (Figure 4.2d and Table 4.3). 
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Figure 4.2: Characterisation of untreated limestone: (a) SEM micrograph, (b) EDX 

scan, (c) XRPD bulk mineralogy and (d) XRPD clay fraction identification. 
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Table 4.4: Elemental composition of limestone using SEM-EDX pre and post 

treatment. 

Limestone (n=4) 

Elements 
Pre-treatment 

(wt%) 
Brine 
(Wt%) 

Betaine 
(wt%) 

ATMP 
(wt%) 

Glutaraldehyde 
(wt%) 

Na 0.9±0.1 ND ND 29.1±3.1 ND 
C 18.8±1.0 46.8±15 34.7±7.7 4.6±0.2 27.5±9.6 
O 57.5±9.2 41.6±13 49.2±5.3 7.1±1.2 53.5±3.3 

Mg 1.8±0.01 0.4±0.2 0.3±0.1 0.5±0.02 1.2±0.4 
Al 4.9±0.3 0.8±0.7 0.1 1±0.1 2.0±1.0 
Si 0.1 1.9±1.6 0.4±0.1 4.2±1.1 5.4±3.4 
S 0.2 trace 0.1±0.1 ND ND 

Mn 0.1 ND ND ND 0.1±0.0 
Fe 0.1 0.3±0.2 0.2±0.1 0.7±0.01 1.1±0.9 
Cl ND trace ND 48.1±5.2 ND 
Ca 13.9±3.5 7.7±3.0 15.0±4.2 4.7±0.3 15±4.2 
K ND trace ND ND ND 
Ti ND trace ND ND 0.1 

Total 98.4 99.5 100 100 100 

ND = NOT DETECTED.  

 

4.3.2 Effect of chemicals on geomechanical strength 

The pre and post chemical treatment uniaxial stress-strain responses in 

compression for the sandstone and limestone are shown in Figure 4.3. For 

both chemically treated (post) and untreated (pre) samples, the applied 

load was increased linearly with increasing axial displacement (or strain) 

until failure of the sample or the load limit of the test machine was reached. 

 

Figure 4.3: Uniaxial compression response pre-treatment and post chemical 

treatment of (a) sandstone and (b) limestone. 
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Acknowledging that the sample dimensions have influence on the strength, 

the measured strength of core samples with length/diameter (L/D) ratio 

less than 2 was corrected using the ASTM standard correction factor of 0.87 

(ASTM, 1992). Table 4.5 shows the measured and corrected uniaxial 

compressive strength of untreated and treated sandstone. The strength of 

untreated sandstone reduced from 63 MPa to 16, 35 and 28 MPa following 

treatment with scale inhibitor (ATMP), corrosion inhibitor (betaine), and 

biocide (glutaraldehyde) respectively (Figure 4.3a). For the limestone, the 

pre-treatment strength reduced from 66 MPa to approximately 39 MPa as a 

result of treatment with glutaraldehyde (Figure 4.3b and Table 4.5). There 

was no failure in the limestone treated with corrosion inhibitor (betaine) 

and brine when a load of 90 kN was applied; this is equivalent to an axial 

stress of 54 MPa and 80 MPa respectively. Noting that the maximum load 

capacity of the test machine was 100 kN, the test was stopped just before 

the limit was attained. It is worth noting that the limestone sample treated 

with the scale inhibitor (ATMP) cracked and split before the mechanical test 

possibly as a result of the interaction between the chemical and the sample 

(Figure 4.4). As the sample was obtained from a relatively shallow depth 

(22-25 ft), see Table 3.1, it is expected to have a relatively low initial 

compressive strength. Consequently, no further compression tests were 

conducted on the sample. A summary of the uniaxial compressive strength 

is given in Table 4.5. These results showed a 55% and 41% reduction in 

strength for sandstone treated with ATMP and limestone treated with 

glutaraldehyde respectively, when compared with the corresponding 

untreated samples. 
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Table  4.5: Summary of mechanical test results for sandstone and limestone  

Sandstone 
Pre-
Treatment *Brine ATMP Betaine **Glutaraldehyde 

Max. load (N) 80,382 N/A 54,618 45,307 90,000 
UCS (MPa) 72 N/A 18 40 32 

L/D ratio 0.7 N/A 0.4 0.5 0.5 
UCS (MPa) using ASTM 

(0.87) 63 N/A 16 35 28 

      

Limestone 
Pre-

Treatment **Brine ***ATMP **Betaine Glutaraldehyde 

Max. load (N) 85,176 90,000 N/A 90,000 78,922 
UCS (MPa) 76 ≥80 N/A ≥54 45 

L/D ratio 0.7 0.5 N/A 1 1 
UCS (MPa) using ASTM 

(0.87) 66 70 N/A 47 39 

* Insufficient sample 

** No failure at maximum load of 90 kN 
*** Specimen cracked after chemical exposure and before compression test 

 

For the sandstone samples exposed to betaine and ATMP, failure occurred 

below the load capacity of the machine and it was therefore not possible to 

compare the relative impact of the chemicals on the geomechanical strength 

of the formation rock. The limestone exposed to ATMP split before 

mechanical testing indicating significant damage to the fabric due to the 

exposure to the chemical, however the core exposed to glutaraldehyde was 

tested to failure. Ideally it would be preferable to have been able to test all 

the cores to failure; nonetheless, it is believed that the number of sandstone 

and limestone core samples tested to failure after exposure to different 

chemicals were sufficient to provide adequate results for relevant 

comparison and meaningful conclusions. 
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Figure 4.4: Damaged limestone due to treatment with ATMP 

The significant effect of the chemical treatment on the limestone, especially 

with ATMP treatment, compared to the sandstone is attributed to a more 

rapid deterioration of grain to grain binding in the limestone. Sandstone due 

to its high porosity in nature absorbs fluids more and faster, however, it 

does not retain the fluids compared to limestone. As such the interaction 

between the chemicals and the limestone as made possible by adsorption 

would have resulted in the weakening of the materials that bind the grains 

together leading to significant reduction in the compressive strength. 

4.3.3 Failure effects on sandstone 

Changes in the mineralogical and elemental composition of sandstone as a 

result of interaction with the chemicals were investigated. 

The SEM micrographs, EDX and XRPD analysis of a sandstone sample post 

exposure to betaine are shown in Figure 4.5. The post treatment (betaine 

and ATMP) SEM micrographs for the sandstone sample (Figure 4.5a,b) 

reveals the spreading of the altered mineral constituents on the surface of 

the larger unaltered quartz grains as indicated by the arrow in contrast to 

the untreated samples which consists primarily of unaltered quartz grains 
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(Figure 4.1a). This observation was consistent with that of chalk when 

exposed to brine as reported by Madland et al. (2011). Also noted was a 

clear evidence of loose grain assemblages which resulted from the 

disintegration of the mineral constituents of the cores. Figure 4.5c shows 

pitting on the glutaraldehyde treated sandstone. The interaction of the 

chemicals with the rock materials contributed to the weakening of the grain 

fabrics of the rock, resulting in the disintegration of the grain-to-grain 

binding and eventual loosening and migration of the sand grain. This result 

agrees with earlier work by Oluyemi (2014). Additionally, the presence of 

pitting in the SEM micrograph circled in Figure 4.5c which would have been 

made possible by the reaction of the chemicals with the feldspar content of 

the rock and production of new materials is an evidence that 

dissolution/precipitation of certain minerals took place. Similar observation 

was earlier reported by Allen and Conca (1991) and Jordan et al. (1994).  

The elemental composition of sandstone samples after chemical treatment 

as obtained from the EDX analysis (Table 4.1) reveals the presence of Na 

(0.6, 1.3 and 0.7) wt.%, Cl (0.6, 2.1 and 0.7) wt.% and Mg (0.3, 0.5 and 

1.0) wt.% in betaine, ATMP and glutaraldehyde treated sandstone 

respectively (Figure 4.5d,e,f). These elements were not found in the 

untreated sandstone, see Table 4.1. This signifies precipitation of halite and 

dolomite in the presence of these chemicals. It was observed that carbon 

(C) decreased from 13.2 wt.% to 6.3 wt.% and 2.1 wt.% in betaine and 

ATMP treated sandstone respectively. Ca increased from 0.1 wt.% to 9.3 

wt.% with betaine treated sandstone and is unchanged with ATMP treated 

sample. Little or no change in Si content was observed with betaine and 
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glutaraldehyde (4% decrease). However, ATMP treated sandstone showed 

a slight decrease which constitutes about 18% reduction in Si content. The 

increase in content of Na, Al, K, Ca, Fe in betaine, ATMP and glutaraldehyde 

treated sandstone suggests dissolution and precipitation of feldspar (K-

feldspar and plagioclase) as well as clay minerals which also serve as 

cementing material (Table 4.1). Phosphorus was released into the ATMP 

treated sandstone effluents due to dissolution reaction.  

 

      

Figure 4.5: The SEM micrograph and EDX scan of sandstone post saturation 

showing: (a) pitting with betaine treated sample indicated by red arrows; (b) the 

spread of altered minerals on unaltered grain in ATMP treated sample; (c) pitting 

with glutaraldehyde treated sample indicated by red ellipsoid and elemental 

composition of samples treated with: (d) betaine; (e) ATMP; (f) glutaraldehyde. 

On the other hand, the X-ray powder diffraction (XRPD) results for bulk 

mineralogical (whole rock) analysis, (Table 4.2 and Figure 4.6a,b,c), reveal 

quartz, plagioclase (albite), K-feldspar, pyrite, I+I/S-ML, chlorite, calcite 

and kaolinite in the sandstone treated with betaine; quartz, K-feldspar, 

calcite, dolomite, halite, chlorite and kaolinite in the sandstone treated with 
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ATMP; and quartz, plagioclase, K-feldspar, calcite, dolomite, halite, chlorite 

and kaolinite in sandstone treated with glutaraldehyde. Quartz which is the 

dominant mineral in the sandstone core sample is believed to be non-

reactive in the presence of acidic inhibitor species with the exception of 

hydrofluoric acid, hence, may not undergo dissolution (Jordan et al. 1994). 

However, in this study, quartz was observed to have reduced from 83.3 

wt.% to 62.9 wt.% in the presence of betaine and yet increased slightly to 

96.4 wt.% and 96.8 wt.% in the presence of ATMP and glutaraldehyde 

respectively. The change would have been made possible by the reaction 

that occurs by the separate, parallel, removal of oxygen and silicon units 

that are dependent on the potential difference across the stern layer 

(Crundwell 2017). Clay fraction analysis (Table 4.3) reveals various 

compositions of clay minerals in untreated and chemically treated 

sandstone. The betaine treated sandstone shows 7% chlorite, 33% 

kaolinite, 2% illite and 58% mixed-layer illite+illite/smectite contents 

(Figure 4.6d). The result represents 27% decrease in kaolinite content and 

19% increase in mixed-layer illite+illite/smectite relative to untreated 

sandstone. Figure 4.6e shows that ATMP treated sandstone contains 27% 

chlorite, 40% kaolinite, 4% illite and 29% mixed-layer illite+illite/smectite. 

Comparing this result with that of untreated sandstone, it represents 78% 

increase in chlorite, 11% decrease in kaolinite, 50% increase in illite and 

38% decrease in mixed-layer illite+illite/smectite. Glutaraldehyde treated 

sandstone is shown in Figure 4.6f to contain 24% chlorite, 44% kaolinite, 

5% illite and 27% mixed-layer illite+illite/smectite. Relating the result to 

that of untreated sandstone, it represents 75% increase in chlorite, 60% 
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increase in illite and 43% decrease in mixed-layer illite+illite/smectite 

contents. 

 

 

 

 

Figure 4.6: XRPD whole rock mineralogy and clay fraction identification of 

chemically treated sandstone: (a) betaine; (b) ATMP; (c) glutaraldehyde; (d) 

betaine (clay); ATMP (clay); (f) glutaraldehyde (clay). 

It is believed that the changes observed in the sandstone due to exposure 

to betaine, ATMP and glutaraldehyde was orchestrated by dissolution, 

precipitation and ion exchange reactions. These likely reactions are 

presented in equations 4.1 to 4.3: 

K-feldspars + quartz +calcite + Kaolinite                  Quartz + Kaolinite + K-
feldspar + calcite + Chlorite + I+I/S-ML               [4.1] 

Quartz + K-feldspar                    Quartz + K-feldspar + (Calcite + Halite + 

dolomite + Chlorite + Kaolinite + Pyrite)Trace                                              [4.2] 

Quartz + K-feldspar                   Quartz + K-feldspar + (Calcite + Halite + 

dolomite + Chlorite + Kaolinite + Plagioclase)Trace                                             [4.3] 
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It is worthy of note that the absence of brine exposure due to insufficient 

number of core samples, which could have served as control makes it 

difficult to confirm that the changes observed in sandstone were entirely 

due to the chemical interaction with the rock and not an effect of the 

combined interaction of the chemical and the brine with the rock.   

The studied sandstone core sample is identified to have high content of clay 

minerals (Table 4.3). Clay minerals in their nature are very reactive due to 

their large surface area and negative charge. The dissolution of feldspar and 

the clay minerals (kaolinite, chlorite, illite and illite/smectite) can lead to 

precipitation of other clay minerals as evidenced by clay fraction results 

(Marty et al. 2015; Shao et al. 2010); and the hydrolysis of quartz due to 

chemical-formation rock interaction can cause reduction of the 

geomechanical strength of the reservoir rock (Han and Dusseault, 2002). 

The weakening effect of the chemical on the rock cement was more evident 

in betaine treated sandstone.   

4.3.4 Failure effects on limestone 

Figure 4.8 shows the SEM micrograph and EDX scans of the limestone post 

chemical treatment. Pitting was observed on the SEM micrograph of the 

betaine treated limestone (Figure 4.7a). This suggests that dissolution 

reaction of certain minerals took place leading to precipitation of other 

minerals. The SEM results in Figure 4.5b shows precipitation of mineral 

believed to be halite owing to treatment with ATMP with the precipitates 

spread over the unaltered grains. Figure 4.7c shows flaking and spreading 

of detached mineral grains following treatment with glutaraldehyde. EDX 

spectrum (Figure 4.7d) confirms the dissolution/precipitation reaction with 
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a decrease in carbon and oxygen from 18.8 wt.% and 57.5 wt.% in 

untreated limestone to 7.2 wt.% and 37.6 wt.% respectively; and an 

increase in calcium from 13.9 wt.% to 51.4 wt.% in betaine treated 

limestone. Other elements that experienced a decrease on exposure to 

betaine were aluminium (4.9 to 2.38 wt.%), sulphur (0.2 to 0 wt.%) and 

manganese (0.1 to 0 wt.%). Iron and silicon increased from 0.1 to 0.6, 0.42 

wt.% respectively. The changes observed in the element contents of the 

limestone were due to dissolution, precipitation and ionic substitution 

reactions. Interestingly, EDX spectrum (Figure 4.7e) shows a high content 

of sodium (Na), 29.1 wt% and chloride (Cl), 48.1 wt% in ATMP treated 

limestone with no presence of chloride in the untreated and other chemically 

treated limestone samples, despite that all the chemicals were prepared 

with brine that contains sodium chloride. The untreated limestone contains 

only 0.93 wt% of sodium. This could be a consequence of a new compound, 

for example halite (sodium chloride), being formed in the presence of ATMP 

and a clear evidence of elemental/ionic exchange between the limestone 

and the chemicals (especially betaine) to varying degrees (Table 4.4). Other 

elements that exhibited changes that confirms precipitation reaction are 

silicon (4.2 wt.%) and iron (0.7 wt.%). Evidence of dissolution reaction in 

ATMP treated sample is shown by decrease in content of: carbon, 18.8 to 

4.6 wt.%; oxygen, 57.5 to 7.1 wt.%; magnesium, 1.8 to 0.5 wt.%; 

aluminium, 4.9 to 1.0 wt.%; sulphur, 0.2 to 0 wt.%; and calcium 13.9 to 

4.7 wt.%. Figure 4.5f shows abundance of calcium (45.1 wt.%), oxygen 

(45.0 wt.%) and carbon (7.7 wt.%) that typifies calcite precipitation. 

Increase of Ca2+ in the fluid stream is a confirmation that the samples 

underwent dissolution reaction. The appreciable reduction of calcium in 
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ATMP treated sample is an indication that calcium was consumed in the 

reaction after dissolution to precipitate a new compound. The brine treated 

sample also experienced slight change in the elemental content (Table 4.4). 

However, the change was minimal compared to the changes observed in 

other chemically treated samples. 

 

 

 

 

 

 

 

 

Figure 4.7: The SEM micrograph and EDX scan of limestone post saturation with: 

(a) betaine treated limestone showing the spreading of altered minerals on 

unaltered grain; (b) precipitation of halite in ATMP treated limestone; (c) spreading 

of altered grains in the glutaraldehyde treated limestone; (d) betaine, EDX scan, 

(e)  ATMP, EDX scan; (f) glutaraldehyde, EDX scan. 

The X-ray powder diffraction (XRPD) result for bulk mineralogical (whole 

rock) analysis shown in Figure 4.8a,b,c and Table 4.2 further confirms the 

exchange of elements between the rock cores and the chemicals to 

precipitate new minerals (Equations 4.4-4.7). Calcite increased from 78.6 

wt% to 95.5 wt% and 91.1 wt% in the presence of betaine and 
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glutaraldehyde respectively, with little or no change in the presence of brine 

and ATMP. However, palygorskite [(Mg,Al)2Si4O10(OH).4(H2O)] increased 

significantly from 5.5 wt% (untreated) to 13.2 wt% with ATMP treated, and 

it is completely absent in the betaine and glutaraldehyde treated limestone. 

Precipitation of halite in ATMP treated limestone is further confirmed by 

XRPD (Figure 4.8b). 

 

 

 

 

Figure 4.8: XRPD whole rock mineralogy and clay fraction identification of 

chemically treated limestone: (a) betaine; (b) ATMP; (c) glutaraldehyde; (d) 

betaine (clay); (e) ATMP (clay); (f) glutaraldehyde (clay). 

The observed changes in the mineralogical composition including increase 

in the concentration of calcite and palygorskite can be explained by the 

likely chemical reactions between the two samples (limestone) and the 

chemical inhibitors. This is based on the high percentage of observed 
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elements in Tables 4.4. The chemical reactions are summarised in Table 

4.6. 

Calcite + Quartz +Dolomite + I+I/S-ML + Kaolinite + Palygorskite                           Quartz 
+ Calcite + Dolomite + I+I/S-ML + Kaolinite + Palygorskite        [4.4] 

Calcite + I+I/S-ML                                                      Calcite + (Quartz + I+I/S-ML + Dolomite + 
Apatite + Pyrite) Trace                             [4.5] 

Calcite + Quartz + I+I/S-ML + Palygorskite       Calcite + I+I/S-ML + Palygorskite 
+ (Quartz + Pyrite + Halite) Trace              [4.6] 

Calcite + Quartz + I+I/S-ML + Kaolinite                Quartz + Calcite + I+I/S-ML 
+ (Kaolinite + Pyrite + Dolomite) Trace              [4.7] 

Table 4.6: Interaction between oilfield chemicals and formation rocks  

Reactions Products 

Betaine (C5H11NO2) and sandstone (SiO2) 
Chlorite 
Quartz 

 K-Feldspar 

 

Calcite 
I + I/S-ML 

ATMP (N(CH2PO9H2)3) and sandstone (SiO2) Quartz 
  

Glutaraldehyde (C5H8O2) and sandstone (SiO2) Quartz 
  

ATMP (N(CH2PO9H2)3) and limestone (CaCO3) Calcite 

 Palygorskite 

 I + I/S-ML  

Betaine (C5H11NO2) and limestone (CaCO3) 
Calcite 

I+I/S-ML 

 

(quartz, dolomite, apatite, pyrite) - 
trace 

Glutaraldehyde (C5H11NO2) and limestone 
(CaCO3) Calcite 

 I +I/S-ML 

  
(Kaolinite, dolomite, apatite, pyrite) 
– trace 

 

The XRPD for clay fraction identification (Figures 4.8d) shows the peak of 

kaolinite and mixed-layer illite + illite/smectite in betaine treated limestone. 

Figure 4.9e confirms the presence of palygorskite and mixed-layer illite + 

illite/smectite in ATMP treated limestone. Apart from kaolinite whose 

amount in the untreated limestone decreased from 18% to 11%, 4%, trace 

and 11% in brine, betaine, ATMP and glutaraldehyde treated limestone 

Brine 

(CH3)3N+CH2COO- 

 N(CH2PO9H2)3 

 
C5H8O2 
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respectively, the concentration of other clay minerals increased. For 

example, I/S-ML increased from 44% in untreated limestone to 98%, 48% 

and 89% with betaine, ATMP and glutaraldehyde treated limestone 

respectively; and palygorskite increased from 37% to 44% and 52% in the 

presence of brine and ATMP respectively. The result suggests that more 

calcite and clay were precipitated into the fluid stream. The precipitates can 

settle in the pore throat and cause constriction resulting in formation 

damage. However, no change of I/S content was observed with brine 

treated limestone. This is evidence that the changes observed in the two 

rock types were brought about primarily by the interaction with the 

chemicals, and that brine has little or no effect on the rock. However, this 

points to new evidence with regards to brine-rock interaction which is 

contrary to the evidence provided from Bybee (2010) and Madland et al. 

(2011). 

The results clearly indicate moderate to high content of clay minerals in 

both sandstone and limestone samples whose expansion as demonstrated 

by the increase in expandability (Table 4.3) might have negatively impacted 

the rock strength owing to clay mechanical strength being generally weaker 

than a typical sandstone (Balog et al. 2014). It has been shown that 

amphoteric betaine adsorption in the presence of divalent ions is 

significantly higher on sandstone, in contrast to the adsorption on limestone 

(Mannhardt et al., 1993). The results obtained in the current study indicate 

adsorption, dissolution/precipitation and ionic substitution reaction of the 

oilfield chemicals with both sandstone and limestone. 



121 
 

4.3.5 Grain size distribution 

The grain size distribution profiles of the original brine and brine effluent as 

well as the effluents from the various chemical solutions are presented in 

Figure 4.9. Figure 4.9a shows that there was a notable difference in the key 

grain size parameters of D10, D50, D90 and sorting (also see Table 4.7) 

between the grain size distribution profiles of the original brine and the brine 

effluents from the two cores (sandstone and limestone). This is consistent 

with the visual observation of the presence of some particles in the 

effluents. The values of the key grain size parameters for the brine effluents 

suggest the particles originated either from the existing fines (D10) in the 

cores prior to saturation in the brine or from the fines that were less than 

the glass filter could trap. Integration of these results with the mechanical 

and analytical test results shows that there was no failure in the brine-

treated cores and, therefore, no significant release of particles into the brine 

during the test. However, the difference in the grain size parameters 

between the original brine and all the chemical effluents was much more 

significant (see Figures 4.9b, c; and Table 4.7). In particular, the chemical 

effluents appear to exhibit a broader grain distribution profile with poorer 

sorting in comparison to the original brine (Folk 1968). Figures 4.9b,c show 

that there was a release of some particles into the various chemical 

solutions during the tests. Similarly, integration of these results with the 

mechanical and analytical test results indicates failure of the chemically 

treated cores, which led to release of a wide range of particles into the 

chemical solutions. Increased proportion of particles in the effluent is 

implicitly caused by weakening of the rocks with a consequential reduction 

of their uniaxial compressive strength and release of failed materials into 
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the fluid streams. It is however, worthy of note, that it is possible for 

weakening of the bonding to occur without fine particles being released. In 

addition, the presence of fines in effluent does not necessarily mean the 

fines are from inside the core as they could be from the near outer surface 

of the core. This is likely to occur from low porosity and low permeability 

cores. Based on the SEM micrographs, it is confirmed that the fines obtained 

in this study were primarily from the inside of the cores. Aside from the risk 

of the sand production that is associated with the interaction between the 

oilfield chemicals and the rock, there is also the risk of low reservoir 

performance and formation damage near wellbore due to pore space 

clogging by the particles released into the fluid stream. 
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Figure 4.9: Comparison of the particle size distribution of the original brine and of 

(a) the effluent of sandstone and limestone in the brine; (b) the original brine and 

effluents from sandstone in betaine, ATMP and glutaraldehyde; (c) the original 

brine and effluents from limestone in glutaraldehyde, ATMP and betaine. 
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Table 4.7: Key parameters of the grain size distributions of the original brine and 

the effluents from real core samples.  

                                           Particle Size    Classification (Folk 1968) 

Effluents 
D10 
(µm) 

D50 
(µm) 

D90 
(µm) Sorting (σ1)        Description 

Original brine 26 40 41 0.36 Well sorted 

Sandstone in brine 4.5 74 409 0.83 Moderately sorted 

Limestone in brine 4.5 74 4.9 0.64 Moderately well sorted 
Sandstone in 

glutaraldehyde 21 340 650 2.75 Poorly sorted 
Limestone in 

glutaraldehyde 76 258 659 0.90 Very poorly sorted 

Sandstone in ATMP 5 349 700 2.10 Very poorly sorted 

Limestone in ATMP 76 350 800 1.23 Poorly sorted 

Sandstone in betaine 141 350 750 0.94 Moderately sorted 

Limestone in betaine 120 350 754 1.43 Moderately sorted 

 

There was clear evidence that a substantial amount of sand particles was 

introduced into the fluids that contain the chemicals during the static 

saturation as a result of the weakening of the cores grain fabrics causing 

disintegration of the existing grain–to–grain binding which could lead to 

eventual failure.  

4.4      Results and Discussion of the effects of chemicals on Outcrop 

core samples 

Ten (10) cylindrical outcrop core samples, five (5) sandstone (leopard) and 

five (5) carbonate (Edward brown and desert pink) were saturated under 

static condition to determine changes in the particle size distribution, 

strength, elastic properties, mineralogical, elemental composition and 

uniaxial compressive strength. The same experimental procedures used for 

the investigation presented in Section 4.1 were also used for this 

investigation. However for this investigation, only glutaraldehyde was used 
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to saturate the two core types twice for repeatability purpose while brine 

saturation was used as control. 

4.4.1 Characterisation of outcrop sandstone and carbonate 

samples 

Characterization of the core samples was done with SEM, EDX and XRPD 

prior to chemical treatment to study the morphology, elemental and 

mineralogical composition. 

SEM micrograph in Figure 4.10 shows a cross section of sandstone (leopard) 

to contain well-sorted, rhombic to orthorhombic detrital quartz grain coated 

with clay minerals. Figure 4.10a shows authigenic illite (dotted sphere), 

smooth mat illite (I) and mixed-layer illite/smectite (dotted square). Also 

revealed are developed interconnected pores (P) that describe the porous 

nature of sandstone and a developed authigenic quartz overgrowth (Qo) in 

close proximity to detrital quartz grains. Figure 4.10b further reveals the 

spread of clay minerals over the quartz grains, the rhombic to orthorhombic 

shape of the quartz grains, the honeycomb mixed-layer illite/smectite and 

smooth mat illite (I). A pronounced contact of the quartz overgrowth with 

the detrital quartz is revealed in Figure 4.10c. 

EDX scan result (Figure 4.10d) confirms the presence of quartz in sandstone 

with high content of Si (30.38 wt. %) and O (64.23 wt. %). Whilst, the clay 

mineral and feldspar contents are indicated by the presence of Al (3.0 wt. 

%), Na (0.43 wt. %), K (0.87 wt. %), and Fe (0.50 wt. %). Also present in 

the sample is Ag (0.29wt.%). 
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Figure 4.10: SEM micrograph and EDX scan of untreated sandstone: (a) 

orthorhombic detrital quartz coated with illite and interconnected pores (P); (b) 

quartz grains coated with clay minerals and a pronounced mixed-layer 

illite/smectite honeycomb morphology (white rectangle); (c) quartz overgrowth 

forming a distinct boundary contact with detrital quartz grains (d) EDX scan 

magnification: (a) 250 X; (b) 500 X; (c) 2.00 KX. 

The XRPD bulk mineralogy result (Figure 4.11a) further confirms the 

presence of quartz (98.4 wt.%), plagioclase (0.2 wt.%), calcite (0.4 wt.%), 

anatase (0.2 wt.%), mixed-layer illite/smectite (0.8 wt.%) and kaolinite 

(trace) in untreated sandstone. Whilst, clay fraction result (Figure 4.11b) 

further confirms the presence of clay minerals in form of kaolinite (14%), 

illite (35%) and mixed-layer illite/smectite (51%) in the rock sample. 
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Figure 4.11: Mineralogical characterisation of untreated sandstone: (a) XRPD whole 

rock; (b) clay fraction. 

Similarly, a cross-section of untreated carbonate (Edward brown) under 

SEM reveals dolomitized limestone with moderately sorted euhedral-

subhedral dolomite (CaMg(CO3)2) mineral with sucrosic texture i.e 

recrystallized limestone with coarse texture (Figure 4.12a). Observed in the 

SEM micrograph are cloudy centres and light rims which are typical of 

dolomites (dotted spheres in Figure 4.12a). The dolomite grains are coated 

with pore filling calcite and authigenic clay minerals (Figure 4.12a,b,c). 

Several interconnected pore spaces (P) are observed in the sample. Figure 

4.12c shows the typical dolomite morphology lightly coated by some 

authigenic grains under magnification 2.00KX. EDX spectrum (Figure 4.12d) 

indicates the presence of elements Si (4.30 wt.%) and O (70.20 wt.%) 

typical of quartz. The EDX confirms the dolomite content of the carbonate 

with the presence of Mg (5.79 wt.%) and Ca and that of calcite with the 

presence of Ca (10.88 wt.%). C (5.16 wt.%) and O are common to both 

dolomite and calcite. Other elements observed in the sample are Al (2.20 

wt.%) K (0.65 wt.%), Cl (0.44 wt.%) and Fe (0.38 wt.%). The Al, K, Si, Ca 

and Mg content typifies illite, kaolinite and mixed-layer illite/smectite 
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content. The presence of Cl is an indication that the sample contains halite, 

while the Fe content indicates the presence of pyrite in the sample. 

 

Figure 4.12: SEM micrograph showing the pore spaces at various magnifications 

and EDX spectrum of untreated Edward Brown carbonate: (a) XRPD, 250X; (b) 

XRPD, 500X; (c) XRPD, 2.00KX; and (d) EDX spectrum. 

XRPD whole rock analysis (Figure 4.13a) further confirm the presence of 

dolomite (73.8 wt.%), calcite (21.2 wt.%), quartz (3.7 wt.%), pyrite (0.2 

wt.%), halite (0.2 wt.%) and multi-layer illite/smectite (0.9 wt.%). Clay 

fraction analysis with XRPD (4.13b) confirms the presence of kaolinite (7%), 

illite (7%) and multi-layer illite/smectite (86%). 
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Figure 4.13: Mineralogical analysis of untreated carbonate: (a) XRPD whole rock; 

(b) clay fraction.  

SEM analysis of untreated desert pink (carbonate) shows large, detrital 

calcite grains covered by authigenic pore-filling calcite (Figure 4.14a,b) 

under different magnifications. Also shown in Figure 4.14c are flakes of 

moderately sorted calcite. Based on EDX distinctive spectrum (Figure 

4.14d) and analysis, desert pink is identified to contain only calcite hence, 

it is limestone. The elements identified are Ca (42.33 wt.%), C (9.95 wt.%) 

and O (47.72 wt.%). Due to time and resource constraints analysis with 

XRPD to further confirm the mineralogical composition of desert pink was 

not conducted. 
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Figure 4.14: SEM micrograph at various magnifications and EDX spetrum of 

untreated carbonate: (a) XRPD, 1.00KX; (XRPD), 500X; (c) XRPD, 2.50KX; and (d) 

EDX spectrum. 

4.4.2 Grain size distribution analysis 

The results of particle size distribution analysis for brine effluents and 

original brine produced a close range values for D10, D50 and D90 (Table 4.8). 

Figure 4.16a shows a slight difference in shape and values between the 

grain size distribution profiles of the original brine and the brine effluents 

from the sandstone and carbonates. This is consistent with the visual 

observation of the effluents. However, there is a remarkable difference in 

the grain size distribution profiles of the original brine/brine effluents and 

the chemical effluents from sandstone and carbonates as indicated by the 

D50 and D90 values in Figures 4.15b,c and Table 4.8. The D10, D50 and D90 

values for the original brine and the brine effluents from sandstone and 

carbonates fall within the size of the sintered glass filter used in filtering the 
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brine before saturation. This signifies that there was no particle release into 

the brine which is an indication that no reaction took place between the 

brine and the core samples. On the other hands, the D10, D50 and D90 values 

for the chemical effluents from sandstone and carbonates increased 

significantly relative to those of brine. The increase suggests some reactions 

such as dissolution might have taken place between the chemicals and the 

core samples that led to deterioration of the grain to grain binding hence, 

grains detachment and release into the fluid stream. The result is consistent 

with earlier work (Oluyemi 2014).  
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Figure 4.15: Grain size distribution profiles of: (a) original brine and brine effluents 

from sandstone and carbonate; (b) chemical effluents from sandstone; (c) chemical 

effluents from carbonate. 
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Table 4.8: Key parameters of the grain size distributions of the original brine and 

the effluents from outcrop samples.  

Sandstone 

Effluents Particle Size (µm)          Classification (Folk 1966) 

Sandstone D10 D50 D90 Sorting Description 

Original brine 3 7 30 0.01 Very well sorted 

SST-brine 2 22 42 0.48 Well sorted 

SST-ATMP 3 150 400 0.64 Moderately well sorted 

SST-betaine 2 140 400 0.81 Moderately sorted 

SST-Glut 1 2 98 350 0.81 Moderately sorted 

SST-Glut 2 3 100 450 0.75 Moderately sorted 

Carbonate 

Original brine 3 7 30 0.01 Very well sorted 

Carb-Brine 2 15 41 0.51 Moderately well sorted 

Carb-ATMP 16 130 350 0.37 Well sorted 

Carb-betaine 7 120 405 0.79 Moderately sorted 

Carb-Glut 1 7 70 407 0.85 Moderately sorted 

Carb-Glut 2 7 71 408 0.84 Moderately sorted 

 

4.4.3 Effect of chemicals on strength and Young’s Modulus 

The results of the mechanical testing on the sandstone and carbonates show 

decrease and increase in unconfined compressive strength and Young’s 

modulus respectively on exposure to the chemicals. Figure 4.16a shows a 

reduction of the uniaxial compressive strength of untreated sandstone 

(Leopard) from 24±2 MPa to 21±2MPa; 9MPa; 8MPa; and 7MPa following 

treatment with brine, scale inhibitor (ATMP), corrosion inhibitor (betaine) 

and biocide (glutaraldehyde) respectively. The measured strength of 

untreated Leopard is not far from the strength of 21±1 MPa declared by the 

supplier (Kocurek Industries). The reduction in strength of sandstone owing 

to treatment with brine, ATMP, betaine and glutaraldehyde is equivalent to 

13%, 63%, 67% and 71% reduction respectively. 
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For the carbonates (Edward brown), the pre-treatment strength increased 

from 6 MPa to 9, 8, 10 and 13 MPa owing to treatment with brine, ATMP, 

betaine and glutaraldehyde respectively; see Figure 4.16b. The 33%, 25%, 

40% and 60% increase in strength of carbonate post chemical treatment 

with brine, ATMP, betaine and glutaraldehyde suggests precipitation 

reaction. However, the determined strength of untreated Edward brown (6 

MPa), brine, betaine and ATMP treated are outside the range of the strength 

(14 - 21 MPa) declared by the Kocurek Industries. This could be due to low 

degree of lithification (Durmekova et al. 2003). 

It is noteworthy that the length to diameter ratio of the cores is 1.3 which 

is lower than the standard ratio of 2-2.5. As such, the above strengths were 

corrected using the strength correction factors of 0.93 suggested by ASTM 

C 42-90 and 0.87 suggested by BS 1881, part 120 (Table 4.9). 

These results represent approximately 13-71% reduction in strength of 

sandstone and 20 - 60% increase in strength of carbonate samples. This 

represents a remarkable alteration in the uniaxial compressive strength of 

the rocks post chemical treatment.  

The measured Young’s modulus, Ε, of sandstone (leopard) from the test 

results show a reduction in stiffness from 15 to 11GPa; 7GPa; 5GPa; and 

5GPa with brine, ATMP, betaine and glutaraldehyde treatment respectively 

(Figure 4.16c).  

In contrast to sandstone, carbonate (Edward brown) increased from 4GPa 

to 10GPa; 5GPa and 8GPa following treatment with ATMP, betaine and 

glutaraldehyde respectively (Figure 4.16d). The value of the Young’s 
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modulus of both rock types were affected by the chemical treatment. The 

reduction in the modulus of the sandstone post chemical treatment ranges 

from 57 to 67% relative to the corresponding value for the untreated 

sample; while the increment observed in the Young’s modulus for the 

chemically treated carbonate ranges from 20 to 60% relative to the 

untreated sample. Betaine has the highest impact on sandstone (67%), 

while glutaraldehyde produced the highest impact on carbonates (60%). 

The measured values of the modulus for the untreated and brine treated 

rock samples are within the range of typical stiffness of sandstone (10 -20 

GPa) and carbonates (3 – 27 GPa).  
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Figure 4.16: Stress-strain relationship and chemically treated: (a) sandstone with 

complete response to failure; (b) carbonate with complete response to failure; (c) 

sandstone with stress-small strain response; (d) carbonate with stress-small strain 

response. 
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Table 4.9: UCS and Young's modulus of sandstone and limestone with 

recommended correction factors (ASTM C42-90) and BS (1881) under static 

condition  

Sandstone 

Sandstone 
UCS 

(MPa) 
ASTM (C42-90) 

Correction Factor 
BP 1881-Part 120 
Correction Factor  

Young's Modulus 
(GPa) 

SST-
Untreated 24 22 21 15 
SST-Brine 21 20 18 11 
SST-ATMP 9 8 8 7 

SST-Betaine 8 7 7 5 
SST-mean 

Glut  6 6 5 5 

Carbonates  

Carbonates 
UCS 

(MPa) 
ASTM (C42-90) 

Correction Factor 
BP 1881-Part 120 
Correction Factor  

Young's Modulus 
(GPa) 

Carb-
Untreated 6 6 5 4 
Carb-Brine 4 4 3 3 
Card-mean 

Glut 13 12 11 8 
Carb-Betaine 12 11 10 10 

Carb-ATMP 10 9 8 10 

 

4.4.4 Effect of chemicals on mineralogy 

Mineral characterisation and identification play a key role in rock mechanical 

properties prediction (Mubiayi 2013). The strength of rock depends 

essentially amongst other factors on the chemical and mineralogical 

composition. The rate at which the strength of rock increases or decreases 

in response to any external force is dependent on the specific surface area 

of the minerals (Frigione and Marra 1976). The core samples were 

characterised after the treatment regime to evaluate the effect of chemicals 

on the element and mineral components of the core samples. 

The morphology, elemental and mineralogical compositions of the 

chemically treated sandstone were analysed using SEM and EDX. The brine 

treated leopard shows the same morphology as the untreated leopard in 

the SEM micrograph (Figures 4.17a,b,c). The quartz, feldspar and clay 
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components of the brine treated leopard were confirmed by the presence of 

Si (31.27 wt. %), Al (2.74 wt. %), O (64.23 wt. %), Na (0.25 wt. %), K 

(0.44 wt.%), Fe (0.59 wt.%) in the EDX spectrum (Figure 4.16d). Other 

elements found in the sample are Ag (0.21 wt.%) and Cl (0.27 wt.%). The 

result shows little or no change in the morphology, mineralogical and 

elemental composition. However, few pittings were observed on the quartz 

grains which could have been caused by dissolution of the clay minerals. 

 

 

Figure 4.17: SEM micrograph and EDX scan of brine treated leopard sandstone 

using different magnification: (a) SEM, 250X; (b) SEM, 500X; (c) SEM, 2.00KX; (d) 

EDX spectrum. 

SEM micrograph of the ATMP treated leopard shows same grain morphology 

with deviation in the elemental and invariably mineralogical composition 

(Figure 4.18a). The grains were pitted (Pt) with well-developed pores (P). 
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The degree of pitting which is a product of dissolution reaction in this sample 

is much higher than that observed in brine treated sample. In contrast to 

untreated and brine treated samples that contain Si, Al, O, Na, K, Fe, Cl 

and Ag as shown by EDX, ATMP treated sample was found to contain P (0.58 

wt.%) and Mg (0.24 wt. %) in addition to Si (30.19 wt.%), Al (3.77 wt. %), 

O (62.21 wt.%), Na (0.34 wt. %), K (0.99 wt.%), Fe (1.03 wt. %), Cl (0.65 

wt.%) with no trace of Ag (Figure 4.18b). Addition of the phosphorous and 

magnesium and depletion of silver content would have been triggered by 

the dissolution reaction. 

Betaine treated leopard is revealed by SEM micrograph to contain well-

sorted, rhombic to orthorhombic detrital quartz grains with spreading of 

grain particles. The grains have undergone dissolution that led to pitting 

(Pt) as shown in Figure 4.18c. Grains got detached due to pitting creating 

several pore spaces (P). The detached grains spread on unaltered quartz 

grains. EDX scan shows variations in the elemental content (Figure 4.18d). 

Unlike the untreated and brine treated leopard sandstone, the betaine 

treated sample is observed to contain only Si (31.94 wt.%), O (62.56 

wt.%), Al (3.11), Cl (1.15 wt.%) and Ag (1.23 wt.%). The dissolution of 

the clay minerals and feldspar is evidenced by the disappearance of some 

key elements (Na and K) that make up the clay and feldspar in this sample, 

but were present in the untreated sample. 

SEM micrograph shows glutaraldehyde treated leopard sandstone to contain 

detrital quartz grain coated with clay. Also observed are some pittings and 

enlarged pore spaces which might have been caused by dissolution of the 

cementing and pore lining clay (Figure 4.18e). The glutaraldehyde treated 



140 
 

sample is shown by EDX scan (Figure 4.18f) to consist of Si (31.42 wt.%), 

O (61.13 wt.%), Al (2.67 wt.%), Na (1.35 wt.%), K (0.53 wt.%), Fe (0.64 

wt.%) and Cl (2.26 wt.%).  

Recall that the treatment with glutaraldehyde was replicated. The SEM 

micrograph (Figure 4.18g) of the second glutaraldehyde leopard sandstone 

(LP-3) shows the same features as the first (LP-2). The elemental content 

of LP-3 as revealed by EDX (Figure 4.18h) are: Si (26.02 wt.%), O (66.92 

wt.%), Al (2.16 wt.%), Na (0.63 wt.%), K (0.37 wt.%), Fe (0.43 wt.%), Cl 

(0.59 wt.%) and C (2.88 wt.%). 

Comparing the results obtained from the characterised untreated leopard 

sandstone and chemically treated sandstone it is obvious that there is little 

or no change in morphology, elemental and mineralogical composition of 

the brine treated leopard sandstone. This is because formation brine is in 

equilibrium with the formation in their natural environment and only 

destabilises/disequilibrates in the presence of external forces. In contrast, 

a substantial change in elemental and mineralogical content was observed 

with the chemically (betaine, ATMP and glutaraldehyde) treated leopard 

sandstone. Looking at the results, it is obvious that the change in Si and O 

content from untreated to treated samples is insignificant throughout the 

test regime. However, variations are observed in Al, Na, Fe and K contents. 

In some cases, for example, betaine treated leopard sandstone, Na, Fe and 

K were completely lost. This is an indication that clay form part of the 

cementing materials for leopard sandstone. The clay dissolved leading to 

grain detachment and pore space enlargement. This causes weakness of  
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Figure 4.18: Mineralogical characterization of chemically treated leopard 

sandstone: (a) ATMP, SEM (Mag. 250X); (b) ATMP, EDX; (c) betaine, SEM (Mag. 

250X); (d) betaine, EDX; (e) glutaraldehyde 1, SEM (Mag, 250X), (f) 

glutaraldehyde 1, EDX; (g) glutaraldehyde 2, SEM (Mag. 250X); (h) glutaraldehyde 

2, EDX. 
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the grain fabrics hence, strength reduction with consequential sand 

failure/production. 

In a similar manner, the chemically treated carbonates were characterised 

using SEM and EDX for the purpose of determining the morphology, 

elemental and mineralogical composition post chemical treatment.   

SEM results of the brine treated Edward brown carbonate (Figure 4.19a,b,c) 

show same features as untreated Edward brown carbonate. This is an 

indication that brine has no negative impact on carbonates. EDX scan 

(Figure 4.19d) reveals the brine treated sample to contain Ca (17.09 wt.%), 

Mg ( 6.59 wt.%), C (3.95 wt.%), Na (1.20 wt.%), O (63.13 wt.%), Al (1.25 

wt.%), Si (3.73 wt.%), Cl (2.02 wt.%), K (0.48 wt.%) and Fe (0.56 wt.%). 
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Figure 4.19: Characterisation of brine treated Edward Brown carbonate under 

magnification: (a) 200X; (b) 500X; (c) 2.00KX; (d) EDX scan 

A cross section of Betaine treated desert pink limestone under SEM shows 

precipitation of calcite grain that are poorly sorted (Figure 4.20a). This 

sample is revealed by EDX (Figure 4.20b) to consist of Ca (22.60 wt.%), O 

(58.07 wt.%), C (16.56 wt.%) and Al (2.77 wt.%).  

Similarly, SEM micrograph of ATMP treated desert pink limestone indicates 

precipitation of calcite grains (Figure 4.20c). The sample is shown to contain 

calcite and aluminate. Although the morphology of aluminate is not 

distinctive in SEM, it is identified based on the analysis of the major 

elements with EDX system. The EDX scan (Figure 4.20d) indicates that 

ATMP treated desert pink limestone contains Ca (26.63 wt.%), C (12.68 

wt.%), O (60.00 wt.%), P (0.19 wt.%), Ag (0.13 wt.%) and Cl (0.37 wt.%). 
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Phosphorus was released by the ATMP (N(CH2PO9H2)3) into the fluid stream 

as it formed complex with calcium.  

Furthermore, the two (2) glutaraldehyde treated Edward brown carbonates 

(ED5 and ED3) have been shown by SEM (Figure 4.20e,g) to have 

experienced dissolution/precipitation during the chemical-rock interaction. 

This is evidenced by change in morphology, pore space filling and 

precipitation of the calcite/dolomite grains. The dominant mineral in ED5 as 

revealed by SEM micrograph is calcite. Other minerals indicated by EDX 

analysis are quartz and clay. EDX scan (Figure 4.20f) indicates the presence 

of Ca (17.77 wt.%), O (65.12 wt.%), Si (0.19 wt.%), C (16.92 wt.%) in 

the first glutaraldehyde treated Edward brown carbonate (ED5). The ED3 

on the other hands, is revealed to be dominated by dolomite mineral. Other 

mineral present in the sample include calcite, quartz and clay. EDX scan 

(Figure 4.20h) shows ED3 to contain Ca (17.16 wt.%), O (67.74 wt.%), Mg 
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Figure 4.20: Mineralogical characterisation of chemically treated carbonates: (a) 

betaine-desert pink, SEM (Mag.250X, EDX; (b) betaine-desert pink, EDX; (c) ATMP-

desert pink, SEM (Mag. 250X); (d) ATMP-desert pink, EDX; (e) glut-Edward brown 

5, SEM (Mag. 250X); (f) glut- Edward brown 5, EDX; (g) glut-Edward brown 3, SEM 

(Mag.250X); (h) glut-Edward brown 3, EDX. 

(6.40 wt.%), Al (1.16 wt.%), C (2.90 wt.%), Si (3.19 wt.%), K (0.54 wt.%), 

Fe (0.60 wt.%) and Cl (0.31 wt.%). 
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Again, analytical results have shown that the interaction between the brine 

and the carbonates does not have negative effect on the strength of the 

rock. However, the interaction between the oilfield chemicals and the 

carbonates caused precipitation of new materials that filled the pore spaces. 

Apart from the fact that the pore clogging can lead to formation damage, 

there is the danger of it causing hydrocarbon production impairment. It is 

worthy of note that the precipitated materials that fill the pore spaces may 

not have the same strength as the original cement material, thus can lead 

to grain fabric weakening.  

4.5      Summary 

Interaction between reservoir formation rocks and three chemicals (biocide, 

corrosion inhibitor and scale inhibitor) which are commonly used in the 

oilfield for remedial treatment in reservoir rock has been investigated under 

static condition. Clastic and carbonate reservoir and outcrop cores obtained 

from the Niger Delta, Nigeria and Texas, USA were used in the study. Both 

mechanical and analytical tests were deployed to characterize the cores 

prior to and after chemical treatments to analyse the interaction between 

the chemicals and the cores. The results suggest that chemical reactions 

such as adsorption, dissolution/precipitation and ionic substitution took 

place between the oilfield chemicals and the reservoir rocks under static 

condition. The interaction weakened the grain fabrics of the rocks and 

caused a release of disintegrated grains into the fluid streams. The 

deterioration of the grain fabrics caused reduction of the uniaxial 

compressive strength, the phenomenon that can lead to sand failure and 

sand production in the formation rocks. It can be observed from the results 
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that betaine exhibited highest interaction with both sandstone and 

carbonates than ATMP and glutaraldehyde with glutaraldehyde having the 

least interaction with both rock types.  

It is imperative that field operators take into cognizance the potential for 

dissolution and precipitation reaction between the materials (quartz, calcite 

and clay) that cement the grains of sandstone and carbonate rocks and 

oilfield chemicals especially during shut in period following chemical 

placement into a well. Dissolution reaction can lead to the weakening of the 

rock fabric whilst precipitation may result in the formation of new materials 

which are weaker than the original rock materials. It is therefore 

recommended that the interaction between these chemicals and formation 

rock should be factored into the evaluation of failure and sand production 

potential for effective field operation especially when extensive chemical 

injection programme is planned for such fields. 
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Chapter five  

5 Evaluation of the Interactions between oilfield chemicals and reservoir 

rocks under dynamic condition (Core flooding) 

5.1      Introduction 

Oilfield operational activities expose reservoir rocks to a range of oilfield 

chemicals. Chemical-rock interaction occurs via adsorption which is the binding of 

chemical to the rock (substrate) surface through Van der Waal forces. The 

dissolution and precipitation phenomena that take place as a result of chemical-

reservoir rock interaction is capable of altering the porosity and permeability of 

the reservoir rock (Li and Aubertin 2003). The alteration, which could result in a 

decrease or an increase in these rock properties depending on the mineral 

composition of the rock, particle size distribution, shape of the particle and pore 

size, can also be a threat to the integrity of the injection schemes (Lamy‐Chappuis 

et al. 2014) and that of the reservoir rocks. 

Saturation under dynamic condition which entails chemical injection and 

subsequent flushing out of the chemicals (flowback) at a predetermined flowrate 

mimics production from the reservoir formation following chemical injection. Such 

dynamic test gives an opportunity to evaluate the flow of reacting fluid to and 

through the rock surface by diffusion and convection.  

The results of interaction between oilfield chemicals and formation rocks under 

static condition have been discussed in Chapter Four. However, the flow effect of 

these chemicals was not considered. Furthermore, most previous works on the 

interaction between chemicals and formation rocks carried out under static (Seto 

et al. 1997) and dynamic (Ramachandra et al. 1999, Kan et al. 2004, 2005, 
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Baraka-Lokmane and Sorbie 2010, Veleso et al. 2014, Yan et al. 2015) conditions 

did not provide a clear understanding of the mechanism of interaction between 

oilfield chemicals and the formation rocks.  

In this chapter, the mechanisms and effects of interaction between oilfield 

chemicals and formation rock on particle size distribution, porosity/permeability, 

mineralogy, elemental composition and UCS and CCS under dynamic condition are 

assessed and discussed. Outcrop samples from USA were used to carry out the 

study. A number of laboratory tests such as flow test, particle size distribution 

analysis, imaging, elemental and mineralogical tests and mechanical testing 

(uniaxial and triaxial compression test) were used for the investigation.  

5.2      Materials & Methods  

Twenty (20) outcrop sandstone and twenty (20) outcrop carbonate rocks were 

used for uniaxial compression test, while seven (7) outcrop sandstone and seven 

(7) carbonate rocks were used for triaxial compression test in this study. The 

geometrical parameters and locations are presented in Tables 3.2 and 3.3 of 

Chapter Three. Detailed description of the flow test from which porosity and 

permeability were determined, particle size distribution analysis, analytical test, 

uniaxial compression test and triaxial test under dynamic condition are presented 

in section 3.3 of Chapter three. 
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5.2.1 Data Analysis 

5.2.1.1  Porosity 

Results obtained from ICP-OES were analysed using Microsoft Excel and used to 

calculate the total volume (VT). The VT was determined by summing up the product 

of the normalised concentration (C/Ch) and sample volume (Sv) (equation 5.1).  

 𝑉𝑇 = ∑(
𝐶

𝐶ℎ
∗ 𝑆𝑣)    [5.1] 

The dead volume (Vd) was calculated by determining the length of the inlet (1/8”) 

and the outlet (1/16”) from the pump to the space around the core i.e. inside the 

core holder. The sum of both inlet (𝜋𝑟2𝐿 ) and outlet (𝜋𝑟2𝐿) volume provided the 

dead volume. While pore volume (Vp) was obtained by subtracting the dead 

volume from the total volume (VT) of the fluid that passed through core (𝑉𝑝 = 𝑉𝑇 −

𝑉𝑑). Bulk volume (Vb) was determined using the dimension of the core 

sample; whilst the porosity (ф) was determined as the ratio of pore volume 

to bulk volume multiply by 100 (equation 5.2): 

ф =
𝑉𝑝

𝑉𝑏
∗ 100    [5.2] 

5.2.1.2   Permeability measurement 

Core permeability was measured before and after the chemical injection using 

brine. This was achieved by varying the flowrates of brine in the sequence 2,6,4,3 

and 2mL/min. The differential pressure was also recorded continuously. Darcy 

equation (Equation 5.3) was then used to calculate the permeability of the rock 

using the data from the measurement. Prior to the flow of fluid, parameters like 

core length, cross-sectional area of the core and fluid viscosity were determined. 

The permeability measurement was done to determine whether the interaction 

between the rock and the reservoir caused any substantial degradation/alteration 
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of the reservoir flow properties. The process was repeated after the flush out of 

the chemical from the core sample and the results compared. 

𝐾𝑏 =
𝑄𝑏∗𝜇∗𝐿

𝐴∗∆𝑃
     [5.3] 

where, Kb = Permeability to brine (mD), Qb = Flow rate (cm3/sec), µ = Viscosity 

of brine (cP), L = Length of sample (cm), A = Cross sectional area of sample 

(cm2), ΔP = differential pressure (atm). 

5.2.1.3   Chemical injection 

A total volume ranging from 12.3 to 21 mL of each chemical (depending on the 

pore volume estimated for each core) was injected into each core at a flowrate of 

0.25 mL/min. This low flowrate is to ensure every pore space is filled and potential 

high flowrate effects such as rapid pressure increase, turbulent flow etc. are 

avoided. The effluent (uptake) was collected for further analyses of pH, cation 

concentration (Ca2+, Fe2+, Mg2+) by ICP-OES and particle size distribution 

determination. The set up was left to stand for 24 hours with the inlet and outlet 

valves shut down to allow for longer interaction between the chemical and the 

core. The injected chemical was flushed out after 24 hours with filtered brine at 

the flowrate of 0.25 mL/min and the flow back effluent was collected for further 

analyses. The core was removed from the core holder after the injection, rinsed 

with deionized water, air and oven dried at 1060C (Verwaal and Mulder 2000; Ladd 

and Foott 1974) for 72 hours in preparation for mechanical tests as well as SEM, 

EDX and XRPD analyses. For the purpose of repeatability each chemical was 

injected three times into three different core samples and the mean values and 

standard deviation of pore volume, porosity and permeability were determined. 
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The procedure for the mechanical testing, SEM/EDX and XRPD analyses are 

described in Section 3.3 of Chapter Three. 

In order to accurately inject the determined pore volume for instance, 12.3mL at 

0.25mL, a conversion of both values to time was done as: 

0.25 𝑚𝐿 = 1 𝑚𝑖𝑛12.3 𝑚𝐿 = 𝑥 𝑚𝑖𝑛 

𝑥 𝑚𝑖𝑛 =  
12.3 𝑚𝐿

0.25 𝑚𝐿
= 49min2𝑠𝑒𝑐. 

The core was flood for this length of time (49 min 2 sec) to obtain the 12.3 mL. 

5.3   Results and Discussion 

5.3.1  Effect of chemicals on porosity/permeability of sandstone and 

carbonates. 

Rock materials like other natural or man-made materials display some mechanical 

behaviour under certain conditions that depend on their internal structure, hence 

an attempt is made to develop a relation between UCS and porosity; and Young’s 

modulus and porosity for both sandstone and carbonate. Figure 5.1 shows the 

lithium tracer profiles from which the porosities of sandstone (a) and carbonates 

(b) were calculated, respectively. The striking similarities in both sandstone and 

carbonate differential pressure profiles (Figures 5.1 c & d) obtained from the 

permeability measurement during the dynamic saturation (flow) test is an 

indication that there was no significant differences in the macroscopic flow 

behaviour of both rock types. An increase in the average porosity of sandstone 

from 21±1.5% in brine to 25±4%, 28±0.7%, and 24±5% was observed after the 

injection of ATMP, betaine and glutaraldehyde respectively (Figure 5.1e). There 

was a corresponding increase in brine permeability from 76±11.5 mD to 88±2.8 
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mD; 224±27.6 mD; and 92±16 mD upon injection of ATMP, betaine and 

glutaraldehyde respectively. 

In Figure 5.5f, a decrease in mean porosity of the carbonates from 28 ±1% to 

21%; 22% and 19% was observed following injection of ATMP, betaine and 

glutaraldehyde respectively. Decrease in permeability from 107±1 mD to 79±18 

mD; and 66±8 mD was also observed owing to treatment with ATMP and betaine 

respectively. However, an increase in permeability from 107mD to 153±32.7mD 

was recorded following treatment with glutaraldehyde.  

The change in the porosity and permeability of the sandstone observed in the 

current study suggests enlargement of pore space due to dissolution of grain 

fabrics (Přikryl 2001; Benavente et al. 2004; Török and Vásárhelyi 2010). The 

increase could have emanated from the dissolution of the clay minerals that form 

part of the rock matrix. The main driving force that causes heterogeneous 

chemical reactions at the interface between the pore-fluid and the rock minerals 

or the materials that cement the rock grain fabrics is the pore fluid flow which 

carries the reactive aqueous species. The interaction between this reactive 

aqueous fluid and either the mineral components of the rock or the cement 

material causes dissolution of some minerals and precipitation of other minerals 

leading to alteration of initial porosity and permeability.  

A decrease in porosity and permeability which signifies constriction/obstruction of 

pore spaces due to formation of new minerals (precipitates) is observed in 

carbonate treated with ATMP and betaine. The observed decrease could be as a 

result of precipitation of small grains between large ones within the pores (Nimmo 

2014). Previous work (Xue et al. 2004) has proven that constant molar 

precipitation reaction can lead to porosity reductions. Precipitation of new 
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materials originates from the continuous interaction of the de-bonded materials 

with other particles. The case of glutaraldehyde’s interaction with carbonates that 

produced a decrease in porosity and an increase in permeability can be explained 

by possible/observed variations in the grain size of the precipitated materials. 

Such observation has been reported by Nelson (1994) and Bernabé et al. (2003). 

Furthermore, permeability is a function of the available networks in a system and 

different pores give different contributions to permeability of the material 

according to their shape and size.   

Pore space enlargement could lead to the weakening of the grain fabrics resulting 

in strength reduction, whilst constriction due to precipitation/release of material 

that may be weaker than the original material into the fluid stream leads to pore 

clogging with consequential low formation wellbore performance and formation 

damage. Of the three oilfield chemicals, betaine demonstrated most significant 

effect (33%) on the petrophysical properties of the sandstone core sample 

compared to ATMP and glutaraldehyde. On the other hand, glutaraldehyde 

produced the highest impact (32-43%) on the petrophysical properties of the 

carbonates. 
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Figure 5.1: Pre and post injection petrophysical characterisation: (a) lithium tracer profile 

for sandstone; (b) lithium tracer profile for carbonate, where Co and C represent initial 

and final lithium concentrations; (c) differential pressure profile during sandstone 

permeability measurement; (d) differentials pressure profile during carbonate 

permeability measurement; (e) average porosity and permeability of sandstone; (f) 

average porosity and permeability of carbonate.  

5.4      Particle/grain detachment 

The grain size distribution profiles (Figure 5.2) of the sandstone and carbonate 

under dynamic saturation show no substantial difference in shape and value 

between the original brine and brine effluents. Nevertheless, there are changes in 

D10, D50 and D90 values of the grain size distributions of the chemical uptake and 

flow back effluents, see Table 5.1. The slight increase in values of D50 and D90 for 
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the chemical flowback observed in this work may be attributed to the low flowrate 

used. The key grain size parameters of the brine effluents from both core samples 

suggest the particles originated from the fines that were less than the sintered 

glass filter openings can filter. Comparing these results with the mechanical and 

analytical test results, it is obvious that the level of deterioration with the brine-

treated cores was much less than that of the chemically treated cores. This was 

evidenced by the release of comparatively lower amount of particles into the brine 

during the test. However, there is a remarkable difference in the grain size 

parameters between the brine effluents and the three chemical effluents (see 

Figure 5.2a,b and Table 5.1). In particular, the chemical effluents appear to exhibit 

broader grain size distribution profiles with poorer sorting (Folk 1968) in contrast 

to the original brine. It is evident from Figure 5.2 that there was a release of some 

particles into the various chemical solutions during the tests. These results 

indicate possible failure of the chemically treated cores due to the force generated 

by the superficial velocity of the fluids in the pores being greater than the 

formation strength can bear as simulated by the chemical flowback. This led to 

release of a wide range of particles into the flow streams. Increased proportion of 

particles in the effluent typically implies widening of the pore space and increase 

in porosity and permeability, possibly leading to a reduction of the uniaxial 

compressive strength. On the other hand, the released particles which could be 

weaker than the original particles could fill the pore space, reduce porosity and 

permeability, resulting in formation damage and low productivity. There are 

therefore two competing mechanisms; the macroscopic response of the core, 

which is the focus of the current study, will depend on the more dominant of the 

two mechanisms.  Detailed microscopic study, for example using micro computed 

tomography (micro CT), would be needed to quantify the local particle transport 
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in the pore network of the core. The determination of the specific location of 

dissolution and precipitation within the core is however, not the focus of the 

current study. 

 

Figure 5.2: Grain size distribution profiles of original brine, brine and chemical uptake and 

flow back effluents under dynamic condition [(a) sandstone, and (b) carbonate]. 

Table 5.1: D10, D50, D90 and sorting of brine, brine and chemical uptake and flowback 

effluents under dynamic condition (sandstone and carbonate).  

Sandstone 

Effluents D10(µm) D50(µm) D90(µm) Sorting (σ1) (Folk 1966) 

Original brine 2 7 32 0.36 Well sorted 

Brine uptake 2 20 40 0.82 Moderately sorted 

Betaine uptake 27 150 430 1.58 Poorly sorted 

Betaine flowback 27 180 500 1.97 Poorly sorted 

ATMP uptake 12 100 420 1.99 Poorly sorted 

ATMP flowback 14 133 433 1.89 Poorly sorted 

Glutaraldehyde uptake 14 100 430 1.99 Poorly sorted 

Glutaraldehyde flowback 14 100 500 2.10 Very poorly sorted 

Carbonate 

Original brine 2 7 30 0.36 Well sorted 

Brine uptake 2 16 43 0.93 Moderately sorted 

Betaine uptake 28 160 498 1.75 Poorly sorted 

Betaine flowback 55 180 500 1.92 Poorly sorted 

ATMP uptake 40 85 420 2.04 Very poorly sorted 

ATMP flowback 16 220 500 1.73 Poorly sorted 

Glutaraldehyde uptake 22 180 501 2.10 Very poorly sorted 

Glutaraldehyde flowback 22 220 502 2.13 Very poorly sorted 
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5.5     Effect of chemical treatment on the mineralogy 

5.5.1     Sandstone 

The SEM micrographs, EDX and XRPD analyses of sandstone samples post 

exposure to brine, betaine, ATMP and glutaraldehyde are shown in Figures 

5.3 and 5.4. SEM coupled with EDX reveals variation in morphology and 

silicon composition in the untreated and chemically treated samples (Figure 

5.3). The abundance of silica in the samples (Table 5.2) confirms that the 

sandstone is silica based. After chemical treatment, the SEM micrographs 

of the sandstone reveal pitting of the clay mineral constituents in the brine, 

betaine and ATMP treated sandstone without migration (circled in Figure 

5.3a1,b1,c1). The pitting is believed to have resulted from dissolution of 

the clay minerals during chemical-rock interaction. The presence of clay 

minerals in the samples increased the surface area, providing an enabling 

environment for ion exchange. Glutaraldehyde treated sandstone shows 

spreading of altered clay and calcite grains on the surface of the larger 

unaltered quartz grains as indicated by the red arrow in Figure 5.3d1 in 

contrast to the untreated samples which show only unaltered quartz grains 

(Figure 4.1 of Chapter Four).  
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Figure 5.3: SEM micrographs and EDX spectrum of the sandstone after exposure to (a1) 

brine showing pitting within the white ellipse, SEM; (a2) brine, EDX; (b1) betaine showing 

pitting with the white ellipse, SEM; (b2) betaine; EDX, (c1) ATMP showing pitting with the 

white square, SEM; (c2) ATMP, EDX; (d1) glutaraldehyde showing spreading of altered 

clay and calcite grains on the surface of the larger unaltered quartz grains locations 

identified by the arrows, SEM; and (d2) glutaraldehyde, EDX. 
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The X-ray powder diffraction (XRPD) results of bulk mineralogical (whole 

rock) analysis show variations in mineralogical composition of the samples. 

Table 5.3 and Figure 5.4a1,b1,c1,d1 reveal high content of quartz (≥98.0 

wt.%) in sandstone treated with brine, betaine, ATMP and glutaraldehyde 

respectively, with little amount of plagioclase (<0.5 wt.%), calcite (<0.5 

wt.%), I/S-ML (<1 wt.%) and kaolinite (<1 wt.%). Quartz which is the 

dominant mineral in the sandstone core sample did not experience any 

observable change in the presence of the chemicals due to its non-reactive 

nature. 

The clay minerals identified from XRPD presented in Table 5.4 and Figure 

5.4a2,b2,c2,d2 include, kaolinite, illite and illite-smectite multi-layered 

(I/S-ML). Clay minerals analysis reveals a substantial increase of kaolinite 

from 14% to 23% with betaine and glutaraldehyde treated samples; 19% 

and 17% with brine and ATMP treated samples respectively. A reduction of 

illite from 35% to 19%, 12%, 15% and 13% was observed with brine, 

betaine, ATMP and glutaraldehyde treated samples respectively. However, 

an increase in illite/smectite mixed layer (I/S-ML) from 51% to 62%, 65%, 

68% and 64% was observed with brine, betaine, ATMP and glutaraldehyde 

treated samples respectively. It is noteworthy that clay minerals are very 

reactive in nature due to their large surface area; as such they possess 

high adsorption capacity to chemicals (Jordan et al. 1994). This suggests 

that the interaction of the chemicals with the sandstone resulted in illite 

dissolution and kaolinite precipitation. The impact of interaction is more 
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significant with betaine and glutaraldehyde, whilst, ATMP had more impact 

on I/S-ML. 

Further analysis of the effluents from treated sandstone using ICP-OES to 

determine the concentrations of Na+, Ca2+ and  Mg2+ showed insignificant 

difference between the uptake and flowback elemental concentrations (t-

test, p ≥ 0.05). However, there was a significant decrease (47%, 45% and 

57%) in Na+ concentration on being treated with betaine, ATMP and 

glutaraldehyde, respectively. Brine and ATMP effluents showed 7% increase 

in Ca2+ concentration; whilst a 16% and 25% decrease in Ca2+ was 

observed with betaine and glutaraldehyde effluents respectively. Mg2+ 

concentration increased by 21%, 2% and 8% in brine, betaine and ATMP 

effluents respectively, but decreased by 10% in glutaraldehyde effluent. 

The percentage changes in the cations concentrations in betaine, ATMP and 

glutaraldehyde could be attributed to the fact that sorption had taken place, 

while a decrease in cations concentration in the effluents is an indication 

that some cations were taken up by the rock (adsorption) leading to 

concentration reduction in the effluents. This result is consistent with the 

description of adsorption by Bolt et al. (1976). 
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Figure 5.4: Bulk mineralogy of clay fraction characterisation of treated sandstone with: (a1) Brine, 

XRPD; (a2) Brine, Clay fraction; (b1) Betaine, XRPD; (b2) Betaine, Clay fraction; (c1) ATMP, XRPD; 
(c2) ATMP, Clay fraction; (d1) Glutaraldehyde, XRPD; (d2) Glutaraldehyde, Clay fraction.  
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Table 5.2: Elemental composition of sandstone and carbonate cores pre and post chemical 

treatment.  

Sandstone 

Elements 
Untreated 

(wt%) 
Brine 
(wt%) 

Betaine 
(wt%) 

ATMP 
(wt%) 

Glutaraldehyde 
(wt%) 

O  64.2 62.9 64.2 63.9 58.0 
Na  0.43 ND ND 4.43 1.74 
Al  3.00 3.24 2.15 3.11 3.00 
Si  30.38 31.1 32.6 23.1 29.7 
Cl  0.30 0.41 0.15 4.44 2.42 
K  0.87 0.57 0.32 0.36 0.47 
Fe  0.50 1.11 0.47 0.28 1.51 
Ag  0.29 0.21 ND ND ND 
Ti ND ND 0.18 ND 0.22 

Mg ND ND ND 0.19 ND 
P ND ND ND 0.19 ND 
C ND ND ND ND 1.5 

Mn ND 0.48 ND ND 1.44 

Total 100 100 100 100 100 

Carbonate 

Elements 
Untreated 

(wt%) 
Brine 
(wt%) 

Betaine 
(wt%) 

ATMP 
(wt%) 

Glutaraldehyde 
(wt %) 

C  5.16 2.76 2.07 5.69 5.76 
O  70.2 70.7 66.8 70.9 69.7 

Mg  5.79 6.46 7.33 6.43 6.57 
Al  2.2 1.79 2.18 1.36 1.26 
Si  4.3 5.47 4.73 3.21 2.97 
Cl  0.44 0.27 0.73 0.18 1.16 
K  0.65 0.61 0.52 0.34 0.33 

Ca  10.9 16.4 18.7 11.2 10.6 
Fe  0.38 0.86 0.92 0.43 0.3 
Na ND ND ND ND 1.36 
P ND ND ND 0.3 ND 

Ag  ND 0.2 0.19 ND ND 

Total 100 100 100 100 100 

ND = Not detected 
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Table 5.3: XRPD Bulk Mineralogy (wt %) based on reference intensity ratio (RIR) Method.  
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LP-Untreated 98.4 0.2 0.0 0.4 0.0 0.0 0.2 0.8 trace 100.0 

LP-Brine 98.5 0.3 0.0 0.1 0.0 0.0 0.2 0.9 trace 100.0 

LP-Betaine 98.0 0.2 0.0 0.1 0.0 0.0 0.1 0.8 0.8 100.0 

LP-ATMP 98.4 0.4 trace 0.2 0.0 0.0 0.1 0.8 0.1 100.0 

LP-Glut 98.0 0.4 0.0 0.4 0.0 0.0 0.2 0.4 0.6 100.0 

ED-Untreated 3.7 0.0 0.0 21.2 73.8 0.2 0.2 0.9 0.0 100.0 

ED-Brine 4.0 0.0 0.0 2.3 92.6 0.0 0.8 0.3 0.0 100.0 

ED-Betaine 4.2 0.0 0.0 2.2 93.0 0.0 0.3 0.3 0.0 100.0 

ED-ATMP 3.8 0.0 0.0 1.6 93.6 0.1 0.7 0.2 0.0 100.0 

ED-Glut 2.8 0.0 0.0 1.6 95.1 0.0 0.3 0.2 0.0 100.0 

LP = Leopard (Sandstone); ED = Edward brown (Carbonate); ATMP = 
Aminotri(methylenephosphonic acid; Glut = Glutaraldehyde 

 

Table 5.4: Relative percentage of clay minerals in the <2µm clay size fraction.  

Sample ID Kaolinite  Illite I/S-ML  

LP-Untreated 14 35 51 
LP-Brine 19 19 62 

LP-Betaine 23 12 65 
LP-ATMP 17 15 68 
LP-Glut 23 13 64 

ED-Untreated 7 7 86 
ED-Brine 10 6 84 

ED-Betaine 10 4 84 
ED-ATMP 9 5 86 
ED-Glut 8 6 86 

LP = Leopard (sandstone); ED = Edward brown (carbonate); ATMP = 
Aminotri(methylenephosphonic acid; Glut = Glutaraldehyde 

 

5.5.2 Carbonate 

The SEM micrograph shows some altered, pitted, disengaged grains and spreading 

of altered grains over unaltered grains in brine, betaine, ATMP and glutaraldehyde 

treated carbonate respectively (Figure 5.5a1,b1,c1,d1). EDX result shows 

abundance of calcium, magnesium, carbon and oxygen elements typical of 

dolomite (Figure 5.5a2,b2,c2,d2 and Table 5.2). In this work, and other EDX 
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spectra (Welton 1984), the peak height of magnesium relative to that of calcium 

for the untreated (Figure 4.2) was reduced after chemical treatment (Figure 5.5)  

possibly due to rarefaction of magnesium in the EDX system. 
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Figure 5.5: Carbonate post chemical treatment SEM micrograph showing filled pore spaces 

and EDX: (a1) brine, SEM; (a2) Brine, EDX; (b1) betaine SEM; (b2) Betaine, EDX;(c1) 

ATMP, SEM; (c2) ATMP, EDX; (d1) glutaraldehyde, SEM and (d) glutaraldehyde, EDX. 

The XRPD of whole rock analysis reveals that the carbonate contains majorly 

dolomite (Figures 5.6a1,b1,c1,d1) which increased in weight percent (wt.%) from 
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73.8 to 92.6, 93.0, 93.6 and 95.1 after treatment with brine, betaine, ATMP and 

glutaraldehyde respectively (Table 5.3). The concentration of calcite reduced in 

weight percent (wt.%) from 21.2 to 2.3, 2.2 and 1.6 in the presence of brine, 

betaine, ATMP and glutaraldehyde respectively. A slight increase in quartz content 

from 3.7 to 4.0 and 4.2 wt.% was observed in brine and betaine treated carbonate 

respectively, while there was little or no change in ATMP treated carbonate (3.8 

wt.%) and a decrease to 2.8 wt. % is observed in glutaraldehyde treated 

carbonate. The change in weight percent of calcite and dolomite supports the view 

of dissolution/precipitation reaction as discussed earlier. Oluyemi (2014) had 

suggested that ionic substitution reaction between the chemical species and the 

brine could lead to the formation and deposition of new materials in the pores. 

However, precipitation reaction dominates in the interaction between carbonate 

rocks and the chemicals as evidenced by the consumption of calcite to produce 

dolomitic minerals. ATMP-carbonate interaction influenced a change in pH from 1 

to 5 which changed the Ca2+ release into the effluent from 270 mg/L at pH 1 to 

347 mg/L (uptake) and 319 mg/L (flow back) at pH 5.  

Again, changes in concentrations of Na+, Ca2+ and Mg2+ were also observed in 

chemically treated carbonate. Brine effluent showed 72% increase in Na+ 

concentration; whilst betaine, ATMP and glutaraldehyde effluents showed 40%, 

61% and 65% decrease in Na+ concentration respectively. Similarly, betaine and 

glutaraldehyde effluents showed 24% and 35% decrease in Ca2+ concentration; 

whilst brine and ATMP showed 6% and 23% increase respectively. No change was 

observed with Mg2+ concentration in betaine effluent. However, 25, 24 and 19% 

increase of Mg2+ concentration was observed in the brine, ATMP and 

glutaraldehyde effluents respectively. This result suggests that while Na+ and Ca2+ 

were being adsorbed by the rock, Mg2+ was released into the effluent. 
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Three simultaneous reaction mechanisms are possible with calcite dissolution 

process (Plummer et al. 1978). In the current study, the likely reaction involving 

the ionic exchange during calcite dissolution and dolomite precipitation when the 

carbonate rock was exposed to the chemicals are presented in Equations 5.4 – 

5.7: 

CaCO3  ↔  Ca2+ + HCO3
−      [5.4] 

CaCO3 + H2CO3
0 ↔ 2HCO3

−      [5.5] 

CaCO3 + H2O ↔ Ca2+ + HCO3
− + OH−    [5.6] 

Ca2+ + Mg2+ + 2C+ + 7O−  ↔ CaMg(CO3)2 + H2O   [5.7] 

The XRPD analysis of clay minerals shows an increase in kaolinite composition 

from 7 to 10% owing to brine and betaine treatment; 9% due to ATMP treatment 

with marginal change (8%) in glutaraldehyde treated limestone (Figures 

5.6a2,b2,c2,d2 and Table 5.6). Illite reduced from 7 to 4 and 5% in the presence 

of betaine and ATMP with little reduction (6%) in the presence of brine and 

glutaraldehyde. Again, illite dissolved to precipitate kaolinite as evidenced by the 

reduction in the relative contents of illite in the presence of the chemicals. High 

content (86%) of illite/smectite mixed layer (I/S-ML) was obtained which 

remained constant in the presence of the chemicals. Some clay minerals such as 

smectite, illite and I/S-ML are well known for expandability which causes 

constriction of pore throat. This accounts for reduced pore volume/porosity and 

permeability discussed in section 5.2. This research has indicated the possibility 

of the inhibitors, especially ATMP and betaine forming complexes with the divalent 

cations (Ca2+, Mg2+) that eventually precipitate. This has been previously reported 

by Tantayakom et al. (2004). In addition, the research has indicated that pore 

H+ 

2H+ 
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constriction can still take place irrespective of the initial pH of the injected 

chemicals; this agrees with Singurindy and Berkowitz (2003) findings.  
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Figure 5.6: Bulk mineralogy (weight %) and clay fraction characterisation of treated 

carbonate: (a1) Brine, XRPD; (a2) Brine, clay fraction; (b1) Betaine, XRPD; (b2) Betaine, 

clay fraction; (c1) ATMP, XRPD; (c2) ATMP, Clay fraction; (d1) Glutaraldehyde (XRPD); 

(d2) Glutaraldehyde, Clay fraction. 
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5.6    Effect of chemicals on Unconfined Compressive Strength and 

Young’s modulus 

Figure 5.7 shows the pre and post chemical treatment uniaxial stress-strain 

responses for both sandstone and carbonate samples. The stress-strain curves for 

untreated and chemically treated sandstone (Figure 5.7a) and carbonates (Figure 

5.7b) reveal linearly increased axial strain with increasing applied load until the 

sample yielded or failed. UCS results indicate a change in the unconfined 

compressive strength of the chemically treated sandstone and carbonate. 

Reduction in the mean strength of sandstone from 24±2.0MPa to 21±2.0MPa; 

14±3.4MPa; 12±0.6MPa; 13±0.7MPa and an increase in mean strength of 

carbonate from 6±0.6MPa to 11MPa; 13±2.8MPa; 12±2.1MPa; and 9±1.5MPa 

were recorded owing to treatment with brine, ATMP, betaine and glutaraldehyde 

respectively (Table 5.5). Recall that the length/diameter (L/D) ratio of the core 

samples is 1.3 and recognising that rock strength is influenced by sample 

dimensions, an ASTM standard correction factor of 0.93 (ASTM 1992) was used to 

correct the measured strength of core samples as presented in Table 5.5. 

The measured UCS of untreated and brine treated sandstone (leopard) of 24 ± 2 

MPa is within the range of strength (21 - 26 MPa) declared by the supplier, Kocurek 

Industries Ltd. On the other hand, the measured UCS of untreated carbonates 

(Edward brown) of 6 ± 0.6MpPa falls below the range 14 – 21 MPa declared by 

Kocurek Industries Ltd. Although increase in strength was observed with the 

chemically treated carbonates, the observed strengths still fall below the 

stipulated range. The low strength of the carbonate could be explained by the fact 

that the carbonates have less favourable mechanical properties due to low degree 

of lithification (Durmekova et al. 2003). The low strength observed in the 

untreated carbonate samples could also be attributed to the effect of humidity 
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considering the length of time the samples were kept in the laboratory ‘as supplied’ 

before the test was carried out. The percentage reduction (18, 44 and 55%) in 

the UCS of sandstone samples from Niger Delta, Nigeria exposed to ATMP, betaine 

and glutaraldehyde respectively has been reported in section 4.2.2 of Chapter 

Four. When limestone samples from the Sokoto and Anambra Basins, Nigeria were 

exposed to these chemicals under static condition, a 29 and 41% reduction in UCS 

was recorded in betaine and glutaraldehyde respectively, whilst the ATMP treated 

limestone failed before the UCS was measured. 

The stress-small strain response for both rocks is shown in Figure 5.8a,b; the 

strain in this case was measured using a strain gauge attached to the surface of 

the core. As expected, the stress versus small strain relationship was linear. The 

Young’s modulus of sandstone reduced from 19 GPa to 13±2.8 GPa; 10±3.4 GPa; 

9.5±0.7 GPa; 11±4 GPa whilst, that of the carbonate increased from 6 GPa to 

16±2.8 GPa; 10±2.8 GPa; 8±4.0 GPa and 10±3.5 GPa when exposed to brine, 

ATMP, betaine and glutaraldehyde respectively (Table 5.5). Sandstone 

experienced a range of 32 to 50% reduction in Young modulus in the presence of 

the chemicals; while, carbonate exhibits 33 to 167% increase in Young modulus 

in the presence of the chemicals. 

Rock strength and modulus are strongly influenced by mineral composition, grain 

size distribution (grain detachment) and porosity. The observed effect of the 

oilfield chemicals on the strength of sandstone is attributed to deterioration of the 

grain to grain binding, while the effect on the carbonate as observed is attributed 

to pore clogging. The result on the effect of oilfield chemicals on sandstone is 

consistent with previous work reported by Kahraman et al. (2008). A change in 

the grain to grain binding due to chemical influence leads to change in porosity 
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and permeability leading to a reduction in the unconfined compressive strength of 

the cores under study.  

Apart from Young modulus of betaine treated sandstone that fell below the range, 

all other determined Young’s modulus values for sandstone and carbonates were 

within the typical range of 10 – 20 GPa for sandstone and 3 – 27 GPa for 

carbonates. 

 

 

Figure 5.7: Stress-strain curve for untreated and chemically treated samples under 

dynamic condition: (a) sandstone and (b) carbonate.  

 

 

 

Figure 5.8: Stress-small strain response for untreated and chemically treated samples 

under dynamic condition: (c) sandstone, and (d) carbonate.  
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Table 5.5: UCS and Young’s modulus of treated and untreated sandstone and carbonate 

samples (n=3) with recommended size correction factor under dynamic saturation.  

Sandstone  

 

UCS 
(MPa) 

Corrected UCS 
(MPa) 

Length/Diameter (L/D) 
ratio 

Young's 
Modulus (GPa) 

SST-Untreated  24±2.0 22±1.8 1.3 19  
SST-Brine  21±4.0 20±3.7 1.3 13±2.8 
SST-ATMP  14±3.6 13±3.3 1.3 10±3.8 
SST-Betaine 12±0.6 11±0.6 1.3 10±0.7 
SST-Glut  13±0.7 12±0.7 1.3 11±4.0 

Carbonate 

Carb-Untreated  6±0.6 6±0.6 1.3 6 
Carb-Brine  13±2.8 12±2.6 1.3 16±2.8 
Carb-ATMP  11±0.1 10±0.1 1.3 10±2.8 
Carb-Betaine 10±3.0 9±2.8 1.3 8±4.0 
Carb-Glut  9±1.5 8±1.3 1.3 10±3.5 

 SST =Sandstone; Carb = Carbonate; Glut = Glutaraldehyde 
Note: The correction was based on the ASTM C42-90 correction factor of 0.93 

 

Various models for example, power law, linear, logarithmic, exponential and 

second – order polynomial were used to correlate porosity and UCS of sandstone 

and carbonates to see which one fits the data best (Figure 5.9). Statistically 

significant (p<0.05) inverse relationships between uniaxial compressive strength 

and Young’s modulus with porosity were established which can be described by 

any of the five laws. The sandstone and carbonate UCS-porosity data fits best into 

the second – order polynomial model (R2 = 0.9991; 0.9892 respectively). 

Similarly, relationship exists between porosity and the Young’s modulus of 

sandstone and carbonates as presented in Table 5.6. Palchik (1999) has also 

established such relationship (Linear, Log, Power, Exponential and Polynomial) 

between porosity and UCS for sandstone in brine. These empirical relationships - 

suggests that porosity (Φ) can be used to predict UCS and Young’s Modulus of 

sandstone and carbonate rocks within the range 20%≤Φ≤30%. Despite the limited 

data points (n = 4) in this study, the UCS – porosity relationship from the current 

work was consistent with that for sandstone and carbonates with wide range of 

petrophysical properties, mineralogical and heterogeneity as shown in Figure 5.10 
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(Reyer and Philipp 2014; Sabatakakis et al. 2008; Chang et al. 2006; Palchik 

1999) for sandstone (Figure 5.10a) and carbonates (Figure 5.10b). However, a 

cautious approach is advised when utilising such empirical relationships to 

estimate UCS which has also been noted by Chang et al. (2006) where they 

indicated that porosity alone is not a good indicator of UCS in low porosity (<5%) 

sandstone and carbonates. It is worth noting the wide range of data reported for 

both rock types which could also be linked to the measurement approach e.g. on 

dry or saturated cores, static or dynamic measurements or even differences in 

diagenetic processes in the formations. 
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Figure 5.9: Relationship between porosity, UCS and Young’s Modulus of: (a) Sandstone; 

(b) Carbonate. The dot-dot line is the second order polynomial best fit to the experimental 

data.  
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Table 5.6: Summary of different models used to describe UCS-porosity relationship  

                                            Sandstone    

  Equation              Regression coefficient (R2) 

 σ = -31.79In(Φ) + 116.52  0.855 

UCS, MPa 

σ = -1.28Φ + 46.36  0.819 

σ = 103.46e-0.08Φ  0.857 

σ = 8072.9Φ-1.977  0.891 

σ =0.25Φ2 - 13.53Φ +194.86  0.999 

E, GPa 

E = -0.44Φ + 21.78  0.807 

E = 232.87Φ-0.958  0.845 

E = 28.18e-0.039Φ  0.812 

E =  -10.92In(Φ) + 45.868  0.841 

E = 0.0833Φ2 - 4.5233Φ + 71.28  0.973 

                                             Carbonates   

UCS, MPa 

σ = -0.4333Φ + 21  0.966 

σ = 215.79Φ-0.955  0.987 

σ = 27.679e-0.04Φ  0.979 

σ = -10.27In(Φ) + 43.108  0.978 

σ = 0.0287Φ2-1.8008Φ + 36.922  0.989 

E, GPa 

E = 0.711Φ + 27   0.632 

E = 1293.3Φ-1.547  0.761 

E = 44.721e-0.064Φ  0.717 

E = -17.36In(Φ) + 64.857  0.679 

Ε = 0.2186Φ2 - 11.13Φ + 148.31  0.956 

 

 

 

Figure 5.10: Comparison of the porosity – unconstrained compressive strength (UCS) 

relationship with existing correlations for (a) sandstone; and (b) carbonates.  
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The results show that the strength (UCS) of sandstone decreases with increase in 

porosity and grain size distribution (D50 and sorting) following exposure to the 

chemicals used in the study (Table 5.7). XRPD has shown clearly that clay minerals 

form the major cementing materials of the sandstone. The changes in the clay 

content following chemical treatment suggest dissolution/precipitation reaction 

within the sandstone. It is established that porosity is the bridge that links both 

particle size distribution and other properties of materials (Wang et al. 1999). As 

such, the relationship between other parameters (particle size distribution, sorting 

and mineralogy) and UCS has been revealed through the inverse relationship 

between the porosity and the UCS (Figure 5.9a). The changes in the cementing 

materials due to chemical treatment created voids in the sandstone samples 

leading to porosity increase, hence decrease in UCS as a result of weakened grain 

fabrics. 

In a similar manner, the results show that the UCS of the carbonates increases 

with a decrease in porosity and increase in grain size distribution (D50 and sorting) 

following chemical treatment (Table 5.7). The change might have been caused by 

dissolution/precipitation reaction following treatment with betaine, ATMP and 

glutaraldehyde. The filling of the pore space by these precipitates likely led to a 

decrease in porosity and a subsequent increase in the UCS of the carbonates. 
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Table 5.7: Summary of the effects of chemicals on particle size distribution, porosity, 

mineralogy and UCS of sandstone and carbonates.  

    Sandstone      

Sample ID  
Mean 

D50 Porosity Mineralogy UCS 

  (µm)  (%) 
Quartz 
(wt.%) 

Dolomite 
(wt.%) 

Calcite 
(wt.%) 

Kaolinite 
(%) 

Illite 
(%) 

I/S-ML 
(%) (MPa) 

SST-
Untreated N/A N/A 98.4 N/A 0.4 14 35 51 22 
SST-Brine 20 21 98.5 N/A 0.1 19 19 62 20 
SST-
Betaine 165 28 98.0 N/A 0.1 23 12 68 11 
SST-ATMP 117 25 98.4 N/A 0.2 17 15 65 13 
SST-Glut 100 24 98.0 N/A 0.4 23 13 64 12 

Carbonate 

Carb-
Untreated N/A N/A 3.7 73.8 21.2 7 7 86 6 
Carb-Brine 16 28 4.0 92.6 2.3 10 6 84 12 
Carb-
Betaine 170 22 4.2 93.0 2.2 10 4 84 9 
Carb-
ATMP 153 21 3.8 93.6 1.6 9 5 86 10 
Carb-Glut 200 19 2.8 95.1 1.6 8 6 86 8 

 

5.7      Effect of chemicals on Confined Compressive Strength and Young’s 

modulus 

To determine the confined compressive strength of sandstone and carbonates a 

multi-stage triaxial test which is a non-zero confining pressure test was performed 

on the sandstone and carbonate under compression. The multi-stage triaxial test 

was used to obtain multiple failure states with one sample instead of the 

conventional single-stage triaxial test that requires one sample per test. The 

obtained data was used to determine the peak strength envelope, angle of internal 

friction, apparent cohesion or shear strength, and Young’s modulus under 

compression. Figure 5.11 shows the multiple failures at different confining 

pressure. These plots were used to determine the Young’s modulus for both 

sandstone and carbonate. The dimensions and densities of sandstone and 

carbonate are presented in Table 5.8. 
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Figure 5.11: Stress-strain response during multiple failures at different confining pressure 

for: (a) Sandstone; (b) Carbonate. 
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Table 5.8: The dimensions and densities of sandstone and carbonate 

Sandstone 

Sample 
identifier 

Height 
(mm) 

Top 
Diameter 

(mm) 

Middle 
Diameter 

(mm) 

Bottom 
diameter 

(mm) 

Mean 
Diameter 

(mm) 
Mass 

(g) 
Specific 
Density  

LP4 101.16 50.55 50.55 50.54 50.55 428.91 2.11 
LP7 101.29 50.63 50.63 50.63 50.63 427.29 2.10 

LP10 101.33 50.61 50.64 50.66 50.64 427.46 2.09 
LP13 101.36 50.63 50.64 50.66 50.64 429.06 2.10 
LP14 101.26 50.55 50.54 50.51 50.53 428.74 2.11 
LP29 101.33 50.54 50.54 50.53 50.54 429.27 2.11 
LP34 101.24 50.67 50.69 50.70 50.69 431.8 2.11 

Carbonate 

ED7 101.74 49.85 49.95 49.98 49.93 334.67 1.68 
ED8 101.84 50.45 50.45 50.44 50.45 329.72 1.62 

ED10 101.66 50.02 50.24 50.21 50.16 337.35 1.68 
ED14 101.44 50.10 50.28 50.26 50.21 355.16 1.77 
ED24 101.46 50.51 50.47 50.48 50.49 346.06 1.70 
ED33 101.43 50.17 50.17 50.30 50.21 349.84 1.74 
ED36 101.32 50.39 50.35 49.96 50.23 337.46 1.68 

LP = Leopard (sandstone); ED = Edward brown (Carbonate) 

 

Three types of plots are available to present failure data, namely; the principal 

stress plots (σ1 – σ3), the shear versus normal stress plots (σs – σn); and the shear 

stress versus effective mean stress (q - p) plots. ‘p’ is the effective stress, which 

represents the normal compressive stress (Equations 5.8 and 5.10), and ‘q’ is the 

effective differential stress that represents the shear stress (Equations 5.9 and 

5.11). The magnitudes of both stresses were calculated from the principal stresses 

as follows (even though the principal stresses are normal stresses and not shear 

stresses). Note that σ1 > σ2 > σ3 where σ1 is the major, σ2 is the intermediate and 

σ3 is the minor principal stresses: 

𝑝 =  
1

3
(𝜎1 + 𝜎2 + 𝜎3)     [5.8] 

𝑞2 = 
1

2
[(𝜎1 − 𝜎2)

2 + (𝜎2 − 𝜎3)
2 + (𝜎1 − 𝜎3)

2]  [5.9] 
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In the triaxial tests carried out in this study σ2 = σ₃, hence: 

𝑝 =
1

3
(𝜎1 + 2𝜎3)     [5.10]  

𝑞 = (𝜎1 − 𝜎3)      [5.11] 

In this work the principal stress plots (σ1 – σ3) with the corresponding q-p plots 

are employed for the presentation of the failure data. The principal stress plots 

have been recommended by Zoback (2007) for the determination of the 

unconfined compressive strength. There is also a general knowledge that principal 

stress plot is capable of mapping the entire failure surface that includes all types 

of failure. In this study, bilinear Mohr-Coulomb was implemented in describing the 

failure envelopes because the data fits into them. The bilinearity of the yield 

surface accounts for the dependency property of friction angle on pressure (Nouri 

et al. 2009). The q-p plot became necessary because both sandstone and 

carbonate are porous and have the tendency to develop shear-enhanced 

compaction induced by the triaxial compressive stresses.  

Sandstone and carbonate exhibit strain softening at Low Effective Confining Stress 

(LECS) and strain hardening at High Effective Confining Stress (HECS). The strain 

hardening which expands and strain softening which contracts are used to 

formulate the yield surface as a function of the plastic deformations. Therefore, 

two sets of material properties were given for two ranges of confining pressures 

(Table 5.9). According to Nouri et al. (2009), the peak states obtained at LECS 

are described as the friction-hardening phase and at HECS as the cohesion-

softening phase. Two models were explored to explain rock plastic behaviour at 

the two regimes (LECS and HECS) for both sandstone and carbonate (Table 5.10). 
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The onset of plastic deformation at any point in the medium is said to take place 

when the stress path attains the initial yield envelope (Figure 5.11).  

Table 5.9: Summary of triaxial test results for sandstone and carbonate. 

Sandstone 

Sample (n = 2) 
Peak 

states 

UCS, 
Co 

(MPa) 
Angle of Internal 

Friction, φ (Degree) 

Apparent 
Cohesion 

(MPa) 

Range of 
Confining 

Pressure (MPa) 

SST-Untreated  LECS 68 46 13 0 ≤ σ₃ ≤ 12 

 HECS 105 28 31 12 < σ₃ ≤ 60 

SST-Brine LECS 64 47 12 0 ≤ σ₃ ≤ 12 

 HECS 114 28 33 12 < σ₃ ≤ 60 

SST-Betaine LECS 65 46 14 0 ≤ σ₃ ≤ 12 

 HECS 96 30 30 12 < σ₃ ≤ 60 

Carbonate 

Carb-
Untreated  LECS 18 9 8 0 ≤ σ₃ ≤ 15 

 HECS 28 - 22 15 < σ₃ ≤ 60 

Carb-Brine LECS 20 3 10 0 ≤ σ₃ ≤ 15 

 HECS 30 - 26 15 < σ₃ ≤ 60 

Carb-Betaine LECS 22 5 10 0 ≤ σ₃ ≤ 15 

  HECS 34 - 23 15 < σ₃ ≤ 60 

LECS = Low Effective Confining Stress; HECS = High Effective Confining Stress 

 

Table 5.10: Summary of the models obtained at the two peaks to describe shear strength. 

Sandstone 

 Peak state Models 

SST-Untreated LECS σs = 5.3233σn + 67.51 

 HECS σs = 2.6779σn + 105.50 

SST-Brine LECS σs = 5.7400σn + 63.60 

 HECS σs = 2.5809σn + 113.18 

SST-Betaine LECS σs = 5.8633σn + 64.95 

  HECS σs = 2.7933σn + 105.67 

Carbonate 

Carb-Untreated LECS σs = 1.3567σn + 17.70 

 HECS σs = 0.5138σn + 27.75 

Carb-Brine LECS σs = 1.0800σn + 19.90 

 HECS σs = 0.4018σn +29.96 

Carb-Betaine LECS σs = 1.2367σn + 21.55 

  HECS σs =0.3861σn + 33.90 
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5.7.1 Sandstone 

It can be observed that the intact sandstone samples experienced shear failure in 

response to the high shear stress along the plane (Figures 5.12 a, c, e). The nature 

of the deformation displayed by the sandstone samples suggests development of 

fault zone along the failure plane which made the two sides of the plane to move 

relative to one another in a frictional process (Figures 5.12 b, d, f). 

 

 

 

 

Figure 5.12: Sandstone samples before test: (a, c & e) and after test (b, d & f). 

(a) (b) 

(c) (d) 

(e) (f) 
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At the LECS phase the mean compressive strength, C0, of the untreated 

sandstone, apparent cohesion, S0 (the real cohesion), angle of internal friction, φ, 

and Young’s modulus, E calculated are 68 MPa, 14 MPa, 460, 1 and 21 GPa 

respectively. It was observed (Figure 5.13) that micro-cracking did not form 

during the LECS regime. This implies that tension cut-off was constant up to the 

peak of mobilized friction angle (Nouri et al. 2009). A higher C0 (106 MPa), S0 (31 

MPa) and a lower angle of internal friction (290) were obtained at HECS regime 

from the same untreated sandstone sample. This may be attributed to the fact 

that tension cut-off is not constant during the motion of yield surface at this 

regime. Besides, at this phase a gradual transition to a material with decreased 

stiffness, but still having the ability to withstand load as the strain increases was 

observed. At the LECS phase, the sandstone experienced a slight strength 

reduction from 68 MPa to 64 and 65 MPa following treatment with the brine and 

betaine respectively. Similarly, at HECS phase, the sandstone strength reduced 

from 106 MPa to 96 MPa owing to treatment with betaine. On the other hand, the 

strength increased from 106 MPa to 114 MPa in the presence of brine. This 

constitutes 4 – 6% and 8 - 9% changes at LECS and HECS phases respectively. 

The result suggests that the interaction between the chemical and the core has 

little effect on the UCS of sandstone under confined condition.  

Little or no change was observed with the cohesion, So at LECS and HECS phases. 

The cohesion at LECS measures the bonding of materials and its softening with 

plastic shear deformations which is associated with the development of micro-

cracks and loss of cohesive strength. The cohesion at HECS is known to decline at 

a slower pace than the cohesion at LECS. The reason for this could be attributed 

to the higher ductile nature of the materials at higher effective confining stresses.  
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Again, there is little or no change of the angle of internal friction at LECS and HECS 

phases in the presence of brine and betaine (Table 5.9). The obtained values of 

angle of internal friction (φ ≥ 0) indicates that the materials were positively 

dilatant (Fjaer et al. 2008). The shear stress has an inverse relationship with the 

normal stress at both LECS and HECS phases as summarised in Table 5.10. 

There was no remarkable change in the Young’s modulus (20 to 19 GPa) owing to 

treatment with brine and betaine. Elastic failure is experienced at LECS phase 

whilst plastic deformation was obtained at HECS phase for both untreated and 

chemically treated sandstone samples. A gradual transition took place between 

LECS and HECS when the material stiffness decreased slightly, yet it exhibits the 

ability to carry the load as the strain increases.  

Comparing the Young modulus result obtained from uniaxial compression test 

(32% - 50% reduction) result and that of triaxial compression test (5%), it is 

obvious that the percentage change is very minimal under the triaxial compression 

test. 

 

Figure 5.13: Failure envelope for untreated, brine treated and betaine treated sandstone. 
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Figure 5.14: q-p curves indicating shear failure mode devoid of compaction for sandstone 

Comparing the UCS results obtained from triaxial test with those obtained from 

uniaxial test (Figure 5.15), it is obvious that there was insignificant change in 

strength due to chemical treatment under confined pressure. The strength 

reduction under uniaxial compression test is in the ranges of 13 to 50%; whilst 

that of triaxial test is 4 to 6%. Besides, the values uniaxial compressive strength 

obtained under confined condition was much higher than those obtained under 

unconfined condition. The disparity in obtained values can be explained by the fact 

that in confinement supports sandstone strength and prevent it from brittle 

collapse; whilst under unconfined condition the sandstone failed due to early crack 

initiation. 
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Figure 5.15: Comparison between the UCS at zero confining pressure and non-zero 

confining pressure. 

5.7.2 Carbonate 

Similarly, the bilinear Mohr-Coulomb envelopes (Figure 5.16) shows a slight 

increase in the UCS of the carbonate under confined condition following treatment 

with brine at LECS (from 18 to 20 MPa); HECS (from 28 to 30 MPa) and betaine 

at LECS (from 18 to 22 MPa); HECS (from 28 to 34 MPa). Also observed is a slight 

change in cohesion from 8 to 10 MPa at LECS phase for brine and betaine treated 

sample; and from 22 to 26 MPa at HECS phase in the presence of brine, no change 

was observed at HECS in the presence of betaine. The angle of internal friction 

changed from 90 to 30 and 50 at LECS due to treatment with brine and betaine 

respectively (Table 5.9). Unfortunately, no measurement was taken for angle of 

internal friction at HECS because at this phase, the samples suffered compaction 

leading to termination of the tests. The compaction is plainly evident from the q-

p plots and post-test photograph (Figure 5.17 and 5.18). A 22% and 21% increase 

in CCS was observed with the betaine treated carbonate at LECS and HECS phases 

respectively. No remarkable change (11% increase) was noticed with the brine 

treated carbonate at both phases, (see Table 5.7).  
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Unlike the sandstone, the carbonates were of low density, thus there was a 

likelihood of shear-enhanced compaction induced by the triaxial compressive 

stresses which might complicate the Mohr-Coulomb strength envelopes 

interpretation. As such q-p curves (Figure 5.17) were plotted in addition to the 

principal stress curves (Mohr-Coulomb envelopes) to investigate the compaction 

tendency of the rocks’ strength.  

The mean Young’s modulus calculated from the stress-strain (micro-strain) plot 

for untreated, brine and betaine treated carbonate under confined condition are 

10, 11 and 10 GPa respectively. This means that the chemical interaction had no 

effect on the Young’s modulus. Similarly, little or no change in Young’s modulus 

(ranging between 6 - 8 GPa) was observed with the betaine treated carbonate 

under unconfined condition.  

 

Figure 5.16: Bilinear yield surface of carbonate at peak states. 
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Figure 5.17: q-p curves indicating various failure modes for carbonate 
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Figure 5.18: Carbonate samples before test: (a, c & e) and after test (b, d & f). 

Both uniaxial and triaxial tests have shown an increase (to varying degrees) in 

strength of carbonate in the presence of chemicals. Under unconfined compression 

test 67% and 100% strength increases were observed owing to treatment with 

betaine and brine respectively. While, under confined compression test 22% and 
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(c) (d) 

(e) (f) 
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21% strength increases were observed following treatment with betaine at LECS 

and HECS phases respectively. Only 11% increase was observed with brine. The 

results suggest that little precipitation reaction took place in the presence of 

betaine under confined condition, hence the effect on the UCS and hydrocarbon 

production may be insignificant. Again, these results have shown that the reservoir 

rock is able to withstand the presence of the oilfield chemical especially betaine at 

depth. 

The two distinct stages involved in sand production in the reservoir rocks include 

mechanical degradation of intact rock to loose particles through stress 

concentration around the wellbore; secondly, by hydrodynamic forces to the 

wellbore (Nouri et al. 2009). The mechanical degradation occurs at the 

development of micro-cracks as failure concentrates in narrow band at post-peak 

strength. This phenomenon seems to be the case with the results obtained at zero 

confined pressure; whilst the results obtained under confined pressure is devoid 

of it. 

5.8      Summary 

The interaction between reservoir formation rocks and three commonly used 

oilfield chemicals (biocide, corrosion inhibitor and scale inhibitor) has been 

evaluated under dynamic condition. Clastic and carbonate cores obtained from 

Texas, USA through Kocurek Industries were used in the study. Both mechanical 

and analytical tests were deployed to characterise the cores pre and post chemical 

treatments and analyse the interaction between the chemicals and the rocks. The 

results suggest that chemical interactions in form of adsorption, dissolution, 

precipitation and ionic substitution took place between the oilfield chemicals and 

the rocks. The dissolution reaction caused deterioration of the rocks grain to grain 
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binding, leading to release of disintegrated grains into the fluid streams. The 

release of the grains caused porosity increase and reduction of unconfined 

compressive strength of sandstone at zero confining pressure with a consequence 

of sand failure and production in formation rocks. However, the precipitated 

particles under zero confining pressure filled the pore space leading to porosity 

and permeability reduction as observed with the carbonate. Such pore constriction 

potentially leads to formation damage and hydrocarbon production impairment. 

On the other hand, the triaxial test results shows that the dissolution and 

precipitation reactions under non-zero confined pressure in the presence of oilfield 

chemical (betaine) have no negative effect on the geomechanical strength of the 

reservoir rock. This could be attributed to the fact that investigation was not 

conducted under the under the reservoir conditions. 
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Chapter Six  

6 Numerical modelling of oilfield chemical interaction with the porous 

medium 

6.1      Introduction 

Injection of reactive fluids into the reservoir rocks may cause chemical 

disequilibrium as well as initiate various chemical reactions that can cause 

deleterious effect on the rock strength (Czernichowski-Lauriol et al. 2006). 

Understanding the processes like flow, heat transfer, multi-species transport, and 

chemical reactions is required to predict the amount of precipitation or dissolution 

over the entire period of interaction (Bartels et al. 2002).  

Several models exist (Appelo and Postma 2005, Anderson et al. 2012, Liu et al. 

1997) to describe the effects of interaction between fluids and porous medium 

numerically. Nevertheless, none of these models has considered the deleterious 

effect of oilfield chemicals that are used routinely for one treatment or the other 

in the oil field. 

In this chapter, the numerical simulation of oilfield chemical-rock interaction 

through coupling of fluid flow, transport and chemical reaction in the porous media 

using COMSOL Multiphysics® software is undertaken and discussed. It is worthy 

of note that this is a feasibility study since COMSOL Multiphysics has inbuilt 

equations that were used with the user defined equations to generate data. 

The motivation behind the simulation is to develop a model that accounts for the 

weakening effects of oilfield chemicals in sand production prediction as explored 

in Chapters Four and Five. In addition, the simulation enables comprehension of 
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the fundamental mechanisms involved in oilfield chemical-reservoir rock 

interaction. 

6.2      Geochemical modelling Approach 

To model the interaction between fluid and mineral phases during oil and gas 

production, a number of steps were taken to account for the flow of fluid, chemical 

reaction between the injected fluids and the in situ reservoir minerals and 

transport of the dissolved materials in the porous medium. The processes involved 

in the entire model are described by a two dimensional (2D) medium with a 

geometry of 20m long and 10m wide and extremely fine mesh (Figure 6.1).  

 

Figure 6.1: Model geometry and mesh arrangements 

6.2.1 Fluid flow modelling  

Darcy’s law is generally used for the description of fluid flow in porous media. 

However, it has some limitations in the sense that it cannot handle particles in the 

fluid and cannot account for viscous effects that arise from the free fluid flow (Liu 

et al. 1997). As such the Brinkman equation (Equation 6.1) which extends Darcy’s 

law to account for viscous transport, in the momentum balance, and also 

introduces velocities as dependent variables, was employed in this work. This 
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model handles free flow in porous media where momentum transport by shear 

stresses in the fluid is considered important. Solution of the momentum balance 

equations in the direction of x, y and z in combination with continuity equation is 

used to determine flow field. 

𝜌
𝜕𝑢

𝜕𝑡
− ∇ ∗ η(�⃗� + (�⃗� )𝑇) + (

𝜂

𝑘
𝑢 + ∇𝑃 − 𝐹) = 0   [6.1] 

∇. 𝑢 = 0 
 

Where ρ denotes fluid density (kg/m3), �⃗�  the velocity vector (m/s), η the dynamic 

viscosity (pa.s), k the permeability of the porous structure (m2), P the pressure 

(Pa), T is tortuosity and F the force that accounts for the influence of small 

compressibility effect where required (N/m2).  

The boundary conditions for the modelling was applied such that fluid flow into 

the porous medium with a uniform velocity at the inlet (n.u = u0) and flow out 

under pressure at the outlet (P =P0). The wall was made impervious (no slip – u 

=0). Therefore: 

Inlet/Outlet    𝑢. 𝑛 = 𝑢0 
Outlet/Pressure    𝑃 = 𝑃0 
No Slip     𝑢 = 0  

6.2.2 Model definition 

The model domain and notations for the boundary conditions are depicted in 

(Figure 6.2). 
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Figure 6.2: Sketch of Modelled domain and boundary notations 

Whilst, flow in the free channel is described by Navier-Stokes equations, flow in 

the porous domain when F = 0 is described by the Brinkman equations (Equation 

6.1) 

6.2.3 Mass Transport 

The transport process in a porous medium is described by a two dimensional (2D) 

advection-diffusion equation. The transport of diluted species in porous media 

models the process of heterogeneous reaction where a reactant injected into the 

porous medium interacts with the components of the porous medium and causes 

it to dissolve leading to mass transport/transfer to the point of precipitation.  

The transport of the diluted species in porous media model was opened from the 

model library located under the Chemical Reaction Engineering Module of 

COMSOL. The governing equation (Equation 6.2) that defines the model is: 

𝜕𝑐

𝜕𝑡
= 𝑢∇𝐶 − 𝐷∇2𝐶 = 0     [6.2] 

Where 
𝜕𝑐

𝜕𝑡
 is the concentration gradient, C is the fluid concentration (mol/m3), D is 

the diffusion coefficient (m2/s)and u is fluid velocity (m/s).  

Inlet 

No slip 

No slip 

Outlet 
Porous domain 
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A model parameter was created for the concentration throughout the model and 

two variables were created in the variables table for the reaction rate and reaction 

quotient to be used later in the model. The materials used include: sodium chloride 

(liquid) and carbonate (solid).  

6.2.4 Modelling Reacting flow in porous media 

The model considered the following transport phenomena properties: the fluid and 

matrix modelled with Brinkman equations and the porous media (mass) transport 

properties modelled through diffusion and convection with chemical reaction 

kinetics. 

The porous media flow was simulated by the Chemical Reaction Engineering 

Module using the physics interface “Reacting Flow in Porous Media” which support 

both free-flow and porous-media domains. 

The fluid flow was defined by the Transport Properties throughout the model. It 

uses the Brinkman equations, to account for the flow properties that are required 

inputs for the inlet velocity, pressure, density and viscosity. 

Through diffusion and convection, the mass properties were defined in the 

Transport Properties node. This also requires inputs for the reaction quotient 

variable defined earlier in the Variables table as ‘Q’ for the concentrations which 

was defined in the inflow nodes, and for the diffusivity which was defined in the 

Transport Properties node.  

The flow of the fluid throughout the media was defined by the ‘Porous Matrix 

Properties’ using the Brinkman equation. The porosity (ф) and permeability of the 

porous media were included in the Brinkman equation. 
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The adsorption/consumption of the chemical species to the porous media was 

accounted for by the ‘Reactions’ node. This was done using the reaction rate 

variable earlier defined, and the concentration of the chemical species.  

6.2.5 Chemical Reaction 

Porous media-chemical interaction was modelled using the chemical mass balance 

equation and rate law. Initially, the reaction between ATMP (𝐶3𝐻12𝑁𝑂9𝑃3) and the 

rock (carbonate – CaCO3) was denoted as A and used in the reaction rate equation 

(Equation 6.3). 

The rate of reaction r, is given as: 

𝑟 = −
𝑑[𝐴]

𝑑𝑡
= 𝑘[𝐴]       [6.3] 

Where k = rate constant (1/s) 

6.2.6 Modelling dissolution/precipitation 

An interface called Domain ordinary differential equation (ODE) was added to the 

model tree from Mathematics branch to compute the time-dependent change in 

CaCO3 content, and the evolution of porosity as specific surface area (SSA) of the 

mineral grain. The rate equation was included as a user-defined expression in a 

Reaction domain condition, within a Transport of Diluted Species interface. The 

reaction rate provided a source term for the porosity, as the rock material is 

broken up. Another set of variable (variable 2) was created in the Variable table 

to define the permeability and the specific surface area. The source term which 

gives the rate of change of the unitless variables and the sink term were defined. 
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6.3 Results and Discussion 

6.3.1 Chemical interaction with the porous media 

In modelling the interaction between the porous rock and the chemical species 

calcite which is one of the dominant minerals in the carbonate was selected, thus 

the modelling initially focuses on it, with a plan to include other dominant minerals 

like dolomite in the future for further investigation. The concentrations of ATMP, 

bicarbonate and ATMP-Ca complex obtained from the experiment (Chapter 5) 

were included in the model.  

6.3.2 Reaction mechanisms 

The chemical reactions for ATMP and calcite during oilfield chemical-carbonate 

interaction included in the model based on Plummer et al. (1978) and at ambient 

temperature are: 

𝐶𝑎𝐶𝑂3 + 𝐶3𝐻12𝑁𝑂9𝑃3 → 𝐶3𝐻10𝑁𝑂9𝑃3 − 𝐶𝑎 + 𝐻2𝐶𝑂3   [6.4a] 

 

𝐶𝑎𝐶𝑂3 + 𝐻2𝐶𝑂3 → 𝐶𝑎2+ + 2𝐻𝐶𝑂3
−     [6.4b] 

 
 

The first reaction (Equation 6.4a) took place at pH = 1 which reflects the 

dominating effect of the ATMP, the second reaction (Equation 6.4b) reflects the 

effect of carbonic acid at pH = 5. The backward precipitation (Equation 6.5) was 

then added. 

𝐶𝑎2+ + 𝐶3𝐻12𝑁𝑂9𝑃3 → 𝐶3𝐻10𝑁𝑂9𝑃3 − 𝐶𝑎 + 2𝐻+   [6.5] 

Based on equation 6.4a,b the rate equation (6.6) that covers both dissolution and 

precipitation was formulated as:  

𝑟 =  𝑘1[𝐶3𝐻12𝑁𝑂9𝑃3] + 𝑘2[𝐻2𝐶𝑂3] − 𝑘3[𝐶3𝐻10𝑁𝑂9𝑃3 − 𝐶𝑎][2𝐻𝐶𝑂3
−]     [6.6] 

 rfw rb 
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where r is the specific rate of calcite dissolution (mol/m3/s), separated in a forward 

rate rfw and precipitation in a backward rate rb and k1, k2 and k3 are the rate 

constants. 

6.3.3 Model formulation 

The simulator used in this modelling is based on the model that consists of mass 

and momentum conservation equations (mass balance and fluid flow). The 

reaction rates and sink/source terms that depict injection/production wells 

augments the mass conservation equations (Liu et al. 1997). Porosity-

permeability relations are also part of the model formulation. The models were 

developed based on the parameters presented in Table 6.1. The variables for the 

reaction rates and the porous matrix, are presented in Tables 6.2 and 6.3, 

respectively. 
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Table 6.1: Model Parameters 

Name Expression Value Description 

q 2.5[cm^3/s] 2.5E−6 m³/s Volume flow rate 

area 0.002042[m^2] 0.002042 m² Porous media area 

V0 q/area 0.0012243 m/s Velocity 

D_ATM 1.69E-6[m^2/s] 1.69E−6 m²/s Diffusion coefficient of 
ATMP 

c0_ATM 1.3917[mol/L] 1391.7 mol/m³ Concentration of ATMP 

c0_ATM_Ca 0.195[mol/L] 195 mol/m³ Concentration of 
ATM_Ca complex 

c0_H2CO3 0.195[mol/L] 195 mol/m³ Concentration of 
Carbonic acid 

Ar 1E06[mol/(m^3/s)] 1E6 s·mol/m³ Frequency factor 

Ea 55.25[kJ/mol] 55250 J/mol Activation energy 

T_iso 298[K] 298 K Temperature 

r_const 8.314[J/mol/K] 8.314 J/(mol·K) Rate constant 

A 1[mol/m^2/s] 1 mol/(m²·s) Pre-exponential factor 

k_Cal 2.0669E-10[mol/m^2/s] 2.0669E−10 mol/(m²
·s) 

Rate constant 

Ps 2.71[g/cm^3] 2710 kg/m³ Density of solid 

N0 20.79[mol] 20.79 mol Initial mole of solid 

K 3.177E-2[mol/L] 31.77 mol/m³ Solubility Product 
Constant 

SSA0 1.98e+05[m^ - 1] 1.98E5 1/m Specific Surface Area 

c0_Cal 16.67[mol/L] 16670 mol/m³ Calcite concentration 

D_ATMP_Ca 9.61E-08[m^2/s] 9.61E−8 m²/s  

M_CaCO3 100.087[g/mol] 0.10009 kg/mol Rel. Molecular Mass, 
calcite 

rho_CaCO3 2.71[g/cm^3] 2710 kg/m³ Density, calcite 

poro0 0.3 0.3 porosity, initial 

eps0_CaCO3 1 - poro0 0.7 Volumetric fraction of 
calcite, initial 

perm0 1.056E-13[m^2] 1.056E−13 m² Permeability, initial 

p0 0.67 0.67  

 

Table 6.2: Variables for Reaction Rate 

Name Expression Unit Description 

Q c_ATM_Ca*c_H2CO3/c_ATM mol/m³ Reaction quotient 

R_Cal (SSA)*(k_Cal)*(1 - (Q/K)) mol/(m³·s) Rate of reaction 

R_CaCO3 -R_Cal*(M_CaCO3/rho_CaCO3) 1/s Rate of relative volume change, 
CaCO3 

R_poro -R_CaCO3 1/s Rate of porosity change 
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Table 6.3: Variables for Porous Matrix 

Name Expression Unit Description 

perm perm0 m² Permeability 

SSA SSA0*(eps_CaCO3/eps0_CaCO3)^p0 1/m Specific surface area 

 

6.3.4 Fluid and Matrix 

The Brinkman equations (equation 6.7) take into consideration momentum 

transport through the kinetic potential from fluid velocity, pressure, and gravity in 

porous media. The fluid velocity and pressure were defined at the inlet and outlet 

boundaries, respectively. In effect, the Brinkman equation is considered as an 

extension of Darcy’s law to delineate the kinetic energy dissipation by viscous 

shear. Figure 6.1 shows the mesh arrangements of the porous matrix; in order to 

obtain accurate solutions extremely fine mesh was chosen. The mesh consists of 

triangular and quadrilateral elements with cells of 21160 and 1196 respectively, 

see Table 6.4. The flow through the 2D cross-section of a 20m x 10m rectangular 

porous medium exhibits uniform velocity profile that developed throughout the 

length of the porous medium (Figure 6.3a). The smooth contours (Figure 6.3b) is 

a reflection of constant pressure at the outlet. The boundary conditions associated 

with the flow are No-slip at the wall (equation 6.8a), inlet with velocity (equation 

6.8b) and outlet with pressure (equation 6.8c). CaCO3 is the immobile species, 

while ATMP, ATMP-Ca and H2CO3 are the mobile phases. The influence of the 

immobile species depends on the variation in mineral content as described by the 

ratio of the factor that accounts for the changes in the reactive sites during 

dissolution/precipitation, N/N0. The ratio N/N0 was assumed to be approximately 

1 at the initial stage to model flow and transport with the mobile species. The 

mobile species concentrations were denoted cATMP, cATMPCa and cH2CO3. 

∇. [−𝑝𝐼 + 𝜇
1

∈𝑝
(�⃗� + (�⃗� )𝑇)] − (𝜇𝑘−1 + |𝑢| +

𝑄𝑏𝑟

∈𝑝
2 ) 𝑢 + 𝐹 = 0 [6.7]  
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𝑄𝑏𝑟 = 𝜌∇. (𝑢) 

Boundary conditions 

𝑢 = 0        [6.8a] 

𝑢 =  −𝑢0𝑛       [6.8b] 

[−𝑝𝐼 +  𝜂
1

𝜖𝑝
(∇𝑢 + (∇𝑢)𝑇)] 𝑛 =  −�̂�0𝑛  [6.8c] 

�̂�0 ≤ 𝑝
0
 

where p is the fluid pressure (Pa), Єp is the matrix porosity, η is the fluid dynamic 

viscosity (pa.s), I is the identity matrix, T is tortuosity, n is the number of released 

particles, F is the external force (N/m2), u is the fluid velocity (m/s), k is the 

permeability of the matrix (m2).  

 

Figure 6.3: Model domain with (a) Velocity profile; and (b) Pressure distribution contour. 

 

 

 

 

 

(a) (b) 
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Table 6.4: Mesh statistics 

Description Value 

Minimum element quality 0.3639 

Average element quality 0.9211 

Triangular elements 21160 

Quadrilateral elements 1196 

Edge elements 732 

Vertex elements 4 

 

6.3.5 Mass Transfer in porous media 

In order to account for the advective and diffusive forces associated with the 

chemical species in the pore space, the concentration of the chemical species 

denoted as Ci was considered. Fick’s first law (Equation 6.9) gives the flux due to 

diffusion in dilute species transport which depends solely on the solute’s 

interaction with the solvent, thus establishing the diffusion coefficient. The 

boundary conditions include no flux (Equation 6.10a), inflow (Equation 6.10b), 

outflow (Equation 6.10c) and reactions (Equation 6.10d). 

∇. 𝛤𝑖 + 𝑢. ∇𝑐𝑖 = 𝑅𝑖 + 𝑆𝑖     [6.9] 

𝑁𝑖 = 𝛤𝑖 + 𝑢𝑐𝑖 = −𝐷𝑒𝑗∇𝑐𝑖 + 𝑢𝑐𝑖 

Boundary conditions 

−𝑛.𝑁𝑖 = 0      [6.10a] 

𝑐𝑖 = 𝑐𝑜𝑗      [6.10b] 

−𝑛.𝐷𝑖∇c𝑖 = 0     [6.10c] 

∇. (−𝐷𝑖∇𝑐𝑖) + 𝑢. ∇𝑐𝑖 = 𝑅𝑖   [6.10d] 

where 𝛤𝑖 is the diffusive flux (mol/m2/s2), ci is the concentration of the species 

(mol/m3), Ri is the reaction rate expression for the species (mol/(m3.s)), Si is the 

source/sink term and u is the velocity vector (m/s), Ni is the flux vector 
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(mol/(m2.s)) and it is associated with the mass balance equation (Equation 6.10d). 

N is used in boundary conditions and flux computation. Where diffusion and 

convection are the only transport mechanism the flux vector Ni takes the form: 

𝑁𝑖 = 𝐷𝑉𝑐𝑖 + 𝑢𝑐𝑖    [6.11] 

For the mass balance, ∇. (−𝐷∇𝑐𝑖) accounts for diffusive transport responsible for 

the interaction between the diluted species and solvent; whilst the convective 

transport due to a velocity field u is described by 𝑢. ∇𝑐𝑖.  

The transport in saturated porous medium when the pore space is filled with the 

fluid and volume fraction is equal to porosity (θ = ф) is described by the equation 

for concentrations, ci as: 

(∈𝑝+ 𝜌𝑏𝑘𝑝,𝑖)
𝜕𝑐𝑖

𝜕𝑡
(𝑐𝑖 − 𝜌𝑝𝑐𝑝,𝑖) +

𝜕ф

𝜕𝑡
(𝜌𝑏𝑐𝑝, 𝑖) + 𝑢. ∇𝑐𝑖 = ∇. [(𝐷𝐷,𝑖 +

𝜃𝜏𝐹,𝑖𝐷𝐹,𝑖)∇𝑐𝑖] + 𝑅𝑖 + 𝑆𝑖     [6.12] 

where Ci is the concentration of species i in the liquid (mol/m3), cp, I is the amount 

of adsorbed to (or desorbed from) solid particles (mol/weight of solid), ρb is the 

bulk density of the porous medium (kg/m3), DD is the tensor (m2/s) and DF is the 

effective diffusion (m2/s).  

The first two terms on the left hand side of Equation 6.12 represent species 

accumulation within the fluids and solid phases respectively, while the third term 

corresponds to convection due to the velocity field u. Whilst, on the right hand 

side the first term describes the spreading of species by diffusion and the last two 

terms represent production and consumption of the species.   

The mass transport equation balances throughout the porous medium utilising the 

volume fraction θ, the porosity ф, the solid phase density ρ (kg/m3) and the bulk 
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density 𝜌𝑏, but 𝜌𝑏 = (1 − ф)ρ. The movement of the species with the bulk fluid 

velocity is described by convection. The velocity field u represents a superficial 

volume average over a unit volume of the porous medium (pores and matrix). 

This velocity can be defined as volume flow rates per unit cross section of the 

medium. To estimate the velocity within the pores an average linear velocity uF 

was solved as: 

𝑢𝐹 =
𝑢

ф
     [6.13] 

The effective diffusion De in porous medium is a function of the structure of the 

porous materials and the phases involved. The effective diffusivity occurs in free 

flow and saturated porous media taking the form: 

𝐷𝑒𝑗 =
ф

𝜏𝐹𝑗
𝐷𝐹𝑗                                   [6.14] 

where DFj denotes single-phase diffusion coefficient for the species diluted in pure 

liquid phase (m2/s), and 𝜏𝐹𝑗 is the dimensionless tortuosity factor which accounts 

for the reduced diffusivity due to the fact that solid grains impede Brownian motion 

(Rosner 1986).  

Species transport in the porous media is influenced by chemical reactions which 

correspond to change in concentration of species per porous media unit volume 

per time. Figure 6.4 shows variations in the concentration of the reactant (ATMP) 

and product (ATMP-Ca). Figure 6.4a shows high concentration of the ATMP at the 

inlet but diminishes as it is being consumed (Figure 6.4b) through diffusion and 

convection and fizzles out completely before reaching the outlet. On the other 

hand, Figures 6.4c,d show concentration of the ATMP-Ca complex as it is being 

produced at/or near the outlet with zero concentration at the inlet. The variation 
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in the concentrations of the chemical at the inlet (reactant) and outlet (products) 

can be explained by the source/sink and production phenomena. The chemical 

species was consumed by the porous medium near the inlet through reaction to 

produce the ATMP-Ca complex at/or near the outlet after 24 hours.  

 

 

Figure 6.4: Change in concentrations of reactant and product (a) ATMP (reactant); (b) 

consumed ATMP (reactant) (c) ATMP-Ca complex (product); and (c) produced ATMP-Ca 

complex (product) during chemical-rock interaction. 

6.3.6 Reactions and Rate laws 

The rate equations associated with the ATMP-rock interaction, as described by the 

change in solute concentration due to mineral dissolution/precipitation process 

(a) 
(b) 

(c) (d) 
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were obtained by following an approach similar to that of Appelo and Postma 

(2005) and Bunney et al. (1996) in the form: 

𝑅 = 𝑘
𝐴0

𝑉
(

𝑁

𝑁0
)
𝑝0

(1 −  𝛺)    [6.15] 

where R is the overall reaction rate (mol/m3/s), k is the rate constant (mol/m2/s), 

A0 is the initial surface area of the mineral (m2), V is the Volume of fluid in contact 

with mineral (m3), Ω is saturation state, N0 is the initial moles of mineral and N is 

the mole of mineral at a given time. The factor (N/N0)p0 accounts for the changes 

in the surface area (reactive sites) during dissolution. These changes could be 

caused amongst others by changes in the size distribution of the particle 

population. According to Appelo and Postman (2005), p0 = 2/3 for a monodisperse 

population of uniformly dissolving spheres and cubes because N is proportional to 

the volume, or r3 while the surface area is proportional to r2. However, for 

polydispersed crystal populations, the finest crystals dissolves selectively 

modifying the size distribution, thus p0 becomes 3.4 (Dixon and Hendix 1993). 

However, the saturation state, Ω, is given by: 

𝛺 = 
𝐼𝐴𝑃

𝐾
      [6.16a] 

𝐼𝐴𝑃 = 𝑄      [6.16b] 

where Q is activity product (Equation 6.19) and K is solubility product (Equation 

6.20). 

𝑅𝑖= 𝑘_𝑐𝑎𝑙

𝐴𝑜

𝑉
(

𝑁

𝑁𝑜
)
𝑝0

(1 −
𝑄

𝐾⁄ )   [6.17a] 

𝐴0

𝑉
= 𝑆𝑆𝐴 
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where Ri is the reaction rate (mol/m3.s), ki is the rate constant of calcite 

(2.0669 X 10-10 mol/m2/s) A0 is the surface area of calcite (m2), V is the volume 

(m3) and SSA is the specific surface area (m-1). Hence, 

𝑅𝑖= 𝑘𝑖
∗ (1 −

𝑄
𝐾⁄ ) ∗ 𝑆𝑆𝐴 ∗ (

𝑁

𝑁𝑜
)
𝑝0

  [6.17b] 

 

Rate constant 𝑘𝑖 = 𝐴. exp (
−𝐸𝑎

𝑅𝑇⁄ )   [6.18] 
 

where, A is the pre-exponential factor (same unit as ki), Ea is the activation energy 

(55.25kJ/mol), R = gas constant (8.314J/mol/m2.s) and T is the absolute 

temperature at 250C (298K). 

𝑄𝑖 = 
[𝐶3𝐻10𝑁𝑂9𝑃3−𝐶𝑎][2𝐻𝐶𝑂3

−]

[𝐶3𝐻10𝑁𝑂9𝑃3][𝐻2𝐶𝑂3]
   [6.19] 

 
𝐾𝑖 = 

[𝐶3𝐻10𝑁𝑂9𝑃3−𝐶𝑎][2𝐻𝐶𝑂3
−]

[𝐶3𝐻12𝑁𝑂9𝑃3][𝐻2𝐶𝑂3]
   [6.20] 

The initial specific surface area (SSA0) for the calcium carbonate was obtained 

using Avogadro’s law based on Inks and Hahn (1967): 

𝑆𝑆𝐴0 = 
(𝑋)(𝑆)

(100−𝑋)(𝑊)
    [6.21] 

where X is the %calcium -45 exchanged, S is the grams of calcium in solution, w 

is the weight of sample and d is the specific gravity (density) of calcium carbonate.  

The number of atoms of calcium on the surface per gram of CaCO3 is: 
 

𝑁 = 
(1)(6.02)(1023)

𝑎𝑡𝑜𝑚𝑖𝑐 𝑤𝑡 𝑜𝑓 𝑐𝑎𝑙𝑐𝑖𝑢𝑚
    [6.22] 

 
Volume occupied by one molecule of CaCO3 is: 

 
𝑉 = 

𝑀𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝐶𝑎𝐶𝑂3

(𝑑)(6.02)(1023)
   [6.23] 
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Area represented by one side of a molecule assuming a cubic lattice is: 

𝐴 =  (
𝑀𝑜𝑙 𝑤𝑡 𝑜𝑓 𝐶𝑎𝐶𝑂3

(𝑑)(6.02)(1023)
)
2

3⁄
    [6.24] 

 

6.3.7 Dissolution/Precipitation reaction 

Mineral precipitation/dissolution goes through a chain of processes such as solutes 

transport between the bulk solution and mineral surface, adsorption and 

desorption of solutes at the surface, hydration and dehydration of ions and surface 

migration (Appelo and Postma 2005). Mineral reaction that leads to the 

precipitation of mineral obeyed first and second derivatives and takes the form: 

𝑒𝑎
𝜕2𝑢

𝜕𝑡2
+ 𝑑𝑎

𝜕𝑢

𝜕𝑡
= 𝑆𝑖    [6.25] 

𝑢 =  [ф, 𝜃]𝜏 

Substituting the 𝑢 in equation 6.25 with [ф,𝜃]
𝜏
, we have: 

𝑒𝑎
𝜕2(ф)𝜏

𝜕𝑡2
+ 𝑑𝑎

𝜕(ф)𝜏

𝜕𝑡
= 𝑆𝑖    [6.26] 

𝑒𝑎
𝜕2(𝜃)𝜏

𝜕𝑡2
+ 𝑑𝑎

𝜕(𝜃)𝜏

𝜕𝑡
= 𝑆𝑖    [6.27] 

where ф is porosity change and θ is the volume fraction within the microscopic 

volume of porous material or change in calcite content with time, da and ea are 

the mass transfer coefficient and Si is the source/sink term. The Source Terms for 

the ordinary differential equation (ODE) gives the rates of change of the unitless 

variables; but ea is zero and da is equal to 1. The tortuosity factor 𝜏 is according 

to Millington and Quirk model (1961) (6.26 and 6.27) in saturated porous media:  

𝜏𝐹𝑗 = ф−1
3⁄       [6.28] 

Taking the values of da and ea into consideration the first term in equation 6.26 

and Equation 6.27 becomes zero and the two equations reduce to: 
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𝑑𝑎
𝜕(ф)𝜏

𝜕𝑙
= 𝑆𝑖     [6.29] 

𝑑𝑎
𝜕(𝜃)𝜏

𝜕𝑙
= 𝑆𝑖     [6.30] 

But 𝑑𝑎 = 1, hence Equation 6.29 and Equation 6.30 reduce to: 

 
𝜕(ф)𝜏

𝜕𝑙
= 𝑆𝑖      [6.31] 

𝜕(𝜃)𝜏

𝜕𝑙
= 𝑆𝑖      [6.32] 

Length = 20m, 𝜏 = 0.3686, θ = -1.82 * 10-5, ф = 1.82 * 10-5 

The source/sink term Si is equal to ±0.02. Figures 6.5 and 6.6 show the 

precipitation of calcite and reduction of porosity with time as the oilfield chemical 

which is a reacting fluid was injected into and transported through the porous 

medium. 

Rate of relative mineral volume change Rθ due to precipitation/dissolution is given 

as: 

𝑅𝜃 = 𝑅𝑖 ∗ (
𝑀𝑖

𝜌𝑖
)     [6.33] 

Where M and ρ are the relative molecular mass and density of the mineral i, 

respectively and Ri is the rate of reaction. When it is precipitation Rθ becomes 

negative and positive when it is dissolution. Conversely, when it is precipitation, 

Rф bears a positive sign and negative sign when it is dissolution. The rate of 

dissolution/precipitation is a function of the rate of mineral volume change Rθ and 

the rate of porosity change Rф. 
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Figure 6.5: Precipitation of calcite (a) and reduction of porosity (b) over 24 hours. 

 

 

Figure 6.6: Time dependent change in (a) Calcite content; and (b) Porosity. 

 

 

 

 

 

 

 

(a) (b) 

(a) (b) 
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The results have shown that mineral precipitation takes place in the presence of 

oilfield chemicals at Rθ≤-1.33e-14≤ф≤1.33e-14 per second leading to core pore 

clogging; whilst dissolution takes place at Rθ≤1.33e-14≤ф≤-1.33e-14 per second 

leading to weakening of rock fabric and eventual sand failure. Thus, a positive 

value of Rθ denotes mineral dissolution while a negative value stands for mineral 

precipitation. This implies that mineral precipitation/dissolution in the presence of 

oilfield can be predicted using the rate of mineral volumetric change as well as the 

rate of porosity change. The result is consistent with a previous study by Liu et al. 

(1997). 

Demonstration of the model was conducted by flooding the porous rock 

(carbonate) with aminotrimethylene phosphonic acid-ATMP. It was found that the 

model could explain the steady state effluent concentration resulting from the 

combined effect of transport and dissolution/precipitation. Like the experimental 

results, the numerical modelling revealed that the porous medium porosity 

decreased and precipitation reaction took place; hence depicting pore clogging. 

Depending on the state of the precipitated materials, low geomechanical strength 

could be obtained due to the fact that the precipitated material may be weaker 

than the original material that eroded. This episode can lead to sand production. 

On the other hand, high geomechanical strength could be observed due to filling 

of the pores arising from mineral precipitation which may cause formation 

damage. The fact that the precipitates filled the pores and increased the uniaxial 

compressive strength does not preclude sand failure as the strength increase may 

be transient which can dissipate after some time.  
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6.4      Summary 

The interaction between the oilfield chemical and the reservoir rock has been 

simulated using COMSOL Multiphysics 5.3. Fluid flow, mass transport and chemical 

reaction were coupled to study the dissolution/precipitation characteristics of the 

mineral in the presence of the chemical. Results clearly show that the 

dissolution/precipitation of minerals is a function of the change in the volume 

fraction of the mineral and porosity. If the rate of change of the relative mineral 

volume is positive with negative rate of change of porosity, dissolution takes place; 

whilst negative rate of change of relative mineral volume with positive change in 

porosity is an indication of precipitation reaction. The model can be integrated into 

the existing sand failure and production prediction models.  

Lastly, the simulation has provided a clear understanding of the basic mechanisms 

involved in the oilfield chemical-rock interaction. 

Integrating the model developed in this work with sand prediction model will help 

to optimise the field operation and in the process save money.  
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Chapter Seven  

7 Conclusion and Recommendations for Future work 

7.1      Conclusion 

The effect of interaction between the oilfield chemicals and the reservoir rock on 

the geomechanical strength of the reservoir has been investigated using 

experimental and numerical approaches. The experimental investigation was 

performed under static and dynamic conditions. The purpose of conducting the 

experiment under the two conditions was to simulate shut-in and production from 

the reservoir formation after chemical stimulation. The rock properties 

investigated in the laboratory include porosity, permeability, mineralogy, 

compressive strength (unconfined and confined) and particle size distribution with 

sorting. On the other hand, the numerical simulation took into consideration 

physics like fluid flow using the Brinkman equation, mass transport through the 

porous media using mass balance equation and chemical reaction that 

encompassed rate of reaction for dissolution and precipitation. The following 

important conclusions have been drawn from the current work: 

An expanded literature review on effect of fluid-rock interaction on the 

geomechanical strength of the reservoir rock in Chapter two revealed that the 

weakening effect of the oilfield chemicals that are used day to day in oil and gas 

industry has not been accounted for in currently existing and used sand prediction 

models. Furthermore, the mechanisms of interaction between the oilfield 

chemicals and the reservoir rocks have been identified. These mechanisms include 

adsorption, dissolution, precipitation and ionic substitution reactions. 
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The weakening effect of the selected oilfield chemicals - ATMP, glutaraldehyde, 

and betaine on the mechanical, physical and petrophysical properties of the 

reservoir rocks (carbonates and sandstone) were studied in Chapter four under 

static condition and in Chapter five under dynamic condition. This work revealed 

that the interaction of oilfield chemicals with reservoir rocks results in more 

negative impact on the unconfined compressive strength than confined 

compressive strength. Strong correlations between porosity and UCS; porosity 

and Young’s modulus as it relates to sand production have been established. These 

relationships have been used in this thesis to predict the response of 

geomechanical strength of the reservoir as a function of porosity in the presence 

of oilfield chemicals. Surprisingly the effect of the oilfield chemicals-rock 

interaction on the uniaxial compressive strength is higher under static condition 

than that obtained under dynamic saturations despite that the transport under 

static condition is by diffusion only; whilst the transport under dynamic condition 

is by diffusion and convection. 

In Chapter six, the volumetric transformation/changes of the mineral constituent 

of the reservoir rocks due to geochemical reaction in space and time have been 

evaluated via the mineral volume fraction, porosity and geomechanical strength. 

The results show that the change in mineral volume fraction and porosity are 

functions of dissolution and precipitation of the minerals which in turn are 

functions of the type of minerals in the rocks. A model of oilfield chemicals 

interaction with carbonate reservoir rock suitable for the prediction of the sand 

failure/ production has been developed. The sanding potential is predicted through 

changes in mineral volume, porosity and geomechanical strength. The results 

obtained from the numerical modelling are consistent with the experimental 

results. 
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Having identified the effect of the selected oilfield chemicals on the geomechanical 

strength of the reservoir in the current work, it is imperative for the field operators 

to take into cognizance the potential for dissolution and precipitation reaction 

between the materials (quartz and calcite) that cement the grains of sandstone 

and limestone and oilfield chemicals. Dissolution reaction can lead to the 

weakening of the rock fabric whilst precipitation may result in the formation of 

new materials which are weaker than the original rock materials. It is therefore 

important to factor the interaction between these chemicals and formation rock 

into the evaluation of failure and sand production potential for field operation 

especially when extensive chemical injection programme is planned for such fields. 

7.2      Recommendations for future work 

The following recommendations have been made from the present study for future 

research: 

1. In the current study only three oilfield chemicals have been explored. The 

possibility of the weakening effect of these chemicals have been inferred by 

the results in the current work. It will be more appropriate to extend the 

investigation to other commonly used oilfield chemicals to ascertain the 

effects of these chemicals on the geomechanical properties/strength of the 

reservoir rock. The basis for further investigation has been provided by the 

findings in the current study. 

2. The current study focused on the macroscopic response of the core using 

SEM/EDX, XRPD, UCT, etc., however detailed microscopic study would be 

needed to quantify the local particle transport in the pore network of the 

core. Thus, it is expedient to carry out micro CT analysis for this purpose 
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and also for the purpose of determining the specific location of dissolution 

and precipitation within the core in future. 

3. Both dynamic and static experiments were conducted under ambient 

temperature and atmospheric pressure which revealed that the oilfield 

chemicals have deleterious effect on the reservoir strength under such 

conditions. It is noteworthy that high temperature speeds up chemical 

reaction, thus repeating the experiments in the future studies using the 

reservoir temperature and pressure conditions to see if there will be any 

change in response to high temperature and pressure should be 

encouraged. The result could provide more information on the role of these 

parameters (temperature and pressure) in the interaction between the 

oilfield chemicals and the reservoir rocks in real scenario.  

4. In this current work, only one of the chemicals (betaine) was used to 

investigate the effect of the chemical-rocks interaction on the confined 

compressive strength. To effectively account for the effect of the other two 

chemicals (ATMP and glutaraldehyde) on the confined compressive strength 

it will be necessary to conduct triaxial test on the samples that have been 

exposed to the remaining two chemicals.  

5. The effect of concentration and pH of the chemicals on the geomechanical 

properties as well as strength was not focused on in the current work. As 

such changes in the two parameters were not monitored during the 

laboratory experiment. Determining the effect of change of these 

parameters during the experiment is imperative to be able to account 

effectively for the role they play in the dissolution and precipitation 

reactions. 
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6. It is expected that weight would be lost due to particle detachment arising 

from the interaction of the chemicals with the formation rocks, however, 

like the existing literatures, weight loss was not considered in this research. 

It is important that weight loss be considered in future work. 

7. The simulation was demonstrated using a combination of some of the data 

obtained from the oilfield chemical interaction with the carbonates and data 

in the software, it will be appropriate to consider modelling the effect of 

interaction between the oilfield chemicals and sandstone in the future 

studies. 

8. In the current work, it is only the geochemical modelling that was covered 

numerically; this does not provide the complete information on the effect 

of the chemical-rock interaction numerically. Therefore, geomechanical 

modelling should be considered in the future studies. 

9. The coupling of this nature should have generated non-linear graphs, 

however, due to limitations of the COMSOL Multiphysics, the generated 

mesh produced linear graphs. It is imperative that other softwares like 

Toughreact or Phreeqc be used to model the rate of dissolution/precipitation 

reaction. 
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Appendix A: Linear variable differential transformer (LVDT) calibration 

LVDT and the micrometre were connected to RDP transducer indicator which was 

powered. The LVDT was turned twice (2 turn) to give 1mm and the RDP was 

recorded in voltage while the micrometre was recorded in mm. Both the positive 

and negative readings of up to 25, i.e -25 to +25 were recorded. At each reading 

whether positive or negative the LVDT was returned to zero.  

Balancing the Wheatstone bridge: 

1 step     +1903 μԐ = 0.209 V 

     -1901 μԐ = -0.208 V 

Converting the voltage to microstrain, 0.209- (-0.208) v = 1903 – (-1901) μԐ 

0.417v = 3804 μԐ 

1v = XμԐ 

XμԐ = 3804/0.417 = 9122μԐ 

 
Each value of strain in volt was multiplied by 9122 and 10-6

 to convert to strain 

values.  

The load line out for instron is ± 10 volt full scale 

10 v = 150 kN 

1 v = X kN 
X = (1 x 150)/10 
15kN 

 

 

A1: Picture of LVDT calibration 
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Table A-D1: Showing LVDT calibration 
 

RDP Voltage 

-25.07 -2.464 

-24.09 -2.367 

-23.08 -2.268 

-22.06 -2.168 

-21.04 -2.068 

-20.03 -1.968 

-19.02 -1.869 

-18.01 -1.771 

-17.01 -1.671 

-16 -1.573 

-15 -1.475 

-14 -1.376 

-13 -1.278 

-12 -1.18 

-11 -1.082 

-10 -0.984 

-9 -0.886 

-8 -0.788 

-7.01 -0.69 

-6.01 -0.592 

-5.01 -0.494 

-4.01 -0.396 

-3.01 -0.298 

-2.01 -0.199 

-1 -0.1 

0 -0.002 

1 0.097 

2.01 0.196 

3.03 0.297 

4.04 0.395 

5.05 0.494 

6.05 0.593 

7.05 0.691 

8.05 0.789 

9.04 0.886 

10.04 0.984 

11.03 1.082 

12.01 1.177 

13 1.274 

13.98 1.371 

14.97 1.468 

15.97 1.566 

16.98 1.664 
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Appendix B: Design and Engineering drawing for Perspex core holder 

 

 

 

 

 

 

 

B1 (a) – (c): Perpex core holder full assemblage 

Perspex 

(a) 

(b) (c) 
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B1 (d) – (e): Cross section of Perpex core holder 

 

 

B1 (f) – (g): Core holder capping 

(d) (e) 

(f) (g) 
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B1: Designed Perpex core holder showing: (i) O-ring; (j) capping with O-ring. 

 

 

B2: External Cylinder of the core holder 

 

(h) (i) 
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B3: Inner Cylinder of the core holder 

 

 

B4: Core holder capping 
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B5: Lock Plate 

 

B6: Female Lock 

 

B7: Male Fitting 
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B8: All Assembly 
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Appendix C: Procedure for determination of pore volume, dead volume 

and porosity 

I. Results obtained from ICP-OES were analysed using Microsoft Excel and 

used to calculate the total volume.  

II. The total volume (VT) was determined by summing up the product of the 

normalised concentration (C/Ch) and sample volume (Sv).  

 𝑉𝑇 = ∑(
𝐶

𝐶ℎ
∗ 𝑆𝑣)       [C-1] 

III. The dead volume (Vd) was calculated by determining the length of the inlet 

(1/8”) and the outlet (1/16”) from the pump to the space around the core 

i.e. inside the core holder. Summing up the volume of both inlet (𝜋𝑟2𝐿 ) and 

outlet (𝜋𝑟2𝐿) to obtain the dead volume. 

Inlet = 1/8" =  𝜋𝑟2𝐿               [C-2] 

Outlet = 1/16" =  𝜋𝑟2𝐿          [C-3]                                                     

Dead Volume = 1/8”+ 1/16” 

 

IV. The pore volume (Vp) was obtained by subtracting the dead volume from 

the total volume (VT) of the fluid that passed through core. i.e.  

𝑉𝑝 = 𝑉𝑇 − 𝑉𝑑         [C-4] 

V. Determined the bulk volume (Vb) using the dimension of the core sample 

i.e.  

Vb = ∏r2h       [C-5] 

VI. Finally, determined the porosity (Φ) as the ratio of pore volume (Vp) to bulk 

volume (Vb).   

𝛷 =
𝑉𝑝

𝑉𝑏
∗ 100      [C-6] 
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