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Abstract 

Portable solar chargers are one of the technologies that can help to achieve universal access to 

electricity by 2030. However, the large number of solar photovoltaic devices required and their 

short life-span make achieving this goal a resource and energy intensive process. To reduce the 

embodied energy, the embodied carbon and the human and eco-toxicity potential of portable 

solar chargers, solar photovoltaic concentrators can be used. This paper proposes a new 

nonimaging solar photovoltaic concentrator design which has material efficiency, portability 

and off-grid use as its main feature. The main contribution of this paper is the design method 

of the new 3D nonimaging concentrator containing the parametric equation of the concentrator 

surfaces and the numeric optimisation of the design parameters. The developed optimisation 

program is based on genetic algorithms which parameters were determined experimentally in 

this paper. The concentrator design achieved with this method is 43% less material intensive 

than the most compact nonimaging solar concentrator available in literature. This design 

approach can be used to find concentrator designs with specific volumes, heights, concentration 

ratios, acceptance angles and optical efficiency. It is therefore a step towards more material 

efficient and more sustainable nonimaging concentrators and more sustainable portable solar 

photovoltaic systems. 
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Acronyms  

3D CCPC 3D crossed compound parabolic concentrator 

BICPV Building integrated concentrated photovoltaic  

CRSH Circular rotational square hyperboloid 



GOCRSH Genetically optimised circular rotational square hyperboloid 

RACPC Rotationally asymmetrical compound parabolic concentrator 

RADTIRC Rotationally asymmetrical dielectric totally internally reflective concentrator 

SEH  Square elliptical hyperboloid 

Nomenclature 

Symbol Description Unit 

a Exit aperture width of the GOCRSH 2D cross-section m 

Aentrance Entrance aperture area m2 

Aexit Exit aperture area m2 

Cg Geometric concentration ratio  

cm Fitness scaling parameter  

Copt Optical concentration ratio  

Copt±40º Averaged optical concentration ratio within the angles of incidence of ± 40º  

d Exit aperture width m 

df1 Dimensionality factor 1 m-1 

df2 Dimensionality factor 2 m-3 

fave Averaged fitness of a population  

fi Fitness of an individual   

fi 
scaled Scaled fitness of an individual   

fs Parametric equation of the GOCRSH entrance surface aperture   

fs_i Selection probability of an individual   

hm Maximum concentrator height m 

hP GOCRSH side profile height  m 

k Order of root   

L Number of bits in a chromosome  

N Number of individuals in a population   

Pc  Crossover probability  

Pm  Mutation probability  

R Entrance aperture radius m 

Rc Circle radius of the GOCRSH entrance aperture arc m 

Tc Randomly generated number in the crossover operator  

Tm Randomly generated number in the mutation operator  

xc Circle centre x-coordinate of the arc  

yc Circle centre y-coordinate of the arc  

βentrance Radiant flux at the entrance aperture W 



ηopt Optical efficiency  

ηopt±40º Averaged optical efficiency within the angles of incidence of ± 40º  

θth Rotation angle  º 

1 Introduction 

Off-grid solar chargers are expected to play a major role in enabling a sustainable development. 

Whilst being arguably more sustainable than local diesel generators, solar chargers are still 

potentially harmful to the environment and this increases with the number of devices 

manufactured, sold and disposed of [1]. Silicon photovoltaic (PV) modules are mainly used for 

portable solar chargers, and their production is very energy intensive leading to increased 

greenhouse gas (GHG) [2] emissions and involves the use of toxic substances which can harm 

workers and the environment [3,4]. It has been shown that the embodied energy and embodied 

carbon of the PV module as well as its human and eco-toxicity can be reduced by substituting 

part of the photovoltaic (PV) material with solar PV concentrators [5]. By focusing light from 

a large area onto a small area a solar PV concentrator increases the power output of the 

photovoltaic (PV) cell, hence less photovoltaic material is required [6]. The factor by which 

the flux density on the PV cell is increased is referred to as concentration ratio. Further terms 

used in this paper for the description and characterisation of solar concentrators are defined 

below. 

Geometric concentration ratio (𝐶𝐶𝑔𝑔): The geometric concentration ratio is the ratio of the 

entrance aperture area (𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) to the exit aperture area (𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) as defined in Equation (1) [7].  

𝐶𝐶𝑔𝑔 =
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 (1) 

Optical efficiency (𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒): The value is usually determined through raytracing where the 

number of ray intersections with a surface is taken as radiant flux. Optical efficiency is the ratio 

of radiant flux at the exit aperture (𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) to the radiant flux at the entrance aperture (𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒) 

(Equation (2)) [7], it is therefore dependant on the angle of incidence of the ray bundle. 

𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒 =
𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
 (2) 

Optical concentration ratio (𝐶𝐶𝑜𝑜𝑜𝑜𝑒𝑒): The optical concentration ratio is defined as a product of 

the ηopt and the Cg (Equation (3)). 



𝐶𝐶𝑜𝑜𝑜𝑜𝑒𝑒 =  𝐶𝐶𝑔𝑔 ×  𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒 (3) 

Acceptance angle: the acceptance angle (or half-acceptance angles) of a concentrator is 

defined as the angular range within which the optical concentration ratio remains in the range 

of 90% of the maximum optical concentration ratio. For concentrators with narrow acceptance 

angle tracking systems are required to capture the sun rays [8]. 

Solar PV concentrators have already been utilised in stand-alone and building integrated PV 

systems, however, there is limited research available on solar concentrators for portable solar 

systems. The two main portable concentrated solar concepts known are a Fresnel lens based 

approach by Lewis Fraas et al. [9,10] and an approach based on spectrum splitting by Barnett 

et al. [11]. Whilst the first is not suitable due to the required tracking and cooling the latter has 

the complexity of manufacturing and its high cost  [12] as the main obstacles for use in rural 

areas in developing countries [1].  

For portable solar systems a solar concentrator needs to fulfil different requirements such as 

similar acceptance angle at all vertical planes for easy use, a concentration ratio below 10x to 

not need active cooling and a sufficiently large acceptance angle to enable multiple hours of 

light collection without tracking. Furthermore, a concentrating system not requiring tracking 

or cooling is more reliable and has no additional operation and maintenance costs [1].  

From a review of existing concentrators published in [1] it was concluded that the most suitable 

concentrator type for portable solar systems for developing countries is the static nonimaging 

concentrator since no minimal focal distance, tracking or cooling is required and compact 

designs can therefore be achieved. A comparative table of the nonimaging concentrator designs 

is presented in Table 1 which includes nonimaging concentrators proposed for building 

integrated PV (Refractive 3D CCPC [13], SEH [13], RADTIRC [6], RACPC [14], Aspheric 

lens [15]) as well as the circular rotational square hyperboloid (CRSH) [16] proposed for 

portable solar systems for developing countries. The concentrators are rated based on their 

optical properties as well as on their volume and overall concentrator height to find the most 

compact and efficient nonimaging concentrator.  

Furthermore, the volume and maximum wall thickness of the concentrator have a strong impact 

on the manufacturing costs. Since no sufficient studies are available on the costs of the 

concentrators, it is possible to comment on the cost competitiveness of the above nonimaging 



concentrator designs, based on PMMA injection moulding being identified as most suitable for 

the mass production of nonimaging concentrators [2] [62]. The lens thickness determines the 

cooling time of the part, which increases quadratically with the lens thickness [17]. Since the 

cooling time is the largest part of the injection moulding cycle time, it has a strong impact on 

the costs per unit [17]. At the current manufacturing requirements, a maximum wall thickness 

not greater than 12.7 x 10-3 m is recommended [18], however, the value depends on the 

experience and expertise of the injection moulding company. Since the cooling period increases 

quadratically with the lens thickness, it is critical to minimise the overall height of the 

concentrator to minimise costs [17].  

Considering the constraints for the use of nonimaging concentrators in portable solar PV 

systems mentioned above, the design properties of each concentrator are rated in Table 1 using 

colour coding where red colour stands for a design property prohibitive for implementation, 

yellow colour for being acceptable and showing potential for improvement and green colour 

for being suitable for the application in its current form.   

Table 1 Comparison of static nonimaging 3D concentrators for their suitability for portable solar 
systems 

Concentrator 

designs  

Cg Max ηopt  

(%) 

Half-acceptance 

angles (º) 

Volume 

(10-9 m3) 

Height 

(10-3 m) 

Ref 

Refractive 3D 

CCPC  
3.61 73 ± 40 3968 16.16 

[13] 

SEH H/A=1  4.00 40 ± 60 4019 10.00 [13] 

RADTIRC  4.91 95 ± 30 / ± 40 8230 30.00 [6] 

RACPC  3.67 93 ± 43 8538 30.00 [14] 

Aspheric lens  4.00 47 ± 40 3200 12.24 [15] 

CRSH_A 4.01 98.2 ± 28 7570 21.00 [16] 

CRSH_B 3.60 97.5 ± 32 4272 16.80 [16] 

CRSH_C 3.46 89.9 ± 35 4045 14.10 [16] 

 
Legend: red: prohibitive for implementation; yellow: acceptable for implementation but 
showing potential for improvement; green: suitable for implementation in its current form. 

The comparative table shows that the existing nonimaging concentrators require adjustments 

to be used for portable solar systems. Whilst the SEH [13] and the Aspheric lens [15] have a 

favourable height, their optical efficiency is very low which makes the design less compact and 



less material efficient. The RADTIRC [6] and RACPC [14] have a high geometrical 

concentration ratio and optical efficiency as well as a wide acceptance angle, however, their 

large height is prohibitive for cost effective manufacturing. The refractive 3D CCPC by Sellami 

[96] has a wide acceptance angle and geometrical concentration ratio, its optical efficiency 

however can be further improved and height further reduced. From the CRSH designs the 

CRSH_C is the most suitable due to its smallest height and widest acceptance angle, its height, 

however, can be reduced and acceptance angle further improved [16]. Whilst this design has 

already shown to be more compact than the nonimaging concentrators for building integration 

presented in Table 1, its design method does not guarantee maximum compactness. In this 

paper the CRSH design is further optimised to achieve a more compact design while 

maintaining the optical concentration ratio within a wide acceptance angle of ±40º.  

2 Numerical optimisation in nonimaging optics 

To effectively find a more compact design, numeric optimisation with simultaneous 3D 

raytracing analysis is proposed. Whilst optimisation is a key component in imaging optical 

design [19], optimisation in nonimaging optics has been primarily integrated into the design of 

LED lenses [19], secondary optical element (SOE) homogenisers [19] and Fresnel 

concentrators [20]. From the nonimaging concentrator designs discussed in [1], all 

concentrators besides the Square Elliptical Hyperboloid (SEH) proposed by Sellami [13] were 

designed following the edge-ray principle. The edge-ray principle, however, does not allow for 

the optimisation of the concentrator volume, leading to less compact designs. A step away from 

the edge-ray principle was the design of the SEH concentrator by Sellami [13]. Through manual 

selection of concentrator parameters involving the generation of 160 designs and their 

evaluation using 3D raytracing, Sellami was able to control the shape and size of the 

concentrator design. Numerical optimisation can simplify this procedure by optimising all 

parameters simultaneously. In 1995 Shatz and Bortz [21] introduced the idea of using global 

optimisation algorithms for the optimisation of nonimaging concentrators, which yielded an 

improved performance of the rotational CPC. They concluded that nonimaging optical design 

problems are multimodal, meaning that multiple local optima exist for a set of objectives and 

constraints. Hence global algorithms are best suited for finding the optimal (or near optimal) 

parameters for the GOCRSH design.  



2.1 Global optimisation algorithms  

Global optimisation algorithms can be categorised into deterministic and probabilistic 

algorithms. Deterministic optimisation algorithms are used when the relation between the 

parameters and the desired solution is known and a set of starting parameters can be accurately 

selected, since the latter influences the explored search space as well as the final result [22,23]. 

Probabilistic optimisation on the other hand is used when the relation between the input 

parameters and the desired solution is not clear or too complex, or when the search space is too 

large to be explored deterministically [24]. In contrast to deterministic methods, worse 

solutions get accepted in the probabilistic methods, as it increases the search space and prevents 

mistaking the local optimum for the global optimum [22,25]. Since a change in parameters 

leads to a different optical concentration ratio, which for the proposed design can only be 

retrieved from a 3D raytracing analysis, the relation between the input parameters and the 

desired solution is not clear. Hence, probabilistic optimisation was selected for the problem at 

hand.  

Probabilistic optimisation algorithms such as genetic algorithms (GAs) have shown the quality 

of avoiding entrapment in local optima and the ability to continue the search to arrive in an 

optimum or near-optimum solution [26]. GAs belong to evolutionary algorithms (EA), which 

are also part of soft computing and artificial intelligence [25]. EA and GAs, are a well-

developed field of computer science and have been used successfully in many applications, for 

instance in image processing, medicine, robotics, spacecraft trajectories, stand-alone renewable 

energy systems [27] and microgrids [24,28]. They have proved particularly useful where the 

search space is large, noisy, discontinuous or multimodal [29]. For concentrator optimisation, 

GAs have been employed for the optimisation of nonimaging Fresnel lenses [20,30,31], 

parabolic troughs [32] and V-toughs [33], yet not for 3D nonimaging static Low Concentration 

Photovoltaic (LCPV) concentrators.  

GAs are based on the evolutionary theory in biological organisms, where the genepool of a 

population changes over time in favour of the desirable traits for the environment. The 

population in our case consists of concentrator designs (individuals), which are characterised 

by their parameters (chromosomes). Like in selective breeding, two individuals are selected to 

form a mating pair based on their fitness. To create offspring parts of the chromosomes of the 

selected pair is swapped which is known as crossover. Consequently, the mutation operator is 



applied to increase the search space by introducing new random genes [24]. The individuals of 

the new generation are analysed, and the selection, crossover and mutation process repeated 

forming new generations to produce fitter and fitter individuals until a stopping criterion of the 

algorithm is exceeded. Figure 1shows a simplified flowchart of a GA used in this optimisation 

[34]. The preliminary results of the concentrator optimisation were published in [35] which 

show the suitability of the genetic algorithms  for this type of optimisation problem. 

 

Figure 1. Simplified flow chart of the genetic algorithm GA used in this optimisation  

Output parameters 

Termination 
criteria satisfied? 

Raytrace and calculate the 
fitness of each individual 

Generate random parameters 
for first generation 

Set population size 

Start 

Calculate  
selection probability 

Perform Selection,  
Crossover, Mutation 

Replace unfeasible  
parameters 

Yes 

No 



3 Parameterisation of the concentrator design 

3.1 Parameterisation of the entrance aperture  

To be able to numerically optimise the CRSH concentrator, the concentrator surfaces need to 

be in a parametric form. The initial CRSH design has a rotationally symmetric entrance 

aperture designed point by point, a hyperbolic side-profile and a 100 x 10-6 m2 square exit 

aperture [35]. The point by point created entrance surface aperture can be approximated in 2D 

as an arc with the following parameters: the position of the circle centre point in relation to the 

origin of the Cartesian coordinate system (xc, yc) and the circle radius Rc (Figure 2). The circle 

arc between the positive y and x axes gives the profile of the entrance aperture. By modifying 

xc, yc and Rc an effective optimisation of the surface entrance aperture can be achieved.  

 

Figure 2. Parameters of the GOCRSH entrance aperture profile, side view 

The arc is rotated around the x-axis to create the symmetrically rotational entrance surface 

aperture (Figure 3). The parametric equation of the entrance aperture is given by Equation (4), 

which is the adapted equation of a circle, where r represents the distance of the incident ray to 

the symmetry axis of the design (Equation (5)) as shown in Figure 3. 

𝑓𝑓𝑠𝑠(𝑒𝑒)  = −�𝑅𝑅𝑒𝑒2 − (−𝑒𝑒 − 𝑒𝑒𝑒𝑒)2 + 𝑦𝑦𝑒𝑒 
(4) 

𝑒𝑒(𝑦𝑦, 𝑧𝑧) = �𝑦𝑦2 + 𝑧𝑧2 (5) 
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Figure 3. Distance of the incident ray r to the concentrator symmetry axis, 3-D view of the GOCRSH, 
axis units in 10-3 m 

3.2 Parameterisation of the side profile 

The hyperbolic side profile has three parameters: the exit aperture width d, the entrance 

aperture radius R and the side profile height hp (Figure 4). Radius R of the side profile is 

determined by the radius of the entrance aperture which in turn is determined by its three 

parameters 𝑒𝑒𝑒𝑒,𝑦𝑦𝑒𝑒 ,𝑅𝑅𝑒𝑒 (see Equation (4) and Figure 2). Assuming a square exit aperture with d 

= 0.01 m sides, the hyperbolic side profile has effectively only one parameter, namely the side 

profile height hp. The entire GOCRSH parametric design has therefore a total of four 

parameters 𝑒𝑒𝑒𝑒,𝑦𝑦𝑒𝑒 ,𝑅𝑅𝑒𝑒 and hp.  
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Figure 4. Parameters of the GOCRSH hyperbolic side profile 

The side profile connects the circular entrance aperture to a square exit aperture, its slope 

therefore changes with the angle of rotation  𝜃𝜃𝑒𝑒ℎ as defined in Figure 5. The changing exit 

aperture width, renamed a, is defined according to Equation (6), where τ is defined according 

to Equation (7) [6].   

 

Figure 5. Change in cross-section parameters of the GOCRSH,  
Top view of the circular entrance aperture and square exit aperture 
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𝜏𝜏(𝜃𝜃𝑒𝑒ℎ) =

⎩
⎪
⎨

⎪
⎧ cos 𝜃𝜃𝑒𝑒ℎ , 0 < |𝜃𝜃𝑒𝑒ℎ| ≤

𝜋𝜋
4

sin𝜃𝜃𝑒𝑒ℎ ,
𝜋𝜋
4

< |𝜃𝜃𝑒𝑒ℎ| ≤
3
4
𝜋𝜋

− cos 𝜃𝜃𝑒𝑒ℎ ,
3
4
𝜋𝜋 < |𝜃𝜃𝑒𝑒ℎ| ≤ 𝜋𝜋

 (7) 

The points of the hyperbolic side profile were generated using the parametric equation of the 

hyperbola as given in Equation (8) and its parameters are illustrated in Figure 6 for 𝜃𝜃𝑒𝑒ℎ =

𝑒𝑒𝜋𝜋,𝑒𝑒 ∈ ℤ.  

𝑦𝑦2

(𝑒𝑒)2 −
𝑒𝑒2

𝑒𝑒2
= 1 (8) 

 

Figure 6. Parameters of the hyperbolic function used for the parametric equation of the  
GOCRSH side profile 

To represent an arbitrary cross-section of the hyperbolic side profile of the GOCRSH, i also 

needs to be set as a function of a (Equation (9)). The 3D parametric equation of the side profile 

is defined in Equation (10), where 𝑒𝑒(𝜃𝜃𝑒𝑒ℎ) and 𝑒𝑒(𝜃𝜃𝑒𝑒ℎ) are as defined in Equations (6) and (9) 

respectively and r as defined in Equation (5). 

𝑒𝑒(𝜃𝜃𝑒𝑒ℎ) =
ℎ𝑃𝑃  ×  𝑒𝑒(𝜃𝜃𝑒𝑒ℎ)
�𝑅𝑅2 − 𝑒𝑒(𝜃𝜃𝑒𝑒ℎ)2

 (9) 



𝑓𝑓𝑜𝑜(𝜃𝜃𝑒𝑒ℎ, 𝑒𝑒) = ��
𝑒𝑒2

𝑒𝑒(𝜃𝜃𝑒𝑒ℎ)2
− 1�  × 𝑒𝑒(𝜃𝜃𝑒𝑒ℎ)2 (10) 

By changing the parameters of the side profile R and hP, the curvature of the side profile 

changes and therefore its property for total internal reflection (TIR). Figure 7 shows the 

propagation of rays for a concentrator with a constant entrance aperture curvature, entrance 

aperture radius and exit aperture width and with varying side profile height. It can be seen from 

Figure 7 that a change in parameters R and hp has an influence on the TIR property of the side 

profile. Evaluating the optical concentration ratio of the design with various parameters and at 

various angles using raytracing, takes this property into account.  

In contrast to the edge ray principle, which is commonly used for the design of nonimaging 

optics, this approach leads to an improved flux distribution of the solar cell, since the side 

profile is reduced before the ray bundle is focused onto a point (Figure 7).  

 

Figure 7 Change in TIR condition for 30º incident rays of the GOCRSH side profile for 
 a) a reduced side profile b) increased side profile 

4 Numerical optimisation of the GOCRSH 

4.1 Optimisation aim 

The aim of the optimisation is to find a compact concentrator with the maximum possible 

concentration ratio within the half-acceptance angles of ± 40º (Copt±40º). Half-acceptance angles 

a) b) 



of ± 40º allow the concentrator to collect sunrays for more than five hours given that the sun 

moves across the sky by 15º within an hour. The aim of the optimisation is therefore to discover 

a set of four parameters (xc, yc, Rc, hp) that achieve the optimisation aim of maximum possible 

Copt±40º at the minimum possible concentrator volume and height. 

4.2 Raytracing analysis method 

A 3D raytracing software is needed to evaluate the optical properties of the evolving designs 

and to feed back to the concentrator optimisation program which was decided to be written in 

MATLAB. To avoid interconnecting multiple software, a MATLAB integrated raytracing 

program Optometrika [36] was used in this work. Optometrika’s library is written in MATLAB 

classes and is fully vectorised enabling fast raytracing analysis. Traced rays include, reflection 

at mirroring surfaces, total internal reflection and intensity loss at refractive surfaces. [36]. To 

calculate the optical efficiency, the number of ray intersections with each surface was set as 

output. 

The parametric equations of the concentrator surfaces were integrated into Optometrika’s 

library using a lens class for user-defined surfaces called “GeneralLens”. This lens class 

requires parametric representation of the surface coordinates and outward normals. Further 

user-defined information was set as follows:  

Table 2 Settings for the raytracing analysis in Optometrika 

Lens material type: PMMA properties from material library: 
refractive index = [1.491 1.496 1.488]; 
density = 1.185 g/cm3; 

Number of rays in the bundle 1000 for GA optimisation program  
10 000 for detailed raytracing analysis 

Diameter of the ray bundle 0.050 m 

Rays position and direction [0 0 0]; [1 0 0] 

Pattern of rays within the bundle: 
linear, hexagonal, square or random  

hexagonal by default 

Wavelength of the ray bundle 557.7 nm by default 

Orientation of object Rotated when measured the angular response 



Detector size, shape and resolution 0.010 m x 0.010 m, 256 x 256 bins 

This concentrator analysis approach which includes the parameterisation of the surfaces and 

the raytracing analysis in Optometrika is validated in the following section against the common 

approach where the concentrator coordinates are generated in MATLAB, the 3D model in a 

CAD software and the raytracing carried out in ZEMAX Optic Studio. [19,37–41]. In this 

section the CRSH concentrator which coordinates were generated in MATLAB and imported 

into SolidWorks to create a 3D model is raytraced in ZEMAX (CRSH_A in [16]) and its 

angular response is compared to the angular response of the parameterised CRSH design 

raytraced in Optometrika (Figure 8). The optical concentration ratio was calculated at various 

angles of incidence of up to ± 60° in increments of 5°. The slight differences observed in the 

optical concentration ratios may be due to the quality of the 3D model; Figure 9 shows the non-

uniformity of the mesh, which is particularly strong in areas where the entrance aperture surface 

meets the side profile, and Figure 10 shows the surface roughness of the 3D model. Hence, the 

difference in optical concentration ratio between the angles of incidence 20º to 25º is larger, 

since the area with the uneven mesh was exposed to incoming rays at these angles.  

 

Figure 8. Comparison of the raytracing results obtained in Optometrika and ZEMAX for the CRSH 



  
Figure 9. Mesh unevenness of the 

concentrator 3D model generated using the 
MeshPrep Wizard function in Solidworks and 

displayed in ZEMAX   

Figure 10. Surface roughness of the 
concentrator 3D model generated using the 
MeshPrep Wizard function in generated and 

shown in Solidworks  

To calculate Copt±40º during optimisation the raytracing analysis was only carried out at the 

angles of incidence of 0°, 10°, 20°, 30° and 40° to reduce the computational time. The optical 

concentration ratios in between were linearly interpolated. The error between the calculated 

Copt±40º by raytracing at each angle and the approximated Copt±40º was only 3.2%. Therefore, the 

approach with the reduced number of raytracing analyses was used for this optimisation.  

4.3 Optimisation parameters 

The choice of optimisation parameters such as population size, selection method, crossover 

rate and mutation rate are discussed in various works [42,43]. However, their conclusions are 

solely guidelines, since all parameters are problem dependant [23,24]. Experimental work 

carried out by M. Juric [44] shows that the optimisation parameters recommended for the type 

of problem he was solving [43], did not achieve satisfactory results. Therefore, combinations 

of parameters are tested in this paper for the optimisation of nonimaging concentrators.  

Boundaries 

The GA is initialised with random parameter values sampled from the search space. The 

boundaries are based on the parameter values we received when fitting the parametric equation 

of the GOCRSH to the CRSH designs described in [16]. The values are given in 10-3 m: 

-3 < xc < 0, -3 < yc < 0, 5 < Re < 20, and 1 < hp < 10. 

The parameter values are encoded into binary using the MATLAB integrated function dec2bin 

to increase the number of possible chromosomes resulting from crossover and mutation. To 



allow for four decimal places, the parameters are multiplied by 10 000 and divided by the same 

number before the parameters are passed on to the raytracing analysis. The maximum possible 

length of encoded parameters was set to 18 bits.  

Population size 

The first optimisation parameter to be set is the population size N. A population of 50 

individuals was chosen according to the guidelines as described in [24]. However, the first 

optimisation parameter is more arbitrary with further optimisation parameters needing to be 

adjusted to it. 

 Objective and fitness function 

The performance of the individuals was evaluated based on an objective function. This function 

describes how close the performance of the evaluated concentrator design is to the desired 

performance or how it compares to that of other concentrators within the population. As 

described in the previously published conference paper [35] the objective function was 

developed stepwise using experimental testing. The choice of the objective function influences 

the resulting concentrator volume, concentrator height and the average Copt±40º of the optimised 

concentrator design. Whilst Copt±40° is a value which is retrieved through raytracing, the volume 

and concentrator height are both functions of the input parameters xc, yc, Rc and hp. The aim of 

this optimisation is to find a design with the maximum optical concentration ratio within the 

angles of incidence of ± 40° (Copt±40°) a minimum concentrator volume (𝑉𝑉), and a minimum 

concentrator height (ℎ𝑚𝑚). These three optimisation goals are combined into one objective 

function (Equation (11)). The constants 𝑑𝑑𝑓𝑓1 = 1 m−1 and 𝑑𝑑𝑓𝑓1 = 1 m−3 were added to be 

dimensionally correct.  

𝑓𝑓𝑒𝑒�𝐶𝐶𝑜𝑜𝑜𝑜𝑒𝑒_𝑒𝑒ℎ𝑚𝑚_𝑒𝑒𝑉𝑉𝑒𝑒� =
∑ 𝐶𝐶𝑜𝑜𝑜𝑜𝑒𝑒_𝑒𝑒
40º
0º − 𝑑𝑑𝑓𝑓1  × ℎ𝑚𝑚_𝑒𝑒

�𝑑𝑑𝑓𝑓2  × 𝑉𝑉𝑒𝑒𝑘𝑘  (11) 

with = [1:𝑁𝑁] (12) 

Given that the aim of the optimisation is to maximise 𝑓𝑓𝑒𝑒, the average optical concentration ratio 

(Copt±40º) will be maximised while the volume (V) and concentrator height (hm) will be 

minimised. Changing the root values 𝑘𝑘 of the volume, concentrator designs with different 

volumes and gains are achieved. Based on this objective function, each individual is allocated 

a fitness value 𝑓𝑓𝑒𝑒 where i stands for the numbered individual within the population. 



Selection 

From the fitness values of the individuals, a selection probability is calculated by dividing 𝑓𝑓𝑒𝑒 

by the sum of all 𝑓𝑓𝑒𝑒 (Equation (13)). The selection probability determines the chances of the 

individual to be selected for mating.  

𝑓𝑓𝑠𝑠_𝑒𝑒 =
𝑓𝑓𝑒𝑒

∑ 𝑓𝑓𝑒𝑒𝑁𝑁
1

 (13) 

There are different approaches to select individuals for the next generation. Rank, tournament 

and fitness proportional selection are the most common selection methods [43]. In rank-based 

selection, the individuals are ranked according to their fitness. The least fit individual is 

allocated position 1 whilst the fittest individual is allocated position N, with the other 

individuals being ranked between 1 and N. This selection method has the advantage of reducing 

the differences between very fit and average individuals, preventing premature convergence 

and thus entrapment of the algorithm in a local optima [24].  

Tournament selection is the most popular selection operator in GA [45]. In tournament 

selection individuals are picked for mating based on their relative rank within the population. 

A number of individuals (tournament size) is randomly selected and the fittest of those is 

chosen for mating. The tournament size is typically 2 or 3 individuals; the larger the tournament 

size, the lower the chance of the less fit individuals to go forward and the diversity reduces 

faster [45].  

Fitness proportional roulette wheel selection is another popular selection method where the 

probability of selection is proportional to the fitness of the individual[24]. Analogous to 

spinning a roulette wheel, the selection probabilities of the individuals are added one by one 

until the sum exceeds a randomly generated number between 0 and 1 [24]. The individual at 

which the addition / roulette wheel stops, is selected for mating. To adjust the selection 

algorithm to a given problem, the difference in selection probability between very fit and 

average individuals can be increased or decreased with an approach called fitness scaling. The 

fitness values of the population are pivoted about the average population fitness 𝑓𝑓𝑒𝑒𝑎𝑎𝑒𝑒 and the 

highest fitness within the population 𝑓𝑓𝑚𝑚𝑒𝑒𝑒𝑒 using a parameter cm (Equations (14) - (16)) [24]. 

 



𝑓𝑓𝑒𝑒𝑠𝑠𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠 = 𝑒𝑒 × 𝑓𝑓𝑒𝑒 + 𝑑𝑑 (14) 

𝑒𝑒 =
(𝑒𝑒𝑚𝑚 − 1) × 𝑓𝑓𝑒𝑒𝑎𝑎𝑒𝑒
𝑓𝑓𝑚𝑚𝑒𝑒𝑒𝑒 − 𝑓𝑓𝑒𝑒𝑎𝑎𝑒𝑒

 
(15) 

𝑑𝑑 = (1 − 𝑒𝑒) × 𝑓𝑓𝑒𝑒𝑎𝑎𝑒𝑒 (16) 

For cm = 2 twice as many very fit individuals as average individuals go forward [24]. The 

influence of the cm factor can be observed in Figure 11, where for cm = 1 all scaled fitness 

values 𝑓𝑓𝑒𝑒𝑠𝑠𝑒𝑒𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠 are equal. To prevent negative probabilities, probabilities which would be 

negative due to fitness scaling are set to 0.  

 

Figure 11. Scaled fitness values with varying cm factor for the roulette wheel selection method 

The influence of cm on the optimisation result and on the algorithm convergence speed is shown 

in Figure 12 and Figure 13, respectively. A high cm value increases the risk of premature 

convergence and the achieved maximum fitness value for cm = 2.6 is below the maximum 

fitness value achieved with cm = 1.8 and cm = 1.4. A too small cm on the other hand results in a 

small difference between very fit and average individuals and the algorithm requires more time 

to explore the search space (Figure 13). Hence, a cm of around 1.8 is recommended for the 

given optimisation problem, chosen population size, boundaries and selection method.  

 

cm = 2.6 
cm = 1.8 
cm = 1.4 
cm = 1.0 
  



  

Figure 12. Influence of the fitness scaling factor cm on the change in the maximum fitness value over 
generations for the roulette wheel selection method 

 

Figure 13. Influence of the fitness scaling factor cm on the change in the average fitness value over 
generations for the roulette wheel selection method 



Lastly, two popular selection methods are compared: fitness proportional roulette wheel 

selection with fitness scaling (cm = 1.8) and tournament selection with a tournament size of 

two. Figure 14 shows that with tournament selection the algorithm conversion is steadier than 

the fitness proportional roulette wheel selection with fitness scaling. Based on these results and 

on the recommendations mentioned above, tournament selection was chosen for the studied 

optimisation problem. The tournament size was set to two individuals and the selection process 

was repeated until the population for each generation was filled.  

 

Figure 14. Algorithm convergence depicted as a change in the maximum fitness over generations 
with: tournament selection and proportional wheel selection with fitness scaling (cm = 1.8) 

Crossover 

After selection, the crossover operator was applied. To swap parts of the genetic material 

between two selected individuals, the encoded parameters  aredivided into parts. An example 

of a 2-point crossover in binary form is given in Table 3. Crossover at multiple points and 

crossover at every gene are also possible [24]. According to a user-defined probability Pc 

(typically between 0.4 and 0.9 [24,43]) crossover is performed on the selected concentrator 

pair if a randomly generated number Tc is smaller than the user defined probability Pc, else the 

concentrator designs gos into the next generation unchanged. With a probability of Pc = 0.5, 



half of the concentrator designs would undergo crossover. For this optimisation, 2-point 

crossover with a probability of Pc = 0.7 was applied.  

Table 3. Example of a 2-point crossover 

Parameters before crossover  Parameters after crossover 

36 23 15 100|100 010111  001|111 100|011 111111  011|111 35 63 31 

19 63 28 010|011 111111 011|100 010|100 010111  001|100 20 23 12 

Mutation 

The mutation operator is applied after the crossover. Mutation prevents premature convergence 

by introducing random changes into the parameters of the concentrator designs [46,47]. 

According to a user defined mutation probability Pm a binary digit of a parameter is swapped 

(Table 4) [24]. The algorithm steps through each binary digit of the parameters and generates 

a random number Tm between 0 and 1. If Tm < Pm, the bit is flipped, if not it remains unchanged. 

Mutation probabilities of 𝑃𝑃𝑚𝑚  =  1
𝐿𝐿
 and  𝑃𝑃𝑚𝑚 =  1

𝑁𝑁∗√𝐿𝐿
  are proposed in the literature, where L is 

the number of bits of an encoded paramter (here L = 18) and N the number of individuals in a 

population (here N = 50) [24]. The optimisation was run with Pm = 0.01 and Pm = 0.02 (Figure 

15). The higher Pm the longer the algorithm takes to converge, thus a Pm value of 0.01 was used 

in this work.  

Table 4 Example of mutation 

Parameters before mutation Parameters after mutation 

744 01011101000 736 01011100000 

757 01011110101 1013 01111110101 

 

2-point crossover 



 

Figure 15. Change in the maximum fitness value over generations depended on the mutation rate  

After crossover and mutation, the new generation is set. However, crossover and mutation 

might have led to unfeasible parameters. If a parameter is not within the specified boundary, a 

random parameter within the boundaries is generated. Thus, a two narrow boundary is 

restrictive and interrupting to the conversion if the algorithm, while a too wide boundary leads 

to the examination of unfeasible individuals and a slow conversion. The optimisation algorithm 

stopping criteria is the maximum number of generations which is set to 70 generations 

according to the experimentally determined conversion speed of the algorithms. A summary of 

the optimisation algorithm parameters is given in Table 5. 

Table 5. Overview of the selected optimisation algorithm parameters 

Summary of optimisation algorithm parameters 

Number of individuals in population 50 

Selection method Tournament selection, tournament size: 2 

Crossover method 2-point crossover 

Crossover probability 0.7 

Mutation probability 0.01 

Boundaries yes 

Termination criteria 70 generations 



5 Results and discussion 

5.1 Optimisation algorithm performance  

The convergence of the algorithm with algorithm parameters as summed up in Table 5, is 

presented in Figure 16. The maximum fitness value increases until around the 35th generation 

and alternates around the highest fitness thereafter, indicating that the maximum fitness value 

was found. The progression of the maximum fitness can be better understood when looking at 

how the Copt±40º of the fittest individual (Figure 17) and its volume (Figure 18) develop over 

generations. In the beginning when the search space is large as indicated by the “Average 

fitness within the population” graph in Figure 16, concentrators with volumes between 2140 

and 4530 x 10-9 m3 got evaluated (Figure 18). Within the first generations the search space is 

drastically reduced which can be seen by the jump of the fave value between the 1st and the 10th 

generation. Starting off with a volume V > 4500 x 10-9 m3 and a Copt±40º < 3.3x, a much more 

compact designs were found towards the end of the optimisation; concentrator designs with a 

significantly smaller volume < 3000 x 10-9 m3 and a Copt±40º > 3.5x were achieved. The value 

the algorithm settles on depends on the objective function, an objective function as shown in 

Equation (11) leads to a final design with a volume of around 3000 x 10-9 m3.  

 

Figure 16. Algorithm performance and convergence 



 

Figure 17. Change in the average optical concentration ratio (Copt±40º) of the fittest individual depicted 
over 70 generations 

 

Figure 18. Change in the volume of the fittest individual depicted over 70 generations 

By changing the objective function different GOCRSH concentrator designs were realised. The 

average optical concentration ratio (Copt±40º) and the volume of 14 different designs are 

compared in Figure 19. The graph of average Copt to concentrator volume has a gradient that 

reduces with larger volumes, indicating that at smaller volumes the GOCRSH designs are more 

compact. Since the exit aperture width is the same for all concentrators (100 x 10-6 m2), it is 

 

 



with the bigger diameter of the concentrator entrance aperture that the design becomes less 

compact. This indicates that the optical losses increase with an increasing diameter and that the 

edge of the entrance aperture is of less optical importance. The relation between the Copt±40º and 

the concentrator height is shown in Figure 20 indicates a proportional mathematical 

relationship for all optimised GOCRSH designs. This is due to the volume increasing with the 

power of 2/3 compared to the increase in height. 

 

Figure 19. Relation of the average optical concentration ratio (Copt±40º) to concentrator volume for 14 
different GOCRSH concentrators 

 

Figure 20. Relation of average optical concentration ratio (Copt±40º) to concentrator height for 14 
different GOCRSH concentrators 



Four GOCRSH designs with different gains and volumes were chosen for comparison with 

nonimaging concentrator designs previously proposed in literature. The GOCRSH designs are 

differentiated by the root value k of the objective function they were optimised by (Equation 

(12)). The gain-to-volume ratio of the four optimised concentrator designs is compared in Table 

6 and Figure 21 to the CRSH (A,B,C) [16] and to several nonimaging concentrators proposed 

for BICPV (RACPC [14], RADTIRC [6], 3D CCPC [13], SEH [13], Aspheric lens [15]).  

Table 6. Comparison of the GOCRSH concentrators to the CRSH and to the BICPV concentrators 

 GOCRSH CRSH 

Design k = 2 k = 3 k = 3.6 k = 4 A B C 

Volume (10-9 m3) 1397 2271 2961 5594 7570 4272 4045 

Average Copt±40º 2.15 2.73 2.99 3.97 3.23 3.27 3.08 

 Several concentrator designs for BICPV 

Design RACPC RADTIRC 3D CCPC SEH Aspheric lens 

Volume (10-9 m3) 8538 8230 3968 4019 32001 

Average Copt±40º 3.41 3.90 2.64 1.80 1.88 

 
Figure 21. Comparison of the chosen GOCRSH to the CRSH and to several concentrators proposed 

for building integrated concentrated photovoltaics (BICPV) 

                                                 
1 The volume of the aspheric lens is an estimated value for a 100 mm2 solar cell 



The GOCRSH designs are closer to the top left corner of the chart, achieving a higher gain at 

a smaller volume compared to the CRSH and compared to several concentrator designs 

proposed for BICPV. For instance, while CRSH_C and GOCRSH (k = 3.6) have a similar 

Copt±40º, the CRSH_C has a larger volume by 27%. Another direct comparison can be drawn 

between the GOCRSH (k = 4) and the RADTIRC which have a similar Copt±40º, however, the 

volume of the RADTIRC is larger by 32%. A greater improvement can be observed between 

GOCRSH (k = 4) and the RACPC where the RACPC has a larger volume by 34% and a lower 

Copt±40º by 16%. A further comparison can be drawn between the GOCRSH (k = 3) and the 3D 

CCPC, the most compact nonimaging concentrator for BICPV. While their Copt±40º are similar, 

the volume of the 3D CCPC is larger by 43% and its height by 27%. As discussed in the 

introductory section, smaller in height and more material efficient design, not only improves 

the sustainability of the design but also reduces the manufacturing costs of the concentrator. 

Nevertheless, it has to be noted that while material efficiency is important for all applications, 

it was not necessary the highest priority for the BICPV designs discussed in this paper.   

The aim of finding a more compact nonimaging concentrator design was achieved. To further 

explore the optimisation possibilities of nonimaging concentrators, first, the algorithm 

boundaries can be extended. Secondly, more objective functions to combine the optimisation 

goals can be tested. Lastly, the parametric equation of the GOCRSH is rather rigid, for more 

flexible optimisation B-Splines are recommended in literature [19,21]. On the other hand, a 

small number of parameters allows for a more effective optimisation and makes the design 

easier to replicate.  

6 Summary and conclusions 

To achieve the goal of universal access to affordable, sustainable and reliable electricity, the 

sustainability aspect of solar chargers was addressed. A static solar photovoltaic concentrator 

was proposed which has the potential to lower the embodied energy and greenhouse gas 

emissions of the solar PV module by reducing the amount of required photovoltaic material. 

To date little research is available on portable concentrated photovoltaic systems. The 

genetically optimised circular rotational hyperboloid (GOCRSH) concentrator proposed in this 

paper is more compact than previous nonimaging designs available in literature, it is easy to 

use, has an optical concentration ratio of around 3x and wide half-acceptance angles of ± 40⁰ 

which enables the solar charger to capture light for more than 5 hours without tracking. The 



GOCRSH was designed by the parameterisation of a circular entrance aperture, hyperbolic side 

profile and square exit aperture. An optimum set of design parameters was found using the 

Genetic Algorithm numeric optimisation, which is a new approach in the design of static 

nonimaging concentrators. Various Genetic Algorithm optimisation parameters were 

calibrated in this paper, which can be used as guidelines for future 3D nonimaging optimisation 

design problems. The chosen parameters are a population size of 50 individuals, 2-point 

crossover with a probability of 0.7 and a mutation probability of 0.01 and an experimentally 

determined stopping criteria of 70 generations. The GOCRSH (k = 3) was shown to be a more 

compact design than the most compact nonimaging concentrator available in literature, the 

refractive 3D crossed compound parabolic concentrator (3D CCPC), showing a smaller volume 

by 43%. This permits a smaller environmental impact and lower manufacturing costs of the 

concentrated portable solar system. Further research will be undertaken to analyse the flux 

distribution on the solar cell and the behaviour of the GOCRSH under diffuse light; simulations 

results will be validated the through indoor and outdoor testing.  
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