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Abstract—Pipelines are often subject to leakage due to ageing, 

corrosion, and weld defects, and it is difficult to avoid as the 

sources of leakages are diverse. Several studies have 

demonstrated the applicability of the machine learning model for 

the timely prediction of pipeline leakage. However, most of these 

studies rely on a large training data set for training accurate 

models. The cost of collecting experimental data for model 

training is huge, while simulation data is computationally 

expensive and time-consuming. To tackle this problem, the 

present study proposes a novel data sampling optimisation 

method, named adaptive particle swarm optimisation (PSO) 

assisted surrogate model, which was used to train the machine 

learning models with a limited dataset and achieved good 

accuracy. The proposed model incorporates the population 

density of training data samples and model prediction fitness to 

determine new data samples for improved model fitting 

accuracy. The proposed method is applied to 3-D pipeline 

leakage detection and characterisation. The result shows that the 

predicted leak sizes and location match the actual leakage. The 

significance of this study is two-fold: the practical application 

allows for pipeline leak prediction with limited training samples 

and provides a general framework for computational efficiency 

improvement using adaptive surrogate modelling in various real-

life applications.   

Keywords—adaptive surrogate model, data optimisation, 

machine learning, pipeline leak detection, particle swarm 

optimisation 

I. INTRODUCTION  

The demand for energy is increasing worldwide. 
Completely substituting the hydrocarbon power source with 
renewable technology is not yet mature enough. The 2020 
annual energy report of the Energy Information Administration 
shows that the natural gas supply as of 2020 is about 30% of 
the world’s energy, and consumption of natural gas, petroleum, 
and other liquids will continue to increase until 2050 [1]. 
Pipelines are an important component for oil and gas 
transportation in the industry, and their internal flows such as 
water and petroleum are important resources for national 
development. Pipeline is the most cost-effective means of 
conveying petroleum over a long distance. About 97% of all-
natural gas and crude oil production is currently transported by 

pipeline in Canada, while 70% of petroleum is transported 
through the pipeline in the USA [2].  

Despite pipelines being considered the cheapest and safer 
than other modes of transportation such as rail and road 
vehicles, they are still subject to leakage due to ageing, 
corrosion, and weld defects. A leak in the pipeline may lead to 
economic losses, environmental contamination, and human 
casualties in some cases [3][4]. Therefore, it is necessary to 
monitor the pipeline for timely detection as early detection of 
leaks will aid the quick response to stop oil discharge [5].  In 
this regard, several studies have taken advantage of machine 
learning algorithms to implement pipeline leak detection 
systems. Surrogate models that model the fluid flow behaviour 
involved in large pipeline systems help in understanding 
pipeline leakage mechanism and thus lead to the prediction of 
leakages. Caputo and Pelagagge [6] proposed a monitoring 
scheme to detect leak events in the pipeline network using a 
Multilayer Perceptron (MLP) neural network. The MLP is 
trained on the set of pressure and flow rate data, which 
characterise several states of the fluid network under normal 
and abnormal operating conditions. A pipeline monitoring 
method based on Discrete Incremental Clustering Fuzzy 
(DICF) Artificial Neural Network (ANN) was proposed in [7]. 
A set of raw sensor information consisting of pressure and flow 
measurements was used as input to the fuzzy ANN. The 
experimental results showed that the model can effectively 
detect leakage in a 14.117 km long pipeline with an inner 
diameter of 273 mm. Similar studies employing pressure and 
flow rate sensors positioned at specific locations on pipeline 
systems can be found in [8].  

The application of machine learning models in pipeline 
leakage detection and characterisation has many strengths, 
such as low cost and quick leak detection without explicit 
programming. Similarly, the leak detection task can be 
automatically handled at high speed. However, a large dataset 
is required to develop accurate machine learning models that 
cover the parameter space thoroughly. It is difficult to obtain 
experimental data for accurate model training. Some of the 
challenges include huge costs of data collection, poor 
accessibility to the pipeline, time, human efforts etc. [1]. 
Moreover, datasets constructed from data acquired in 
laboratory or field tests are usually imbalanced as leakage data Petroleum Technology Development Fund (PTDF), Abuja Nigeria, 
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samples are generated from artificial leaks, which require 
thorough measures to avoid pollution.  

To overcome these challenges, many studies proposed 
dynamic modelling as a good alternative and have been widely 
used in the industry and by the research community. Dynamic 
modelling provides an easy approach to creating and analysing 
models that mimic the actual pipelines in the field. The method 
can fit in various elements such as pipeline material, length, 
diameter, fluid type, external environment and inspect the 
complex relationship connecting the flow parameters such as 
pressure, flow rate, and temperature in the presence and 
absence of leakage through computationally intensive 
simulations.  

With advances in computing technologies, the dynamic 
modelling approach has been attracting more and more 
attention from industry and academia. A comprehensive review 
of the dynamic modelling method is presented in [9], [10]. Zhu 
et al. [11] analysed the flow effect on the damaged submarine 
pipeline with different leak sizes. Doshmanziari et al. [12] 
proposed a framework to detect leakage on a 50 km high-
pressure operational gas pipeline using OLGA multiphase flow 
simulation tool. Analysis of pressure distribution through the 
leak using 3-D computational fluid dynamics (CFD) model 
was presented in [13] and compared with pressure distribution 
from experimental data. Identical pressure profile was reported 
for both numerical and experimental data (pressures and flow 
rates) recorded at the pipeline inlet and outlet. Yang et al. [14] 
modelled the 2012 disastrous Gumi hydrogen fluoride gas 
leakage using CFD simulation and compared the simulation 
results with the post-accidental vegetation fluoride 
concentration. The authors reported mean relative error of 
6.8%. Numerical modelling of under-ground pipeline leakages 
was reported in [15]. The model was performed on a two- and 
three-dimensional pipeline considering surrounding soil as a 

porous medium. The authors reported error between the 
simulation and experimental results for all the leak cases 
considered such as pipe and leak diameters variation, and the 
gas flow pressure.  

Kim et al. [1] developed a machine learning model that 
trained on numerical data obtained on a 13,000 m long subsea 
pipeline and validated the model using a set of raw sensors data 
obtained in the gas platform. The training was performed on 
3200 data samples using 90% for training and validation and 
10% for the testing. The authors reported model performance 

of 0.987 and 0.01 for the 
2R and Mean Absolute Error (MAE) 

respectively, when tested for various leak size scenarios. A 
similar study reported in [16] proposed a two-stage neural 
network to detect and estimate the leak position in a pipeline. 
The first stage involves friction factor calculation using inlet 
and outlet flow rates. Moreover, the second stage considered 
the friction factor together with the inlet and outlet pressures to 
locate the position of leakage. The neural network was trained 
on the validated numerical simulator of the pilot plant, while 
the developed model was validated experimentally in a pilot 
plant with several leak sizes and locations. It was reported that 
the designed neural network provides a robust predictor for 
leak size and location estimation.  

As supported by recent literature, machine learning or 
surrogate modelling has applicability for pipeline leakage 
detection and characterisation. However, existing studies 
typically depend on a large training dataset, which may not be 
possible to acquire in a physical pipeline due to the damages 
impact and costs associated with experimentations and 
surrounding environments. Numerical simulation is also 
suggested as an alternative for data set generation but it is 
computationally expensive. A realistic CFD simulation can 
take days or even weeks to complete despite the advances in 
high-performance computing [17]. Therefore, in the present 
study, a new data sample generation methodology called 
adaptive PSO-assisted surrogate model is proposed to 
optimally select training samples in machine learning 
applications involving computationally expensive problems, 
like CFD simulation in pipelines. The number of data samples 
and thus the number of CFD simulation trials is minimised by 
the proposed method without the sacrifice of model accuracy 
through the following features of the proposed method:  

 Starting the model with limited data samples and 
iteratively refining the model by finding the optimal 
data points that capture the topography of the response 
surface of a CFD model in an adaptive manner using 
PSO. 

 Combining system fitness value information and 
existing sample distance to determine the best candidate 
data samples for evaluation. 

 Numerical simulation is performed for the individual 
with the best fitness value or greatest distance to lessen 
the consumed fitness evaluations. 

 The rest of the paper is structured as follows: Section II 
briefly describes the theoretical overview of PSO and minmax 
distance technique. The details of the proposed framework is 
presented in Section III. The evaluation of the proposed model 
in the context of a real-world case study of pipeline leakage 
characterisation and benchmark functions is presented in 
Section IV. Section V concludes the paper.  

II. THEORETICAL OVERVIEW 

A. Problem Formulation 

The rationale of this study is to develop a leak prediction 
model (surrogate model) with a limited number of simulation 
trials, while at the same time attaining maximum accuracy. 

Given a parameter space 
N

 which comprises of different 
pipeline leakages spanned by pipe leak sizes and longitudinal 
leak locations. N denotes the dimensionality of the parameter 

space, which is two in this study. Let a vector X represents the 
leak scenarios within the parameter space 

 1 2, ,....,
T

mX x x x such that . N

mx The numerical 

simulation of X that is computationally expensive is denoted 

as ( ); : Ny f X f  . To develop a pipeline leak detection 

model using machine learning algorithm, a large data set with 

thorough data space coverage ( )y f X  is required, which is 

computationally costly. Therefore, an approximated surrogate 
model is needed to minimise the number of  simulation trials 



without the sacrifice of model fitting accuracy. The surrogate 

model ( )y g X which is approximation of ( )y f X is 

developed based on the selected input-output data samples. 
This problem can be formulated as follows: 

Given function: : Nf   

find . . ( ) ( ),   N NX s t g X f X X  

For the target function f defined in NX  , the initial 

sampling process begins with a set of sample pairs 

( , ), 1,2,3,.......,i iX f i I with valid bounds L UX X X   

where LX and 
UX represents the lower and upper bounds of 

parameter space, respectively. The maximum number of 
sampling points for which the desired accuracy of the 

developed surrogate model obtains denote 
max ;I  

max( ), 1, 2,3,......., .g X i I In this study, the approximation 

model ( )g X is implemented using Multilayer Perceptron 

using training procedure presented in [18]. The population 
density of the sample points was computed using the MinMax 
distance technique, while PSO was employed for sample points 
placement optimisation. The description of PSO and MinMax 
distance techniques are given as follows: 

B. PSO Algorithm 

PSO is a metaheuristic algorithm that is used for the 
optimisation of problems. It was originally proposed by 
Kennedy and Eberhart [19] to simulate the behaviour of birds 
flock flying together in the search space in search of some 
optimal solutions. PSO has been successfully applied to a 
series of problems due to its simplicity and attractive search 
efficiency. In the design space, the position of each particle is 

described as the vector 
1 

nx R and its movement by the 

velocity of the particle 
1 , 1, 2,..., . nx R i n At every 

iteration, the velocity and position of a particle is updated as in 
(1) and (3), respectively [20]: 

  , , 1 1 , ,

2 2 ,

( 1) ( ) ( ( ) ( ))

( ( ) ( ))

    



i d t i d i d i d

i d

v t w v t c r P t x t

c r Pg t x t
    (1) 

       with  max min
max cur

max

w w
w itert iter
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     (2) 

        ( 1) ( ) ( 1)i,d i,d i,dx t x t v t                  (3) 

where ( ) ( ( ), ( ),...., ( ))i i,1 i,2 i,Dv t v t v t v t is the velocity of  

particle ,i  ( ) ( ( ), ( ),...., ( ))i i,1 i,2 i,Dx t x t x t x t  is the position 

of  particle ,i  ( ) ( ( ), ( ),...., ( ))i i,1 i,2 i,DP t P t P t P t is the 

historical best position found by particle ,i which also known as 

personal best, ( ) ( ( ), ( ),...., ( ))g g,1 g,2 g,DP t P t P t P t  is the 

historical best position found by swarm (also known as global 

best), 1r and 2r are random generated numbers in the range 

[0,1], 1c and 2c are acceleration coefficients, 
maxiter is the 

maximum number of iteration, 
curiter is the current iteration 

number, ,maxw and minw  are selected as 0.9 and 0.4, 

respectively.  

C.   MinMax Distance Technique 

The essence of minmax distance technique is to assign a 
new sample set

CX  that minimise the maximum distance 

between the sample points. Then, refined the sample set as 

1N C NX X X    where the existing sample set denotes 

.NX  The mathematical representation of minimax is given as: 

min max ( , )

1 ,1

i j i j

C

C N C N

X

d X X X X

i m j l m

 


  

    

    (4) 

where ( 1,...., ) 
i

C C
X X i m  and ( 1,...., ),  

j
N N

X X j l m  

d denote distance between the sample points. Consider sample 

points in the parameter space  1 2, ,.., . mX x x x The 

Crowding Distance (CD) of an arbitrary point 
CX  to its 

neighbouring solutions can be estimated by [21]: 

           2

1

 i

m

C C C

i

CD (X ) X X   =                      (5) 

The large crowding distance value 
CCD (X )  of a sample 

point reflects low sample density (few sample points in its 
neighbourhood). The surrogate model accuracy is likely 
relatively lower around that region. Therefore, more sample 
points will probably be needed in such a region to enhance the 
surrogate model accuracy.  

III. PROPOSED METHODS 

The adaptive surrogate model constructed in this study 
involves three steps, namely, generation of initial training data 
samples, sample placement optimisation, and model quality 
assessment. These procedures are explained as follows: 

A. Initial Data Samples for Training 

The sample size and location of the samples governs the 
trained surrogate model’s computation cost and overall 
performance. Therefore, the selection of data samples for 
training is essential in enhancing the surrogate modelling 
process. A space-filling design is generally employed to design 
a coarse surrogate model and then refine it until a finer 
surrogate model is attained. Space-filling designs are designed 
to spread sample points as evenly as possible over the design 
parameter domain. In this study, the initial training data points 
are generated using Latin Hypercube Design (LHD) method 
[22]. LHD has been widely used by many researchers to 
generate the initial samples for the surrogate model. Its 
advantages include uniform sample distribution in the design 
domain and aid in better estimation of the global accuracy of 
the surrogate model.   



B. Sample Placement optimisation  

The sample placement optimisation is described as follows: 

The surrogate model algorithm begins with a set of initial 

training samples  1 2, ,...., mX x x x  generated using the 

LHD technique, and the corresponding outputs ( )y f X  are 

estimated using the computational fluid dynamics simulator 
performed on 3-D pipeline leakage. The data obtained from the 
simulator are used for the initial training of the MLP, which is 
the coarse surrogate model constructed. The quality of the 
developed surrogate model is then assessed using Mean Square 
Error (MSE). The adaptive training process begins if the 
prediction quality of the initial surrogate model is not 
acceptable. In the adaptive sampling process, the model was 
designed to add new data samples to the region, which will 
enhance the surrogate model accuracy via the following steps: 

Step 1:  Initialise the PSO for optimisation with the 
initial generated points and determine the initial 
velocities particles v  and initial positions of 

each particle. 

Step 2: Find the particle 
CX  with the greatest crowding 

distance value that satisfy the minmax condition 
defined in eq. (4) using eq. (5) and assign it to 
the swarm global best. 

Step 3: Perform CFD simulation for the new point 
CX  

and obtains its corresponding values newY . 

Step 4: Update the training dataset by refining the 
sample set as 

1N C NX X X   and the 

corresponding response values 
1  N new NY Y Y . 

Step 5: Use updated dataset 1NX  and 
1NY  to retrain 

the surrogate model and archive the updated 
surrogate and swarm into the database. 

Step 6: Evaluate the fitness of the added point by 
comparing the accuracy of the newly trained 
model with the previous one using MSE. 

Step 7: If new global position improved surrogate model 
accuracy, update the global best of the swarm. 

Step 8: Terminate the algorithm if the stopping 
condition is met and output the surrogate model. 
Otherwise, increment the iteration and go to Step 
9. The termination condition are the maximum 
MSE is smaller than 0.04 or the maximum 
number of iterations is equal to 100, which was 
chosen based on results from trial runs. 

Step 9: Update velocities and positions of the particles 
by using eqs. (1) and (3), respectively. If the 
fitness evaluation performed in Step 6 shows 
surrogate model improvement, go to Step 3. 
Otherwise, go to Step 2. 

 

C. Surrogate model performance assessment  

The surrogate model constructed using minimum training 
data points may possibly result in misleading predictions or 
optimal solutions located in an unfeasible region [23]. 
Therefore, it is essential to verify the quality of a surrogate 
model before using it for the prediction. The constructed 
surrogate model’s was evaluated using a set of data points 
other than those used during the training phase. Four 
performance metrics include Mean Square Error (MSE), Root 
Mean Square Error (RMSE), Mean Absolute Error (MAE), and 

R-squared ( ) are employed to evaluate the performance of 
the developed surrogate model. It is important to highlight that 
the first three metrics (MSE, RMSE and MAE) are selected 
because they provides global error measure over the entire 
parameter space [21], [24], while the last metric is good to 
measure how good the best fit model compared to the baseline 
model [23]. For further details on performance metrics used in 
this study, readers are referred to surrogate model verification 
methods presented in [23]. To further assess the performance 
of our proposed surrogate model compared to existing 
sampling methodologies, three conventional space-filling 
sequential designs, namely uniform sampling, which is also 
called Grid sampling, Halton and LHD are employed for 
comparison. The details of these sampling algorithms can be 
found in [21].  

IV. EVALUATION AND ANALYSIS 

The performance of the proposed algorithm was evaluated 
using two case studies. The first case presented in Section 
IV(A) employed two widely used benchmark problems, while 
the second case is performed on a 3-D pipeline leakage 
simulation model. For the PSO algorithm used in this study, 

1c and 2c  are  and , respectively, which fall to the range 

of the value commonly used in the literature [25]. The number 
of initial samples, which is also the size of the initial 
population is  MLP was used as a surrogate model for 
function approximation. The input nodes corresponding to the 
input variables, one hidden layer ranging from 8 to 20 neurons, 
proved suitable in this study, while the momentum and 
learning rate are 0.094 and 0.017, respectively.  

A. Test case 1: Benchmark Problems  

In this test case, the dataset generated from the benchmark 
functions was used to train the proposed surrogate model. Two 
widely used benchmark functions, namely Rosenbrock 
function and Ackley function, for optimisation are employed to 
illustrate the effectiveness of the constructed surrogate model 
and they are depicted, respectively as follows: 

2 2 2( , ) (1 ) 10( )

[ 1.5,2.0], [ 1.5,3.0]

f x y x y x

x y

   

   
                  (6) 

 

   

2 2( , ) 20exp 0.2 0.5( )

exp 0.5(cos 2 cos 2 ) 20

5.0,5.0 , 5.0,5.0

f x y x y

x y e

x y

 

     
 

  

   

          (7) 

 



We used benchmark functions to evaluate the influence of 
the training sample size on the constructed surrogate model 
performance. MSE is calculated to measure the model accuracy 
as the model learning progresses. Ten independent runs were 
performed during the experiments for each function, and the 
average learning accuracies were calculated. Note that the 
learning accuracy is referred to as the accuracy of the surrogate 
model as the number of training datasets increases and is 
calculated as a percentage of one minus MSE. The optimum 
training sample size was studied using the Rosenbrock and 
Ackley testing functions. The learning accuracy for the two 
functions is plotted in Fig. 1. The number of training points 
varies from 0 to 100. However, the algorithm converged at 40 
training data points (i.e. 10 initial points plus 30 points added 
iteratively). It is important to highlight that learning accuracy at 
the zero data trained size indicates model performance for the 
initial sample sets, which is 10 in all experiments carried out in 
this study. This value was selected arbitrarily, and the number 
of samples will grow incrementally with improving model 
accuracy. The learning accuracies of the model increase as the 
training sizes increases up to 30 (20 additional) sample sizes. 
Further adding more training points after the 30-training point 
appeared to contribute insignificantly to the surrogate model’s 
prediction accuracy.  

 

Fig. 1. Learning accuracies as a function of 30 additional training sample 

sizes  

Furthermore, the performance of the surrogate model was 
assessed using sets of data other than those used in the training 
phase. The testing data varied from 5 to 100. Fig. 2 illustrates 
the model accuracy on the testing data. The model was able to 
predict new data well with the overall accuracy of 88.07% and 
89.87% for the Rosenbrock and Ackley functions, respectively. 
The comparison of ground truth and predicted values for 100 
testing sample sizes is illustrated in Fig.3. It can be observed 
that the figures demonstrate a good match between the ground 
truth and the predicted value.  

 

Fig. 2. Tesing accuracy on new sets of testing data 

(a)  

(b)  

Fig. 3. PSOASM predicted values against ground truth: (a) Rosenbrock 

function, (b) Ackley function 

B. Test case 2: 3-D Pipeline Leakage Model  

The dataset employed for pipeline leakage and localisation 
was generated from the CFD model. The in-pipe flow rate and 
pressure profile were used as input features, while the leak 
sizes and locations were used as a targeted feature. The basic 
physical pipeline model with the leakage employed for study in 
this work is the same as that in [3]. The pipe diameter is 60 
mm, while the pipe length is 50 times of the diameter. The 
CFD analysis of the pipeline leakage was carried out using 
ANSYS-FLUENT 18.0 and validated with the experimental 
data reported in the literature.  The SST k-omega turbulence 
model was employed to simulate the liquid flow in the 
horizontal pipeline. The detailed numerical simulation 
approach, including pipe boundary conditions, grid 
independence study, and incoming flow conditions used in this 
study are similar to that in [3]. The fluid flow parameters such 
as pressure profile and flow rate commonly used in the open 
literature to describe the pipeline leak location and sizes are 
calculated using the CFD simulator. The data from the 
simulator (pressure and flow rate) and sample locations are 
input and output data used to develop the surrogate model. Fig. 
4 shows the learning accuracy of the surrogate model 
constructed for the pipeline leak detection. The algorithm 
attains 96.8% accuracy for the 40-training data size. Moreover, 
the developed surrogate model performance is compared with 
the conventional space-filling sampling methods - the same 
number of training points used for the constructed surrogate 
model employed for the conventional approaches except for 
the Grid-49 and Grid-36 where 7x7 and 6x6 sample points are 
used in order to generate uniform grids. In the adaptive 
surrogate model, the initial model was designed using 10 data 
points. Then, new points are added in an adaptive manner until 
additional 30 points are added (i.e. 10 initial points plus 30 
points added adaptively). The training data points are generated 
in a space-filling manner for the conventional methods. Table 1 



summarises predictive errors for all the methods tested. It can 
be seen that the developed model outperforms the conventional 
sampling techniques by providing lower MSE, RMSE, MAE, 

and higher 
2R values than all the sampling methods employed 

for comparison.  

 

Fig. 4. Learning accuracy for the pipeline leak detection 

TABLE I: PERFORMANCE COMPARISON OF PSOASM WITH 

CONVENTIONAL SEQUATIAL SAMPLING METHODS 

Sampling 
methods 

Grid-49 Halton Grid-36 LHD PSOASM 

MSE 0.2916 0.23989 0.34763 0.10289 0.0248 

RMSE 0.5400 0.48979 0.5896 0.32076 0.1575 

R2 0.7559 0.61539 0.70408 0.85904 0.9505 

MAE 0.3902 0.38532 0.41597 0.24415 0.1891 

V. CONCLUSIONS 

This study presents an efficient method to optimise training 
data for the machine learning algorithm involving 
computationally expensive problems like 3D pipeline leakage 
characterisation. The model fitness value information and 
population distance criteria are incorporated to select candidate 
solutions for exact fitness evaluation. The developed surrogate 
model was implemented to optimise pipeline leakage detection 
and the performance compared with the space-filling sequential 
sampling approaches. The results show that the developed 
surrogate model outperformed conventional space-filling 
methods. The results achieved from the tested benchmark 
functions indicate that the developed surrogate model can 
efficiently explore and exploit the design parameter space and 
generate adequate sample points in an area that enhances 
surrogate model accuracy.  
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